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Public Health & Preventive Medicine is in its ninth decade of existence since being first published in 1913, and it therefore contains much of the lore of public health and preventive medicine over the twentieth century. With each edition, selecting the appropriate information to include has become increasingly difficult for several reasons. Nearly all the same public health and prevention themes and issues continue to be with us, and new knowledge, research, and practice information for public health and preventive medicine grow at a rapid rate. New diseases are being discovered and our knowledge of existing ones is constantly being refined and expanded. New microorganisms of public health import continue to be discovered and new conditions of public health importance have emerged. Behavioral science has helped us better understand how to promote healthful, hygienic behaviors and better educate our citizens and patients. Science and engineering have created occupational and other environmental exposures never before experienced. The increased survivorship of the populations of industrialized nations has heightened the importance of degenerative diseases, complex medical care programs, and the opportunities for prevention of disease. The population growth of our finite and frail planet may be causing present and future public health dilemmas that are not, yet, completely understood. There has been increasing attention to the social and “unnatural” causes of human suffering and the recognition of human conflict as a public health problem. The increased convergence of public health practice and the delivery of clinical health services has created and elevated several topics that must be given some prominence.

Every attempt has been made to update the information and acquire new knowledge in this fifteenth edition of Public Health & Preventive Medicine. Although several new topics have been introduced in this edition, inevitably certain issues could not be fully considered. In particular, to keep this textbook at a reasonable size, there is somewhat less emphasis on the issues of developing countries and some topics worthy of extended length have been shortened. Some of the chapters have been adapted from those in the fourteenth edition, usually in situations where the previous author was unable to participate again. Full credit for the preserved portions of previous editions is not possible, but can be found by perusing those editions. Although the majority of the more than 200 contributors to this textbook are from North America, most of the themes presented here have universal application and the lore comes from scientists and practitioners worldwide.

Robert B. Wallace, MD, MSc
Iowa City, Iowa
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Public Health and Preventive Medicine: Trends and Guideposts

Robert B. Wallace

There are varied definitions of public health. Recent volumes from the U.S. Institute of Medicine have addressed the definitions and functions of public health\(^1\)\(^2\) in a careful and thoughtful way, and described several pathways to healthier communities. The field of preventive medicine, the interface between public health and medical practice, is also critical to the health of populations, but is in a faster transition as the roles traditionally performed by physicians in population medicine are reconsidered and the structure of public health evolves. In the meantime, the health needs of the public are as acute as ever and demand all of the energy, skill, and science that public health and preventive medicine can muster.

Fortunately, there have been rapid and important advancements in public health and preventive medicine. Some have come as a result of inexorable achievements in productive science, and others were prodded by special public health emergencies and problems, or organizational changes in the delivery of preventive and curative health services. Many advancements in both practice and knowledge have been evolutionary, but in a few instances, there have been fundamental enhancements to our knowledge of the universe and their applications to the public health sciences. While there may be disagreements about what these achievements have been, and indeed some may not yet be fully recognized, the past several years have witnessed several striking and rapidly advancing trends. The following are some of the important trends that have shaped public health and preventive medicine, particularly within industrialized countries.

- Increased incorporation of business and administrative practices into prevention and public health service delivery.

While general administrative principles and practices have long been a part of public health education and program delivery, the administrative and business emphasis that has swept through most sectors of Western society has also had a clear impact on public health practice. The further application of "industrial standards," quality improvement techniques, outcome measures, and complex accounting practices have changed the vocabulary and skills requisite for modern public health practice.\(^3\)\(^4\) With this has come more emphasis on outcome measures. The emphases on both practice guidelines and evidence-based practice have yielded a further orientation toward both traditional and new outcome measures as indicators of community health. More sophisticated measures are in development, and more comprehensive attempts at program performance monitoring are occurring. As more sophisticated, detailed, and measurable outcomes are developed, this monitoring may not only evaluate specific public health or community programs, but may also work toward assessing the entire public health, health education, and clinical service structure within a community.

- Changes in the definition of the group or population, the fundamental unit of public health.

In general, "the population" that is both the target of preventive and public health programs and interventions has been historically defined as referring to geographic boundaries, due to their encompassing nature and concordance with governmental jurisdictions. That is, of course, still the case, but there has also been a trend toward increasing delivery of comprehensive clinical services to large groups of individuals defined administratively rather than geographically, often referred to as "managed care." With the health and programmatic information available on these groups and the increasing ability to apply and evaluate public health and preventive services to them, the fundamental public health target group is no longer solely defined in the spatial sense. This has led to the need and opportunity for new partnerships among various private and public health organizations and agencies in order to deliver more effective and efficient public health services.\(^5\) In certain respects, this phenomenon has further blurred the boundaries between community-based programs and clinical, preventive, and curative services, thus increasing the need to update and redefine the tasks necessary for complete public health and prevention service delivery. However, the emergence of these new groups that are programmatically important and for whom health information is available has probably served to heighten public health program accountability to a higher proportion of the general population than ever before.

- Enhanced conceptualization and measurement of personal health status.

This has taken several forms and, while not totally new, has been increasingly incorporated into health status assessment. Perhaps the most important is the increased use of the so-called "quality-of-life" (QOL) measures.\(^6\) While the scope and measures of QOL techniques are not consensual, the supplementation of traditional measures of morbidity and mortality with measures and indices of symptoms and syndromes, less well-defined clinical conditions and entities, physiological function and disability, affective states and the behavioral manifestations of mental diseases, social functions within and outside the family, and economic well-being and risk status irrespective of health status have added importantly to the understanding of health and optimization of health status. This has changed the meaning and benchmarks for “healthy communities.”
In keeping with the theme of enhanced administration in public and preventive services, health status measures for groups and individuals increasingly have become intertwined with the “health” status of preventive and curative programs and service delivery units. That is, the health of members (consumers) of various administered health-care units (providers) can be partially assessed or inferred by process measures of the programs themselves, such as rates of vaccine delivery or early disease detection programs.

- Increased codification and interpretation of scientific findings relevant to prevention and public health.

One of the early important and continuing exercises in defining the scientific and evidentiary basis for clinical preventive practice was performed by what is now the Canadian Task Force on Preventive Health Care, followed by the continuing reports of the U.S. Preventive Services Task Force, and many others. Making explicit the scientific basis for preventive practices and interventions and using this evidence to structure practice guidelines has had many important effects, including (a) placing greater priority on effective interventions, (b) educating health practitioners on the strengths and limitations of various interventions, (c) providing one basis for program evaluation of these effective interventions, and (d) identifying the research gaps in these preventive and public health interventions. Parallel tracks of creating guidelines for curative medicine, often called “evidence-based medicine” have made similar and important contributions. More recently, a similar effort has been developed under the banner of “evidence-based public health.”

- Establishment of goals for communities to attain improvement in health status.

This exercise has been a part of strategic program planning for a long time, but in the past decade it has been elevated to explicit goal setting for communities and larger jurisdictions. While national goals for health status improvement may be useful at the local level, most public health officials and community organizations would rather have goal setting performed at the local level. This allows engagement of local professionals and other citizens and takes greater account of local priorities, needs, and perceptions of the most compelling health problems to which limited resources should be allocated.

- Application of more advanced community health information systems.

This takes many forms, but accurate, comprehensive, and timely community health data are an essential requisite of goal setting and program performance monitoring. Clinical and public health information are both essential and interrelated, raising special issues of ethics and privacy, as well as access. However, the information revolution should allow better program management and assessment, and with appropriate controls should serve the prevention and public health communities in ways not previously possible.

In summary, the current era has been a time of clear change for both preventive medicine and public health. This book attempts to capture and review these changes for the practitioner and student of these strategically important disciplines.
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Epidemiology and Public Health

Robert B. Wallace

Epidemiology is the basic science and most fundamental practice of public health and preventive medicine. We can study health and disease by observing their effects on individuals, by laboratory investigation of experimental animals, and by measuring their distribution in the population. Each of these ways of investigating health and disease is used by the epidemiologist. Epidemiology is therefore the scientific foundation for the practice of public health.

The word “epidemiology” comes from the Greek means “upon the people.” Historically, the earliest concern of the epidemiologist was to investigate, control, and prevent epidemics. This chapter deals with the scientific principles that are the foundation of epidemiology. We then address the sources and characteristics of information used to assess the health of populations. Next, we discuss the ways this information can be analyzed. Finally, we show how to use epidemiology in controlling and preventing health problems.

**HISTORY**

Epidemiology has roots in the Bible and in the writings of Hippocrates, as does much of Western medicine. The *Aphorisms of Hippocrates* (fourth to fifth century BC) contain many generalizations based on prolonged and careful observation of large numbers of cases. The introductory paragraph of *Airs, Waters, Places* offers timeless advice on good environmental epidemiology:

> Whoever would study medicine aright must learn of the following subjects. First he must consider the effect of each season of the year and the differences between them. Secondly he must study the warm and the cold winds, both those that are common to every country and those peculiar to a particular locality. Lastly, the effect of water on the health must not be forgotten. When, therefore, a physician comes to a district previously unknown to him, he should consider both its situation and its aspect to the winds. Similarly, the nature of the water supply must be considered ... Then think of the soil, whether it be bare and waterless or thickly covered with vegetation and well-watered, whether in a hollow and stifling, or exposed and cold. Lastly consider the life of the inhabitants themselves, are they heavy drinkers and eaters and consequently unable to stand fatigue or, being fond of work and exercise, eat wisely but drink sparingly?

Epidemics of infection seriously concerned physicians in ancient times, although often they could do little more than observe the victims and record mortality. Their limited knowledge rarely permitted effective intervention. Until the Renaissance, physicians based their approach more on impressions than real numbers. John Graunt is often regarded as the founder of vital statistics. He first published his numerical methods for examining health problems in *Natural and Political Observations on the Bills of Mortality* in 1662. He was the first to attempt this approach.

Epidemiology was first applied to the control of communicable diseases and public health through quarantine and isolation, even though ideas about health transmission and microbiology and epidemiology were rudimentary. Johann Peter Frank, a physician who became “director-general of public health” (in modern terminology) to the Hapsburg Empire, systematized and codified many rules for personal and communal behavior in the eighteenth century. His work contributed to public health and is published in *System einer vollständigen medicinischen Polizey* (1779).

Careful clinical observation, precise counts of well-defined cases, and demonstration of relationships between cases and the populations in which they occur all combine in the method upon which epidemiology depends. This method was first developed in the nineteenth century. Modern epidemiologists hold John Snow in high esteem. He painstakingly collected the facts about sources of drinking water that he related to mortality rates from cholera in London. This proved a classic demonstration of the mode of transmission about 30 years before Koch isolated and identified the cholera *Vibrio*. Snow’s great contemporary, William Farr, defined and clarified many basic ideas of vital statistics and epidemiology. Among his most important contributions were the following: (a) the scope of epidemiology, (b) the concept of person-years, (c) the relationship between mortality rate and probability of dying, (d) standardized mortality ratios, (e) dose-response relationships, (f) herd immunity, (g) the relationship between incidence and prevalence, and (h) the concepts of retrospective and prospective study. He also developed the first effective classification of disease, the direct ancestor of the nosology that we still use today. *Vital Statistics* (1885), an edited volume of excerpts from Farr’s annual reports to the registrar-general, is perhaps the best textbook of epidemiology ever written, graced by beautiful writing and well-chosen tables to illustrate the text.

Methods of epidemiological investigation have evolved since the mid-nineteenth century. The case-control study reentered medicine from the social sciences in the third decade of the twentieth century. The cohort study came into use after World War II, as a means of identifying risks associated with heart disease, lung cancer, and other emerging public health problems. Epidemiological “experiments” as now conducted in randomized trials are essentially modern innovations. Statistical methods and electronic computation have greatly improved epidemiological analysis. Present indications suggest expanding potential and an exciting future for epidemiology. Population-based medicine makes community assessment and diagnosis important for determining the need for health services. An increasingly broad

---

Note: This is a revision of a chapter from the 14th edition, originally written by Carl W. Tyler, Jr., and John M. Last; revised by the editor.
interface between clinical medicine and epidemiology is called clinical epidemiology. Molecular epidemiology promises to let epidemiologists link genetic and many other biological markers to health conditions, thereby creating new potential approaches to intervention. Case-control studies are adding rapidly to our understanding of cause-effect relationships in many chronic and disabling disorders. Epidemiological methods can also help in evaluating health services.

What does this brief history of epidemiology teach? First, the community and environment influence the health of humans, as do our own inherited characteristics. Second, knowing how a disease is transmitted permits us to control and prevent it, even though we may not know the causal agent. Third, even the simplest information about vital events, illnesses, and populations can detect and analyze epidemiological problems. Finally, epidemiology can help find, investigate, analyze, control, and prevent a wide range of health problems.

**DEFINITION**

Epidemiology is both the basic science of public health and its most fundamental practice. Therefore, we need to examine both aspects of its meaning.

**Science**

Epidemiology was originally defined as the scientific study of epidemics. An epidemic is the occurrence in excess of normal of an illness, health event, or health-related behavior that occurs in a specific place or among a group. Reports of cholera by John Snow and childbed fever by Holmes are among the classic examples. In recent years, excessive use of tobacco, called by some “the brown plague,” and the acquired immunodeficiency syndrome (AIDS) are examples of modern epidemics.

Because the word “epidemic” may lead to chaotic, unreasoned responses to health problems, journalists use the term more often than epidemiologists. Other words, such as outbreak and cluster, are employed by practicing public health professionals to avoid unreasoned public response.

In current use, however, the definition of epidemiology is broader and recognizes the application of this basic science of public health to the control and prevention of health problems. The following definition, recently agreed upon by an international panel, is widely accepted:

Epidemiology is the study of the distribution and determinants of health-related states and events in specified populations and the application of this study to the control of health problems.4

Some terms in this definition require discussion. Distribution relates to time, place, and person. The relevant population characteristics include location, age, sex, and race; occupation and other social characteristics; living places; susceptibility; and exposure to specific agents. In addition, the distribution of the exposed cases needs to examine time as a factor. Relationships in time reveal information about trends, cyclic or secular patterns, clusters, and intervals from exposure to inciting factors to the onset of disease.

Determinants include both causes and factors that influence the risk of disease. Many diseases have a single necessary cause. When the agent of disease causes a single, specific condition, as occurs with the tubercle bacillus or the lead in lead-based paint, we know the necessary cause. In addition, there are usually many other determinants. They fall into two broad groups: (a) host factors that determine the susceptibility of the individual and (b) environmental factors that determine the host’s exposure to the specific agent. Host factors include age, sex, race, genetic or constitutional makeup, physiologic state, nutritional condition, and previous immunological experience. Environmental factors include all conditions of living. Among these factors are family size and composition; crowding; hygienic conditions; occupation; and geographic, climatic, and seasonal circumstances.

**Characteristics of individuals or populations, identified by the term “lifestyle,” may include such factors as use of tobacco, alcohol, and automobiles. Past and present environment—including the period of intrauterine life—may influence exposure and susceptibility to disease.**

**Practice**

The practice of a science is best defined by what the scientist does. Langmuir points out that, “the basic operation of the epidemiologist is to count cases and measure the population in which they arise.” The practice of epidemiology, therefore, is the scientific process that detects, investigates, and analyzes health problems, followed by applying this information to the control and prevention of these problems. This practice requires health problems to be the subject of public health surveillance, epidemiological investigation, and analysis. The findings of this analysis linked to health policy can lead to the control and prevention programs intended to resolve health problems. Evaluation of control and prevention is also the responsibility of the practicing epidemiologist as is the clear and persuasive communication of the scientific findings to the public, policy makers, and program staff.

**Uses of Epidemiology**

The most important use for epidemiology is to improve our understanding of health and disease—a goal shared by all the disciplines and branches of the biomedical sciences. Morris6 defined seven uses of epidemiology: historical study, community assessment, working of health services, individual risks and chances, completing the clinical picture, identification of syndromes, and the search for causes (Table 2-1). Each deserves brief comment.

**Historical Study**

The classic question “Is health improving?” can be answered only by comparing experience (rates) over time; this is one essential routine activity in all health services. Sometimes when the data are closely examined, unexpected trends appear. For example, asthma deaths increased unexpectedly in children and young adults in Britain and other countries in the 1950s, and continued to increase into the mid-1960s, before the cause—self-use of isoprenaline nebulizers—was discovered. Removing the offending product from the market halted the unfortunate trend.

**Community Assessment**

What are the health problems? This question can be answered in many ways. For example, what proportion of school children have become regular cigarette smokers by various stages of their progress through school? Or what proportion of people always or never use seat belts when driving or riding in cars? Answers to such questions

**TABLE 2-1. USES OF EPIDEMIOLOGY**

| Historical study: is community health getting better or worse? |
| Community assessment: what actual and potential health problems are there? |
| Working of health services |
| Efficacy |
| Effectiveness |
| Efficiency |
| Individual risk and chances |
| Actuarial risks |
| Health hazard appraisal |
| Completing the clinical picture: different presentations of a disease |
| Identification of syndromes: “lumping and splitting” |
| Search for causes: case-control and cohort studies |
| Evaluation of presenting symptoms and signs |
| Clinical decision analysis |
have prognostic and also diagnostic value. Community assessment makes it possible to predict the impact of future health problems by known effects of many risk factors.

**The Search for Causes**
This is the most obvious use for epidemiology. Most hypothesis-testing studies (discussed later) have the primary aim of identifying causal factors, or at least of risk factors for disease. This chapter cites many examples of such studies.

**Working of Health Services**
Are all needed services available, accessible, and used appropriately? Are children receiving necessary immunizations? Can pregnant women begin prenatal care before the end of the first trimester of pregnancy? Do known contacts of persons with sexually transmitted diseases receive follow-up and treatment? Information on these and many other questions is often gathered routinely or by special survey. Health service administrators should not only always think of these simple routine questions, but should be alert to less obvious potential gaps in coverage. For example, the census will state the numbers of elderly persons who live alone. Is all or only a small portion of these known to the public health nurses and others who provide home surveillance and care?

**Individual Chances**
What is the risk that a person will die before the next birthday? Actuaries who evaluate the risks for persons seeking life insurance have calculated answers based on probabilities derived from experience. This has become a prominent activity of epidemiologists who work on risk assessment and has led to many new insights, for example, about occupational and environmental risks and the hazards associated with immunizations.

**Identification of Syndromes**
Epidemiologists are called “lumpers and splitters” because epidemiological investigations sometimes make it possible to group together several differing manifestations of a condition or to separate seemingly identical diseases into more than one category. The latter are more common than the former; examples include the differentiation of hepatitis A from hepatitis B and the distinction between several varieties of childhood leukemia. Examples of “lumping” include the identification of many manifestations of tuberculosis. At one time, each group of symptoms and signs had a different name, such as phthisis, consumption, or pleurisy. Addiction to tobacco is the underlying cause of a variety of outcomes. Among them are respiratory cancers, chronic obstructive pulmonary disease, and a portion of the risk of coronary heart disease. All these conditions could result from “tobaccoism.”

**Completing the Clinical Picture**
One of Morris’ original illustrations of this use for epidemiology was the demonstration that myocardial infarction occurs commonly in women as well as in men. An important difference is that this condition occurs in women at older ages and presents more often as “ruptured ventricle”; this causes sudden death. Last used the technique of “completing the clinical picture” to construct a model of what might occur in the average general practice population. In the course of a year, facts known and seen by the physician may be amplified by epidemiological study even though they might be unidentified, undiagnosed, or in a single practitioner’s experience and only the submerged part of the iceberg of disease.

**Other Uses**
Clinical epidemiologists have defined other uses for epidemiology that do not fit any of Morris’ original seven uses. One important use is the evaluation of presenting symptoms and signs of disease. Analyzing the data in hospital charts and relating symptoms and complaints to final diagnoses makes it possible for an epidemiologist to study clinical outcomes, including assessing the adverse effects of therapy. A related use is clinical decision analysis. This technique is a rigorous quantitative method used to decide the best method of managing patients with particular diseases. This procedure involves the use of decision trees. Decision trees are algorithms in which the probability of an outcome for each different decision is predicted based on clinical experience.

**Epidemiological Method**
Epidemiologists use a wide range of scientific information, including clinical findings, laboratory data, and field observations. In the end, it is the reasoning of the epidemiologist that ties these facts together. This reasoning is the logic behind disease control and prevention measures.

Epidemiological reasoning is fundamental and straightforward. First, we define events or clinical cases using careful, specific, and objective observations. Next, we count these events or cases and orient them to time, place, and person. Then we determine the population at risk and calculate rates of occurrences for the events or clinical cases. This requires the use of nothing more complicated than long division. We put the events or cases in the numerator according to their relevant characteristics. The next step involves using a denominator of the portion of the population at risk and characterizing this group in the same way as those in the numerator are characterized. At this point, we calculate rates of occurrence in the group of cases. These rates are then compared with the rates of occurrence in other population groups. Finally, using this information, we draw inferences about the events that define the health problem and the agent or agents that cause it. These rates also provide information about the host and the environmental factors that influence the risk of occurrence and the transmission of the health problem. Using this information and collaborating with other health professionals, we propose control measures and then continue the observations required to assess the control program.

In identifying a health problem or case, many kinds of clinical examination may be employed. The patient’s history may reveal information about exposure to risk, incubation period, susceptibility, occupation, residence, course of disease, or other factors. Physical examination can classify individuals not only about whether they have the condition under study, but as to type, stage, and duration of disease. Laboratory tests are valuable for a similar purpose. In addition, they are essential in revealing clinically inapparent cases, and they often shed light on the pathogenesis of the condition. Field observations are the sine qua non of the epidemiological method.

Viral hepatitis is an example of the ways that clinical, laboratory, and field studies can interlock. Epidemic jaundice, mentioned by Hippocrates, has occurred in wars from ancient times to the present. Medical investigators used needle biopsies, a technique developed in the 1940s, to show generalized parenchymal inflammation accompanied the acute disease. Epidemiological studies soon distinguished hepatitis A (“infectious hepatitis”) from hepatitis B (“syringe jaundice”). Both were shown to be due to filterable agents, presumably viruses. However, hepatitis A had the epidemiological features of a fecal-oral transmission. Hepatitis B, on the other hand, was clearly blood borne and transmitted by inadequately sterilized hypodermic needles or other medical equipment. No cross-immunity protected people with one form of hepatitis from the other. Subsequent studies showed further differences. Hepatitis A had a shorter incubation period, was more contagious, and had a briefer period of abnormal serum transaminase activity than did hepatitis B. Later epidemiological studies revealed the pattern of sexual transmission of hepatitis B among male homosexuals. In 1965, Blumberg and colleagues found Australia antigen in the serum of patients who had multiple transfusions and, in 1967, this was unequivocally associated with hepatitis B. Subsequently, Blumberg received the Nobel Prize for his work. In 1970, Dane and coworkers identified and described the virus, and in 1971, Almeida and colleagues found that the surface particles, hepatitis B surface antigen (HBsAg), represented Australia antigen. HBsAg was extremely valuable in screening carriers for.
hepatitis B and in developing a vaccine. Vaccines developed independently in the late 1970s in France and in the United States have been rigorously tested in laboratory and field trials. Both are of proven efficacy and safety in preventing hepatitis B in susceptible individuals. Among their users are health professionals, patients in renal dialysis units, infants born to mothers carrying hepatitis B, and men who have sex with men (MSM). The virus of hepatitis A was identified in 1973 and successfully grown in tissue culture in 1979. This led to preparation of hepatitis A viral antigen, paving the way for serological tests for hepatitis A antibody. Detection of this antibody, found in some 70% of adult urban Americans, suggested a high prevalence of subclinical cases. Vaccine preparation was made possible by such advances. As hygiene and sanitation improve, infants and children are spared. The result is that more serious cases occur among adults in contrast to the previous pattern of subclinical and mild cases among children. Vaccination against the disease is therefore more desirable than ever.

Epidemiological features of hepatitis B among MSM have been a useful model to follow in the investigation of AIDS. Both conditions have the same pattern of distribution in this subset of the population. Case-control studies have shown that many persons who contract AIDS, like hepatitis B, are MSM who engage in anal intercourse and have many partners.\(^7\)

The tools employed in this illustration of the epidemiological method are clinical, immunological, microbiological, pathological, demographic, sociological, and statistical. None of these approaches is uniquely epidemiological; it is their employment in particular ways with particular objectives that is the epidemiological method.

In epidemiology, unlike in clinical medicine, the concern is not with individual cases but with all the cases in a defined population. For example, in 1928, in the following decade, Science documented that smokers had a shorter life expectancy than did nonsmokers.\(^8\)

The epidemicologic sequence illustrates the stages in this epidemiologic sequence.

1. **Observing.** Scientific observations on smoking and cancer appeared in the *Journal of the American Medical Association*\(^9\) in 1920 and in the *New England Journal of Medicine*\(^6\) in 1928. In the following decade, *Science* documented that smokers had a shorter life expectancy than did nonsmokers.\(^7\)

2. **Counting Cases or Events.** Vital statistics trends showed an increase in deaths caused by lung cancer in the United States beginning in the 1930s.

3. **Relating Cases or Events to the Population at Risk.** Increased death rates from lung cancer reported in national vital statistics attracted the attention of health department officials. Registrars of vital statistics in countries where smoking was an established lifestyle characteristic reported a similar trend.

4. **Making Comparisons.** Studies of British physicians reported by Doll and Hill\(^10\) and of contacts of American Cancer Society volunteers reported by Hammond and Horn\(^11\) in the 1950s provided definitive comparisons between smoking and lung cancer. (In addition to identifying this threat to the health of the public, the studies of Doll and Hill established the contemporary criteria for epidemiological associations.\(^12\))

5. **Developing the Hypothesis.** Since cigarette smoke contains more than 2,500 chemical components, some of which are carcinogenic in animals,\(^13\) only a small logical step was required to go from inference to hypothesis.

6. **Testing the Hypothesis.** The hypothesis that smoking caused lung cancer lent itself to testing by means of a case-control study. A small case-control study done in Germany during 1938–1939 was overlooked in the turmoil of World War II. Epidemiological studies designed to test the hypothesis were conducted in postwar Britain by Doll and Hill and in the United States by Hammond and Horn.\(^9\) Both studies showed consistent relationships between the present occurrence of lung cancer and a history of cigarette smoking, with a dose-response relationship. Subsequent case-control studies produced similar results. Reports of cohort studies soon followed. Both kinds of investigations confirmed the association and demonstrated other adverse effects.\(^22\)

7. **Making Scientific Inferences.** Several observations led to valid scientific inferences about the association of tobacco smoking and lung cancer. Among them were (a) clinical observations, (b) national trends in mortality from several countries associated with the increased prevalence of cigarette smoking, (c) epidemiological comparisons made in large groups representing different segments of national populations in more than one country, and (d) the biological effects of tobacco smoke. All of these observations led to the inference that smoking increased the risk of dying from this disease.

8. **Conducting Experimental Studies.** Laboratory animal studies with beagles showed that exposure to tobacco smoke produces the precancerous lesions followed by squamous cell carcinoma in both animals and humans.

9. **Intervening and Evaluating.** Action by public health and voluntary health agencies reduced cigarette smoking rates. A decline in mortality trends in smoking-related causes in the United States and other countries followed this reduction. One of the most important steps in this process was the issuance in 1964 of the first Surgeon General’s *Report on Smoking and Health*. These reports continue, and in 2006 an important report on the harms of secondhand smoke was issued.

---

**FOUNDATIONS OF EPIDEMIOLOGICAL PRACTICE**

Putting the epidemiological method into practice requires skill in a unique set of tasks.

**Surveillance**

Surveillance as an element of epidemiological practice is “the ongoing systematic collection, analysis, and interpretation of health data essential to the planning, implementation, and evaluation of public health practice, closely integrated with the timely dissemination of these data to those who need to know. The final link in the surveillance chain is the application of these data to prevention and control.” This definition is part of the plan for the national coordination of disease surveillance of the Centers for Disease Control and Prevention (CDC).\(^23\) It is based in part on the one proposed by Langmuir in 1963.\(^24\)

The surveillance of public health problems is the first important task for the practicing epidemiologist, because it is the means for detecting problems for the life of the surveillance system. Public health surveillance uses established data collection procedures and sets. This approach uses a minimum of data items and is intended to detect changes in the occurrence of health events in time to control and prevent health problems. Health problems can therefore be detected and confirmed quickly and intervention initiated. Surveillance focuses on descriptive information that is analyzed according to time trends and the rates of occurrence estimated. These findings are fed back to the health personnel who originated the data. Health policy makers who need this information also receive reports of these findings.

**Investigation**

Surveillance information can trigger epidemiological investigations by public health surveillance reports. Epidemiological investigations
can begin because of any of a number of other initiating events, such as news articles, phone calls, or other health departments or colleagues with similar responsibilities.

The investigation of an epidemiological problem, whether it is an epidemic of acute infection or a long-term condition such as cancer, begins with careful observation and a detailed description. The basic steps of an epidemiological investigation are discussed below.

Analysis
The analysis of epidemiological data goes through a series of orderly steps, beginning with a careful and detailed description of cases or events. The description ought to include direct observations of persons influenced by the health event. In addition, the environment in which they live and work, the risk factors related to the event, and information about the agents that might have caused the health problem require careful description. The observations need to be quantified. The analysis progresses to comparison groups. The epidemiologist then compares occurrence rates among groups according to specific characteristics of the groups, that is, looking for a dose-response relationship, and may ultimately reach the point of complex and sophisticated quantitative analysis.

Evaluation
Evaluation addresses well-defined problems, such as the effectiveness of a drug or vaccine. It involves the assessment of a problem-solving action. Consequently, the first essential step is a detailed description of the problem and the action intended to solve it. Evaluation includes the assessment of the effectiveness of specific agents. In addition, evaluation can assess contraceptive effectiveness, smallpox eradication, or the effectiveness of screening for cervical cancer.

Other Essential Tasks
Communication, information systems, management, including team building and human relations, and consultation are essential but not unique to the practice of epidemiology.

Communication
Communicating epidemiological information clearly and persuasively is essential to effective practice. Just as a clinician must persuade a patient to take pills or undergo surgery, an epidemiologist must persuade professional colleagues, public officials, and the public that epidemiological findings warrant action to control and prevent a health problem.

Information Systems
Please see the chapter on public health informatics in this section.

Management and Teamwork
Epidemiologists also need to develop management skills because they rarely work alone. Even in the investigation of a small outbreak, the assistance of a public health nurse may be essential. Subsequent analytic work often requires collaboration with statistical personnel, computer staff, or secretarial professionals. In these circumstances, epidemiologists need to understand the basic concepts of management, beginning with planning and including organizing, team building, directing, and evaluating management.

Human relations are a key part of every management process. Epidemiologists cannot ignore these relationships. Practice and observation are the best ways to learn these skills. Many health professionals deal with human relations in a clinical, patient-to-professional situation. Epidemiological practice requires working in teams, although essential team members may not be professionals. Nonetheless, their skills are indispensable to conducting epidemiological work, and they deserve respect.

Consultation
Consultation with colleagues in epidemiology, other fields of public health, clinical medicine, or public groups is part of the professional practice. Consultation requires a special kind of communication skill; it is difficult to offer scientifically sound advice in a persuasive yet dispassionate manner.

Presentation Skills
The ability to present epidemiological information to professional and public groups is as much a part of epidemiology as doing a case count or computing a relative risk. This skill differs from that of consultation because a presentation is most often a single event in which an epidemiologist discusses the investigation, often presenting complex information orally and visually to a large group. Consultation, on the other hand, is a process that requires information gathering, often involves interviewing, and may conclude with a presentation. Distinguishing between these two is important because of the emphasis of skill in presentation. Without this skill, important epidemiological work may have little health or scientific impact.

Relationship to Other Public Health Professions
The unique discipline of epidemiology interacts with a host of other professions.

Statistics
Statistics is closely allied to epidemiology. Epidemiologists need to know enough statistics to calculate rates and to decide how likely it is that differences in comparison groups could be due to chance. Statisticians support epidemiological studies in many ways, for example, helping determine sample size, choosing samples, ensuring data quality, selecting the correct approach to complex analysis, and interpreting findings.

Laboratory Science
Laboratory science is often the key to correctly identifying a disease agent and an environmental exposure. Microbiologists, immunologists, toxicologists, biochemists, and behavioral and survey research scientists all contribute to epidemiological investigations. Laboratory determinations help characterize host susceptibility and assess carrier and preclinical disease states. Perhaps most important, the laboratory provides the greatest predictive capability possible in arriving at a case definition.

Health Policy
Epidemiologists optimize their contribution to public health when they address influence health policy. Policy decisions often seem remote from the practice of epidemiology because epidemiologists may equate policy with politics. However, epidemiologists influence policy to some degree almost every time they issue a report.

Health Service and Program Management
Epidemiology often provides health service programs and provides the information that sets the standards of care. Epidemiological evaluation of effectiveness may determine the product used in nationwide programs and the schedule for administering preventive agents, such as vaccines, or conducting screening examinations, such as cervical cancer screening with cytology.

SURVEILLANCE
Definition
Because it often marks the beginning of the epidemiological sequence, the definition of surveillance warrants reinforcement. “Surveillance is the ongoing systematic collection, analysis, and interpretation of
health data essential to the planning, implementation, and evaluation of public health practice, closely integrated with the timely dissemination of these data to those who need to know.” Implicit in this definition is a link between surveillance and prevention and control efforts. This link leads to the formation of a cycle. This cycle brings together the evaluation of prevention and control and the detection of subsequent epidemics through the continued collection, analysis, and interpretation of data into a system of public health surveillance.

While the concept of surveillance in epidemiology goes back centuries—at least to Graunt and Farr—the practice of surveillance continues to evolve. Its most important modern milestone was the clear and precise definition given to this practice by Langmuir in 1963. He stated that surveillance was “the continued watchfulness over the distribution and trends of occurrence through the systematic collection, consolidation, and evaluation of morbidity and mortality reports and other relevant data,” and the reporting of this information to all of those who needed to know, implicitly including health officials, clinical physicians, and the public.

One instance in which surveillance influenced public health and helped control an epidemic is AIDS, as it was discovered in Los Angeles County. A more detailed account at the end of this section describes how a health department epidemiologist detected the first cluster of cases reported from that area.

Surveillance is not the same as epidemiological research. The CDC definition explicitly points out the need for timeliness and for dissemination, while it clearly links surveillance to public health action. While surveillance may identify problems in need of research, it is a problem-finding process with an immediate relationship to public health action, rather than a problem-solving process.

Surveillance systems provide information for urgent as well as routine action. In that sense they also differ from health information systems. Health information systems include the registration of births and deaths, the routine abstraction of hospital records, and general health surveys. Most often these systems differ from surveillance systems. Health information systems may report findings episodically rather than at regular intervals. In addition, reports of this information may describe events not related to specific deadlines, or they may not relate to the prevention or control of a specific health problem. Nonetheless, data from health information systems are important components of the practice of surveillance depending on how the information is used. Birth weight recorded on a birth certificate, for example, is important because it is essential information in doing surveillance for the birth of premature infants.

**Purpose**

In the practice of epidemiology and public health, surveillance has the following three generic purposes: (a) surveillance may identify public health problems, (b) surveillance may stimulate public health intervention, and (c) surveillance may suggest hypotheses for epidemiological research. More specifically, surveillance data can serve a host of important public health functions. Among them is the detection of epidemics, including significant individual cases, such as botulism, in which a single event triggers public health action. In addition, surveillance data can pick up changes in long-term trends. The use of laboratory data for surveillance can detect changes in disease agents. Intervention programs often use surveillance data to plan and set program priorities and to evaluate the effects of public health programs. Information from surveillance systems helps to project the occurrence of health problems in the future, as has been reported concerning the HIV/AIDS epidemic.

Characteristics of a Surveillance System

An effective system of public health surveillance has seven essential attributes:

1. **Simplicity**
2. **Acceptability**
3. **Sensitivity**
4. **Timeliness**
5. **High predictive value positive (PVP)**
6. **Flexibility**
7. **Representativeness**

What do these terms mean when put in the day-to-day practice of epidemiology? **Simplicity** is the characteristic of being clear and easily understood, rather than complex and difficult to understand. Uncomplicated data are easier to maintain, aggregate, interpret, and distribute promptly. **Acceptability** refers to the attribute of being straightforward and free from unintended emotional content. This is a special problem for health problems such as surveillance of abortion or sexually transmitted infections. **Sensitivity** is essential because most public health surveillance systems rely on the cooperation of individuals and organizations to provide objective, unbiased data. **Sensitivity** is a term most often used in connection with screening tests, such as Pap smears. **Sensitivity** measures the likelihood that True positives will be identified.

**TABLE 2-2. THE SURVEILLANCE CYCLE**

<table>
<thead>
<tr>
<th>Collection of data</th>
<th>Pertinent</th>
</tr>
</thead>
<tbody>
<tr>
<td>Standardized</td>
<td></td>
</tr>
<tr>
<td>Regular</td>
<td></td>
</tr>
<tr>
<td>Frequent</td>
<td></td>
</tr>
<tr>
<td>Timely</td>
<td></td>
</tr>
<tr>
<td>Consolidation and interpretation</td>
<td>Orderly</td>
</tr>
<tr>
<td>Descriptive</td>
<td></td>
</tr>
<tr>
<td>Evaluative</td>
<td></td>
</tr>
<tr>
<td>Timely</td>
<td></td>
</tr>
<tr>
<td>Dissemination</td>
<td>Prompt</td>
</tr>
<tr>
<td>All who need to know</td>
<td>Data providers</td>
</tr>
<tr>
<td>Action takers</td>
<td></td>
</tr>
<tr>
<td>Action to control and prevent</td>
<td></td>
</tr>
</tbody>
</table>

**Surveillance Cycle**

Public health surveillance embodies a systematic cycle of public health actions. The cycle includes (a) collection of pertinent data in a regular, frequent, and timely manner; (b) its orderly consolidation, evaluation, and descriptive interpretation; and (c) prompt distribution of the findings (Table 2-2). Dissemination must focus on the distribution of information. Two groups must receive these data. Of first importance are those who provided the data. They will need to confirm or correct the data. Next are those who take action on the data. The cycle is ongoing. Updating and correcting the data is essential because new information may require a change in the response of the public health system. Under rare circumstances, surveillance may be ended, as was done when smallpox was eradicated, because the public health problem under surveillance is resolved.

The surveillance cycle is applicable to a wide range of public health problems, depending on the purpose and objective of the system. Initially, surveillance focused on the detection of epidemics and the characterization of seasonal fluctuations in infections. Now, the surveillance cycle is also used for injury control, a select group of cancers, certain cardiovascular diseases, and high-risk and unintended pregnancies, to cite a few illustrations.
a diagnosis of a health problem is correct. This is important in the practice of surveillance because public health surveillance serves as a way to screen for health problems in a community. Just as screening tests must be highly sensitive if they are to detect abnormalities, a public health surveillance system must be highly sensitive. A sensitive system can detect and characterize epidemics, as well as seasonal and long-term trends. A surveillance system must also have a high PVP. PVP is another term associated with screening. PVP, when used for a surveillance system, means that those persons reported to have the condition under surveillance have a very high probability of actually having that condition. A system with a low PVP wastes valuable public resources by collecting inadequate data and by requiring unproductive effort on incorrectly identified epidemics. Timeliness refers to the fact that data are reported promptly after they are gathered. Surveillance data are important and cannot remain at the point of collection without being sent to the place where data are being edited and analyzed. This is a key characteristic of a surveillance system for two reasons. First, reports based on information obtained need distribution with a very short lag time. Prompt action is necessary to halt additional morbidity or mortality quickly. Second, data collection and processing must be regular and prompt. Punctual editing and revision improve the quality and consistency of the data that are essential to decision-making information. Flexibility refers to the need for a surveillance system to be versatile and adaptable. This characteristic is important because such systems are often called upon to adapt to new health problems. For example, when penicillinase-producing Neisseria gonorrhoeae infections were first detected and the first clusters of AIDS cases discovered, surveillance documented the spread and transmission of these new epidemics. Finally, surveillance systems must accurately represent the health status of the community, that is, the system needs to be representative. Data collected by the system need to correctly portray the occurrence of health events over time. They must characterize geographic distribution and characterize the problem in the population.

Data Sources

Vital Statistics

Information about births and deaths, that is, vital events, has been collected, classified, and published at least since the middle of the seventeenth century in several European countries. Now the International Statistical Classification of Diseases and Related Health Problems provides the standard nomenclature that categorizes causes of death, disease, and injury.

Mortality. Death is, for the epidemiologist, the least equivocal measure of ill health. A death certificate is a public document of legal, medical, and health importance. It provides information about time, date, and place of death; place of residence; sex, race, birth date, birthplace; marital status and usual occupation; and also cause of death for each individual. It is the basic document for determining the number of deaths, calculating death rates, and estimating the probability of mortality and life expectancy by each variable included on the death certificate.

In developed countries, the occurrence of mortality in a population is almost completely reported, but specific items on the death certificate may not be accurate. Sex and age are recorded with close to 100% accuracy, but race, marital status, and occupation are not. The greatest problems arise in certifying the cause of death. While most people who die of an injury or of cancer have their cause of death correctly certified, persons who die of other causes may not. Cause-of-death certification may change according to current medical interests, perceptions, and philosophies. Moreover, autopsy information received after the death certificate is completed may not appear on the official certificate. The result is that secular and international comparisons are difficult. Some conditions may be difficult to study unless the cause of death is confirmed by interviewing individuals who know the decedent. Other conditions require a review of medical records, or verification of death certificate information through comparison with autopsy reports.

Fertility. Information from birth certificates is increasingly important as epidemiologists turn more to the reproductive health problems. These documents characterize births by sex of the infant, place of residence, place of occurrence, birth date, birth weight, length of gestation, and other characteristics of both parents. Birth data are essential to estimating pregnancy rates and perinatal, neonatal, and infant mortality. They are also often the most appropriate denominators in estimating the occurrence of events, such as rates of birth defects.

Birth registration is more complete than death registration. Nonetheless, some items are not as well reported as others. Information that is not reported fully deserves special care when used for epidemiological study. Among these items are race, ethnicity, marital status, and length of gestation.

Other Certified Events. Marriage and divorce are legally certifiable events that are often related to health. They describe changing characteristics of human populations and human relationships.

Vital Record Linkage. Vital record linkage provides a broad base of information important to the practice of public health. By linking birth and infant or maternal death certificates, for example, describing trends in detail is possible. Record linkage enables trends to be examined over long periods and broad geographic areas.

In the past, health data for individuals in one set could not be related to individuals in a population in another data set. For example, hospital discharge statistics cannot be linked to death certificates. Thus, information for patients receiving a new treatment might be lost unless hospital discharge data were linked to death certificates. In working with birth certificates, relating information in birth certificates to information on infant death certificates is often impossible. This can be true of infants even when birth and death both occur on the same day, let alone when it occurs many months later. A method is needed to assemble and connect, or link, data in different sets. If, for example, data in medical charts were connected with data in birth and death certificates, epidemiological studies of birth factors associated with premature mortality might be possible. This procedure must ensure that the same individual is counted only once. The term record linkage describes this method and procedure.

The result is among the most powerful tools available for epidemiological studies. There are three prerequisites. They are: (a) a unique identification of individuals even if they change their names, (b) a method of abstracting and storing relevant health and vital information, and (c) a technique for matching information from different sites and settings over long periods. The final step is output of statistical tables. Record linkage systems with these qualities have been operational for many years in the Oxford region of England, in Scotland, in Sweden, and in Canada.

A record linkage system makes it possible to relate significant health events that are remote from one another in time and place. For example, a patient who received a particular antibiotic drug may be treated elsewhere at some future time for a blood dyscrasia caused by the antibiotic. In a different situation, a worker employed for a short time in the nuclear energy industry may die of cancer. The death may occur many years and several occupations later. As an isolated sequence, this would have no significance. However, if appropriate analytic techniques are used to analyze data in comprehensive linked record system, many such sequences can be identified. Record linkage makes it possible to discover significant associations between events and their underlying cause. An important advantage of epidemiological studies that use record linkage is the very large numbers of observations available.

Record linkage studies have successfully identified previously unknown or doubtful occupational cancers, and can assess other occupational risks, for example, exposure to formaldehyde. They have made it possible to calculate the risks associated with exposure to ionizing radiation, both in medical and in occupational settings.
The epidemiological method is a form of historical cohort study (see below). The investigation usually begins by using personal identifiers to identify those individuals in a population exposed to the risk that is under examination. Past medical records or records from places people have worked can determine the kind and level of exposure. The computer file mortality database is searched to find the causes of death of these individuals whose cause-specific death rates can then be calculated. Computer files for death certificates can verify the identity of individuals in the study. This and certain other aspects of the method require access to personal information that is normally strictly confidential. Access to this information is limited to staff who have signed an oath to preserve the confidentiality of the documents.

In Canada, the national mortality database is the central element in many successful record linkage studies. Details of all deaths in Canada since 1950—personal identifying information and cause of death—have been coded and stored electronically. All the death certificates are preserved.

Canada has made effective use of record linkage, in part, by using simple, standard, readily available documents for the origin of the data. If all items of information are available from two sources, for example, a past medical record or employment history and a death certificate, the two can be matched precisely. This gives an extremely high probability that they relate to the same individual. Similar procedures to set up a national mortality database began in the United States in 1979. The system in the United States, the National Death Index (NDI), uses magnetic tapes of death records sent to the National Center for Health Statistics (NCHS) by the individual states. These tapes contain standard identifying information. Among the items are the decedent’s first and last names and middle initials, father’s last name (especially for females), social security number, birth date, sex, state of birth and of residence, marital status, race, and age at death. Names can be matched with other records to be linked with NDI records either by exact spelling or Soundex Codes. Soundex is a system based upon phonetic spelling that is effective in other record linkage systems.

Health Reports
Estimates of morbidity, particularly those for infectious disease reporting, are based on a national system of notifiable diseases that has operated in the United States since 1920. Reports from physicians sent through health departments to CDC make up most of the entries in this database, but information provided by clinics, health systems, hospitals, and laboratories is also important. This approach to surveillance has proved effective in characterizing seasonal trends, showing temporal relationships to explain trends, and detecting epidemics, although notification of this kind is incomplete. The current program of measles elimination proves this point in its use of surveillance to detect and control outbreaks. Thacker and Berkelman3 cite a series of national surveillance systems that include some of those mentioned above and also others that are based on information from medical examiners, emergency rooms, and public clinics.

Hospital Records
More than 100 years have passed since Florence Nightingale30 effectively used hospital statistics to point out the serious problems faced by patients in hospitals. Subsequently, hospital records have proved essential to the acquisition of clinical data, demographic information, sociological data, information about the quality of medical care, economic data, and administrative information such as the site of care and type of service. Few data sources offer such a rich spectrum of information.

Nonetheless, hospitals and other clinical records have unique problems. Items of key importance to studies of past events may not have been collected consistently or at the same level of accuracy, and there may be problems in legibility and interpretation. In some institutions, retrieving the entire record for a given individual may not be possible; there are legal and ethical restrictions in many jurisdictions.

Summary information about hospital discharges can be analyzed from survey data. The National Hospital Discharge Survey (NHDS) has been published in the United States every year since 1965. These data have been used for many purposes, including epidemiological study.34-35 NHDS is based on a stratified probability sample of discharges. Since not all strata are represented in the same way, interpretation of NHDS reports requires a detailed understanding of sampling procedures. Other hospital discharge abstraction systems also exist. Data from programs managed by the U.S. Center for Medicare and Medicaid Services (CMS) are based in part on financial information taken from hospital bills. Because each state in the United States has an individual plan for each of these programs, data from CMS programs must be interpreted based on a detailed understanding of the database.

Disease Registries
There are two kinds of registries: (a) population-based and (b) others. Population-based registries provide the data most useful for epidemiological purposes. This kind of registry has information about all cases of specific disease in a geographically defined area that relates to a specific population. Data of this kind can be used to calculate rates of occurrence and are also useful for estimating survival rates and rates of disease progression and of mortality from a specific cause. The Surveillance, Epidemiology, and End Results (SEER) centers supported by the U.S. National Cancer Institute illustrate this kind of population-based registry for cancer.

Disease-case registries are most often kept at a hospital, health system, or treatment facility. They provide detailed documentation of patients with specific conditions cared for in that facility, but they are not usually population-based for two reasons. First, rarely does a single facility discover all of the cases that occur in a specific area. In addition, a population residing in the catchment area for a health-care facility is even more rarely counted or characterized in detail.

Health Surveys
Health surveys provide extremely valuable information. In the United States, CDC’s NCHS has conducted nationwide household interview surveys since 1957. These interviews are taken from a probability sample of the civilian population of the United States who are not residing in institutions. They are carried out on a recurring basis and gather a core of information on disability, the characteristics of health problems, and the kinds of care the respondent has undergone. In addition, detailed questions are added to each survey to explore health problems related to a specific system of the body or group of diseases in greater depth. Two of the most important are the National Health Interview Survey, which is a health interview, and the National Health and Nutrition Examination Survey. These surveys are in the field continuously and findings available through CDC’s NCHS.

Also, recognizing the importance of information about health-care services and utilization to population health, NCHS now conducts the National Ambulatory Medical Care Survey (NAMCS), the NHDS, and the National Nursing Home Survey. Information about health-care facilities, including family planning clinics, and surveys of the health-care workforce are now part of the spectrum of NCHS surveys.36,37

The need for information about risk factors related to chronic diseases led the CDC to initiate the Behavioral Risk Factor Surveillance System (BRFSS).31 This system uses telephone interviews to collect information about chronic disease risk factors such as obesity, treatment for blood pressure, alcohol use, and exercise. The monthly collection of information about these risk factors permits the characterization of seasonal variations and long-term trends. Perhaps most important, this system gives health professionals and the public current information about these risk factors.

The National Survey of Family Growth (NSFG) conducted by NCHS assesses the use of family planning services, contraceptive practice, and surgical sterilization.32 It also gathers information about the determinants of family size and composition. Information from this survey has proved useful in epidemiological studies of human reproduction and the safety of widely used methods of fertility control.
**Data Collection**

Public health surveillance relies on three approaches to data collection.

1. The first is used in urgent situations, such as an active and ongoing epidemic. Under these circumstances, health agencies initiate surveillance by contacting those data sources most likely to have current information. Called by some “active” surveillance, this approach ensures that reporting will be timely and characterized by simplicity, acceptability, and sensitivity. This approach has the possibility of sacrificing representativeness by weighting responses toward a preselected group of reporting sources. It may also limit the predictive value if reporters need to identify cases before the diagnostic workup is complete, thereby leading to the reporting of cases that do not fulfill the definition.

2. Provider-based data collection is the approach most frequently used by the national notifiable disease surveillance system. Referred to by some as “passive” surveillance, this approach is simple, acceptable, and flexible. It is rarely as sensitive as health agency-based surveillance, and it may not be timely or representative. Nonetheless, its value in describing seasonal and long-range trends and promoting the detection of epidemics has withstood the test of time for public health professionals.

3. Finally, the sentinel approach has its roots in the surveillance of occupational health problems and is now being applied more widely. The use of birds to detect lethal levels of odorless gases, such as carbon monoxide in mines, may have been the earliest form of sentinel surveillance. Concern about epidemic infections has led to the use of sentinel animal flocks to detect arthropod-borne viruses that cause encephalitis and herald the occurrence of epidemics of this infection in humans. Rutstein and his colleagues have proposed that this concept be extended to a broader range of occupational health problems and to the health-care system more generally.41

Computers and electronic communications permit surveillance information to be transmitted widely, in great detail, and on a timely basis. For decades, notifiable disease reporting relied on information reported on postcards. These cards gave the aggregate numbers of cases that do not fulfill the definition.

**Data Quality**

The reporting of public health surveillance data needs to consider four approaches. The first is descriptive. A typical report contains case counts of the diseases that are nationally notifiable. Aggregated case reports are often present and entered into tables for geographic jurisdictions. Next, graphs of surveillance data permit a visual analysis. A histogram that shows the distribution of cases of a given disease in a specific area over a stated period is often called an “epidemic curve.” Line graphs can display cases over time to help characterize temporal relationships in disease occurrence. Graphs that display historical data can signal changes in disease trends. Maps often provide an effective graphic of the geographic distribution of a disease. Spot maps illustrate the distribution of individual or small groups of cases. The use of shading differentiates the relative intensity with which a disease or other public health problem occurs over a wide area. Sequences of maps illustrate changing disease distributions over time.

1. Data input must be of high quality. In a one-dimensional check of data input, all variables should be within an appropriate range. A surveillance system concerned with childhood lead poisoning, for example, ought not to include a person 50 years old. A two-dimensional check of input would ensure that pairs of variables were reasonable. For example, a surveillance system for the nutritional status of pregnant women should not include a 17-year-old woman with 10 children. Moreover, data should be logically consistent so that a child with measles reported to have begun on November 1, 1998, ought not to have had a birth data in 2005.

2. Management of data records is essential to ensuring data quality. Records will need to be uniquely identified and carefully tracked so that they can be retrieved and verified. The status of record completion will need to be documented, particularly in household and telephone interview surveys. Confidentiality is a point of tension in records management. Striking the balance between ensuring the privacy of an individual and permitting a public agency to meet an urgent public need will always be difficult to resolve. The current AIDS epidemic demonstrated this problem repeatedly. Many conflicts may be resolved by using identification numbers instead of names. However, some events will be so rare that individuals might be identified simply by knowing the disease they have, their age, sex, and county of residence, especially if the county is not a populous one.

3. Data output must be of excellent quality. One-dimensional, two-dimensional, and logic checks are as important in handling data output as they are in checking data entry. Computer programs that produce the output should create totals for columns and rows added up for each table rather than being brought forward from an earlier computation. Imputation procedures deserve critical examination so that they are relevant to the way the output will be interpreted and used. In short, epidemiologists need to examine every piece of relevant data and to ask “Will this make sense to the people who need this information?”

4. Data archives are the final dimension of data quality. Keeping an archive of public health information requires more than the final output. It also requires enough of the intermediate computations that questions can be answered quickly and intelligently. These inquiries may come from other researchers, the media, or the public. In keeping an archive of epidemiological data, two questions need to be addressed. First, how will the issues of public accountability and individual confidentiality be addressed? Second, if an important question comes up, can the answer be retrieved in 3 seconds? An hour? Two days? Not at all? Ultimately, data collected by public agencies are in the public domain. Nevertheless, an epidemiologist must consider the measures appropriate for a public agency to use in preserving individual privacy and making data accessible to others. Among those likely to need public data are researchers, journalists, and individual citizens.

**Data Reporting**

The reporting of public health surveillance data needs to consider four approaches. The first is descriptive. A typical report contains case counts of the diseases that are nationally notifiable. Aggregated case reports are often present and entered into tables for geographic jurisdictions. Next, graphs of surveillance data permit a visual analysis. A histogram that shows the distribution of cases of a given disease in a specific area over a stated period is often called an “epidemic curve.” Line graphs can display cases over time to help characterize temporal relationships in disease occurrence. Graphs that display historical data can signal changes in disease trends. Maps often provide an effective graphic of the geographic distribution of a disease. Spot maps illustrate the distribution of individual or small groups of cases. The use of shading differentiates the relative intensity with which a disease or other public health problem occurs over a wide area. Sequences of maps illustrate changing disease distributions over time.
time. Three-dimensional maps may also show differing intensities of health problems over an area. Computer mapping using data that describe cases by county of occurrence and residence helps determine whether epidemics are being transmitted across jurisdictional boundaries.

Finally, quantitative analysis of surveillance data may help detect important changes in the trends of health events. Using a moving average in analyzing national trends in fertility is a regular part of the monthly Vital Statistics Report published by NCHS. Epidemics can be detected using time series analysis. Analyzing trends in excess mortality graphically, using periodic regression or autoregressive, integrated moving averages are time-honored ways of identifying influenza epidemics. Excess mortality among the aged during periods of unusual heat waves can also be detected with these methods.

Dissemination

The findings from public health surveillance must be distributed to two groups immediately: (a) those who provide data so that it can be verified and (b) those responsible for public health actions. When surveillance detects urgent public health problems, such as an epidemic, an immediate telephone response is required. For years, CDC has sent reports and an annual summary of notifiable disease surveillance and on epidemic field investigations to state and local health officials before the information is published in the Morbidity and Mortality Weekly Report (MMWR).

Surveillance information is now disseminated in a series of reports based on the MMWR. Besides the weekly publication, CDC issues other special MMWR reports and an annual summary of notifiable diseases. CDC also publishes public health and epidemiological findings in many refereed professional journals. Surveillance data characterize historical trends and project those trends into the future. Recently, CDC compiled its guidelines for prevention into a single publication that is supplemented with additional details on an electronic compact disc. The World Health Organization (WHO) maintains a worldwide reporting system. The information in this system appears in the WHO Weekly Epidemiological Record. These reports are augmented by quarterly, annual, and occasional special supplements.

Applying Public Health Surveillance: Two Case Studies

The following are two important historical examples of how public health surveillance using basic, available tools, can assist in understanding important diseases.

Using Vital Data: Community Diagnosis Based on Mortality Registration

Community diagnosis assesses health problems of a specific population in a defined geographic area using public health surveillance data. Vital records are often used as the first approach. Holland and colleagues’ European Community Atlas of Avoidable Death (second edition) has been an excellent, readily accessible publication that illustrated this use of vital data.

Community diagnosis, carried out in detail and directed at intervening in a health problem, is a stepwise process, as follows:

1. Defining the condition to be diagnosed.
2. Estimating the size, characteristics, and occurrence of the condition.
3. Refining the diagnosis based on additional data.
4. Estimating and characterizing the population in need of service.
5. Reevaluating the diagnosis.

Vital data can also help diagnose problems for communities smaller than the European community. In addition, community diagnosis for small areas often needs to examine data that cannot be evaluated using statistical testing. In these instances, detailed knowledge of the locality and judgment of the community situation needs to be applied to reach a valid diagnosis that is acceptable to the community members. McGrady has analyzed cancer deaths in Fulton County, Georgia. His approach to grouping census tracts succeeds in solving some problems of community diagnosis. By clustering census tracts according to differences in cancer mortality rates, he created areas that had appropriate health and epidemiological characteristics, even though local officials and residents had not perceived them as such for other social or economic purposes.

In another vital record application, birth certificates can analyze unintended fertility in communities. One approach uses teenage birth and fertility rates, out-of-wedlock birth, and marital births by birth order. Health officials have adapted this approach using other measures more suited to the needs of their own communities.

Using Reports to Health Departments: The AIDS Epidemic

In mid-1981, an epidemiologist at the Los Angeles County Health Department realized that the five reports he had received of a rare kind of pneumonia caused by Pneumocystis carinii might be an epidemic. The disease reports came from three different hospitals and had involved men between 29 and 36 years of age. Typically, this kind of pneumonia occurs among people who have depression of their immune system, which can occur, for example, when people receive cancer chemotherapy. At one hospital, a large university medical center, the clinician caring for these patients had already recognized this unusual occurrence.

A month later, a report from another part of the United States documented the occurrence of this same kind of pneumonia. In addition, some patients had other unusual infections and a rare form of cancer, Kaposi’s sarcoma. This group of 26 individuals ranged in age from 26 to 51 years. Twenty of them lived in New York City, six in California; eight had died within 24 months after diagnosis of Kaposi’s sarcoma; all were male homosexuals. Within the next year, CDC received 355 additional case reports. Five states—California, Florida, New Jersey, New York, and Texas—accounted for 86% of the reported cases. This was the beginning of the AIDS epidemic.

A cluster of people with an unusual infection that affected previously well individuals was picked up by an astute clinician and an observant epidemiologist. The epidemiologist knew that even five cases of this kind represented an unusual occurrence, perhaps even an epidemic. He took the following four key actions:

1. He confirmed each case.
2. Next, he provided a clear, brief (no more than seven lines of text in the original report) description to a central public agency (CDC, in this instance).
3. Third, he identified the common characteristics of the individuals.
4. Finally, he ensured that the reports stimulated others to search for additional clusters of cases by distributing them to health professionals, including colleagues in epidemiology.

The original group of five reports published in June 1981 and augmented a month later by 26 more cases increased more than 10-fold by June 1982, to 355 cases and by August 1983, to 1972 cases. As of December 1988, almost 83,000 cases of AIDS had been reported in the United States, and more than 46,000 people have died of AIDS. WHO has reported the occurrence of AIDS from all over the world. Laboratory examination of frozen human serum shows that the virus that causes this disease has been present in humans at least since 1959.

INVESTIGATION

An investigation is an examination for the purpose of finding out about something. It differs from surveillance because when doing an investigation one assumes that a problem already exists. Moreover,
an investigation may use information from an established data collection system, but it goes farther and gathers new information. Analysis, on the other hand, involves the study of a problem by breaking it down into its constituent parts. In carrying out an investigation, therefore, an epidemiologist must have some idea as to what analysis will ultimately be necessary.

Exactly what must be found out depends in part on what is already known. The classic epidemiological triad of host, agent, and environment first mentioned in the discussion of determinants, is a useful framework for thinking about epidemics. The epidemiologist often knows about the host as to signs and symptoms of an illness, or health event, and the number of people in the epidemic. This holds true for epidemics of infection, acute noninfectious problems, such as unexplained deaths in a hospital, and chronic disease problems, as illustrated by the occurrence of endometrial cancer and estrogen use.

When the investigation is complete, however, we must know about the host and have information on a wide range of risk factors for the health problem. In addition, we need detailed information about the agent to which the host is exposed and the environment of the exposure. Ultimately, we require effective control measures. This requires that the epidemiologist know how the agent is transmitted and, if possible, its portal of entry.

Epidemiological investigations meet both public service and scientific needs. If, for example, a community faces a health problem that is likely to continue to spread and about which the approach to control is uncertain, then the epidemiologist has an important role. Epidemics of viral infections that occur in presumably immunized young people, as has been the case of measles epidemics on college campuses, illustrate this problem. Moreover, public concern may also require the epidemiologist to provide assurance that no epidemic exists and none is threatening. Concern about transmission of AIDS by exposure to medical waste in public places is one such example, even though this environmental problem is not a real hazard for transmitting disease.

Scientific need is a second important reason for an epidemiologist to do a detailed field investigation. This kind of investigation recently led to the discovery of Lyme disease and legionnaires’ disease. Field investigation also identified the causal association between vinyl chloride exposure and angiosarcoma of the liver, as it was for oral contraceptive (OC) use and hepatocellular adenoma, and a wide range of other health conditions.

Preparation for an Investigation

Preparation for an epidemiological field investigation has three general elements: (a) notification of essential people and organizations, (b) identification of materials needed for the investigation, and (c) travel planning. The notification process will have begun before the epidemiologist departs for the field. However, initial reports require confirmation. In addition, the date and place of investigation, and its purpose, needs the concurrence of supervisors, health officials, where the investigation is being done, and other officials whose regions may include that area. Failure to notify these individuals can bring the investigation to a halt, limit access to people who have essential information, or lead to a withdrawal of support personnel needed to complete the investigation. Before going to the field, materials must be assembled to help with the investigation. Depending on the nature of the problem, the epidemiologist may want reprints of scientific articles. In addition, other items may be useful. Among them are the following: (a) copies of sample questionnaires, (b) identification of materials needed for the investigation, and (c) travel planning. The notification process will have begun before the epidemiologist departs for the field. However, initial reports require confirmation. In addition, the date and place of investigation, and its purpose, needs the concurrence of supervisors, health officials, where the investigation is being done, and other officials whose regions may include that area. Failure to notify these individuals can bring the investigation to a halt, limit access to people who have essential information, or lead to a withdrawal of support personnel needed to complete the investigation. Before going to the field, materials must be assembled to help with the investigation. Depending on the nature of the problem, the epidemiologist may want reprints of scientific articles. In addition, other items may be useful. Among them are the following: (a) copies of sample questionnaires, (b) identification of materials needed for the investigation, and (c) travel planning.

Basic Steps of an Investigation

The following 10 steps are essential considerations in every epidemiological investigation. It is this list to which practicing epidemiologists return more than any other (Table 2-3).

1. **Ensure the existence of an epidemic.** The first important decision is to determine if an epidemic exists. A preliminary count of people with similar symptoms is often the first criterion for this decision. Laboratory confirmation may be absent. It may even be inappropriate because of the urgent need to begin an investigation.
2. **Confirm the diagnosis.** The epidemiologist needs to know the diagnosis of the health problem being addressed. The number of cases is sometimes too great to do a history and physical examination on every person. Collection of laboratory specimens must then follow quickly, although decisions about epidemic control are often made before laboratory confirmation is available. Using this preliminary information, the epidemiologist must formulate a case definition of the health problem. The symptoms for the case definition are written down, as are the essential physical signs. Measurements of levels of severity of the health problem, or disease, must be determined. Confirming each reported case may not be possible, and laboratory specimens may be obtained on only 15–20% of the cases. In some large epidemics, a sample of cases gave the essential information about the agent, the host, the method of transmission, the portal of entry, and the environment of the disease. This proved to be the only way to deal with one epidemic in 1985 when Salmonella contaminated milk processed in Illinois and involved more than 200,000 individuals. Epidemiologists set up control measures more quickly using this approach than by an exhaustive detection of every ill individual.
3. **Estimate the number of cases.** Case finding often begins with a single report or a small cluster of cases. Initially, the epidemiologist casts a wide net, using a preliminary case definition that is sensitive and excludes as few true cases as possible. After making a preliminary estimate, the epidemiologist must make a key judgment. Should all cases be studied or is the epidemic so large that investigating a sample will lead to a decision more quickly? If only a sample is selected, then only the most severe cases should be studied because they are the ones of most value. Outlying observations deserve special attention because explaining their relationship to the epidemic is often the key to understanding its mode of spread. Given a workable definition, the epidemiologist must count the cases and collect data about them. Once the ill persons are identified, the characteristics of the illness from beginning to the present and the demographic characteristics of each individual need to be determined. Next, data on the places where the ill people live, work, and have traveled to, and the possible exposures that might lead to health impairment all must be documented. Among the questions the epidemiologist may want to answer are the following: What signs and symptoms are the most important? Are any of them pathognomonic? What is the laboratory test most likely to confirm the diagnosis? Can both the exposure to the presumed source and the severity of the illness be characterized at different levels? What must be done to identify the people with these problems?
Should long-term follow-up be necessary? Are there any inapparent or subclinical cases? What role do they play in determining the future size of this epidemic or the susceptibility of the people in this community?

4. Orient the data as to time, place, and person. Data on each case must include the date of onset of the illness, the place where the person lives and/or became ill, and the characteristics of each individual, including age, sex, and occupation. A simple histogram, often called “the epidemic curve,” shows the relationship between the occurrence of cases and their times of onset.6. The spatial relationships of cases are often shown best on a spot map. Maps, for instance, help show that the cases occurred in proximity to a body of water, a sewage treatment plant, or its outflow. Characterizing individuals by age, sex, and other relevant attributes permits the epidemiologist to estimate rates of occurrence and compare them with other appropriate community groups.

5. Determine who is at risk of having the health problem. The epidemiologist will calculate rates at which a health problem, or disease, occurs using the number of the population at risk as the denominator, while the number of those individuals with the problem form the numerator. If the original reports of an illness come from a state surveillance system, then the first estimations of rates may be based on a state’s population. If the epidemic occurs only in school-age children from a particular school, however, the population at risk may be only the children who attend that school. Those not ill must be characterized by the same attributes as those who are ill, that is, age, sex, grade in school, or classroom.

6. Develop an explanatory hypothesis. During a field investigation, comparing the rates of occurrence among those at greatest risk with other groups helps the epidemiologist develop hypotheses to explain the cause and transmission of a health problem. Besides examining rates, other approaches to developing hypotheses of cause include further, more detailed interviews with ill individuals or with local health officials and residents, careful examination of outing cases, or describing the epidemic in more detail. Depending on the extent of the epidemiologist’s field library, reference to current and historical literature can stimulate new hypotheses.

7. Compare the hypothesis with the established facts. The hypothesis that explains the epidemic must be consistent with all the facts the epidemiologist knows. If the hypothesis does not do so, then it must be reexamined. It should do more than just strengthen speculation, explaining the cases at the peak of the epidemic. The epidemiologist may need to repeat the interview of case subjects, reassess medical records, gather additional laboratory specimens, and repeat calculations.

8. Plan a more systematic study. When the initial field investigations and preliminary calculations are complete, the investigator may need to conduct one or more case-control studies. The data for such studies may be in hand, but more often additional information will be needed. It may be collected by either interviewing subjects in more detail or surveying the population. Sometimes, a serological survey or extensive sampling of the environment for chemical or biological agents will generate new facts. Sometimes a visual record helps, requiring extensive photography or video taping of a work process. If there is a food-borne infection, a detailed food history is necessary. If a water-borne infection is suspected, a food and liquid intake history stimulates additional causal associations. For example, a water-borne epidemic may be discovered by knowing the number of glasses of water drunk by each person, thereby permitting the epidemiologist to estimate a dose-response relationship. An occupational illness might be determined by a specific machine that each worker used and the number of hours that each one used.

9. Prepare a written report. Preparing a written document is an essential step in any epidemiological investigation. An epidemic report need not be a publishable paper. However, it should be a benchmark in the conduct of an investigation, just as a hospital discharge summary is for patient care or a thesis is for the advancement of a scholar. The epidemic report is an essential public health document. It may be the basis for action by health officials, who may close a restaurant or face a major industry’s attorneys in court. For the public, it may provide information for those concerned about the epidemic, its spread, and the likelihood that others will be involved. A report may have scientific epidemiological importance in documenting the discovery of a new agent, a new route of transmission, or a new and imaginative approach to epidemiological investigation. Moreover, many investigative reports are useful in teaching.

10. Propose measures for control and prevention. The ultimate purpose of an epidemiological investigation is to control a health problem in a community. The epidemiologist is part of the team that develops the approach to control and prevention.

The establishment of a surveillance system for the population at risk is an important element in ensuring the effectiveness of the control program. This is an essential element of an epidemiologist’s responsibility in fulfilling a public need and carrying out a scientific study.

Designing an Investigation

Descriptive Study

Epidemiological investigations often start with case reports, evolve to become a series of cases, and then go on to include ecological studies, cross-sectional studies, or surveys that describe the problem and perhaps suggest causal hypotheses. Working with information from case reports or a series of cases is often the first step in a field or community investigation. For an epidemiologist concerned with the clinical details of an illness, the causal agent, the environmental facilitators, and other risk factors, additional information will be needed. Demographic, social, and other behavioral characteristics and possible exposures to biological, physical, or chemical agents are also essential.

Ecological Studies

Ecological studies compare the frequency of events that occur in different groups. This type of study compares data and examines correlations useful in generating hypotheses association. The positive association of dietary fat intake and regional breast cancer occurrence is one important hypothesis generated through an ecological study. Because ecological studies compare groups, rather than individuals, caution is required in drawing conclusions and identifying associations. The hazard found in interpreting studies of this kind is labeled “the ecological fallacy.” It is a bias or error in inference that occurs when an association observed between variables on an aggregate level is assumed to exist at an individual level. This kind of fallacy has also been found, for example, in studies of drinking water quality and mortality from heart disease. This correlation is not a causal association because the criteria for such an association (which are discussed later in the section titled “Analysis”) were not fulfilled. On the other hand, ecological studies are usually quick, easy to do, use existing data, and generate or support new hypotheses.

Cross-Sectional Studies

Cross-sectional studies simultaneously evaluate exposure and outcome in a population. This approach is another important step to developing evidence for a causal association. As an illustration, consider the possibility that a group of women had cervical cytology done during the same examination when a culture for herpes simplex virus was taken. If a statistically significant association existed between premalignant cervical cells and the recovery of herpesvirus from cultures, this finding would be an important step toward a causal association. However, a cross-sectional study would not permit the epidemiologist to decide if the virus was present before the cells
became premalignant or if premalignant cells are highly susceptible to viruses. This approach is often useful at the time of an epidemic investigation. It helps to determine the extent of the epidemic in a population and to assess the susceptibility of those in the population at risk. This approach is not an appropriate way to study rare events, events of short duration, or events related to rare exposures. Moreover, cross-sectional studies are not appropriate for assessing the temporal relationship between exposure and health event or outcome.

Analytical Studies
Analytical studies may be observational or experimental. In an observational study, the epidemiologist assigns subjects to case and comparison groups. This assignment may take place after an event has occurred (retrospectively) or before an event has happened (prospectively). The investigation of an epidemic, such as infections following childbirth, or a study based on clinical observation, such as the occurrence of angiosarcoma of the liver in vinyl chloride workers, is typically observational and retrospective. In these instances, the epidemiological study had to be confined to observations about events that had already taken place. Moreover, the epidemiologists used data that had already been collected and assigned people to groups based on the presence of disease or exposure that had already occurred. If cases of postpartum infection had been carefully defined and assigned to case (of postpartum infection) or control (no infection) groups, the study would be observational and prospective.

In an experimental study, on the other hand, subjects are observed under predetermined conditions. Random clinical trials are examples of experimental epidemiology. Both the case definition and the experimental conditions would be carefully defined before the study began. Carefully designed approaches to data and specimen collection and the observations to be made are specified and categorized before the study begins. The individuals being observed in an experimental study may be allocated to different groups on a probabilistic basis.

This section addresses the design of epidemiological studies, only mentioning analytical approaches. The following section, Analysis, deals with analytical issues in more detail and gives examples of ways in which they might be handled.

Observational Studies
Observational studies are categorized as case-control or cohort. In a case-control study, the risk of exposure to a presumed cause by those with a health problem (the case group) is compared with that of those who do not have that problem (the control group). The frequency with which the exposure occurs is compared in the two groups, and the strength of association is measured as an odds ratio. The epidemiologist evaluates the likelihood that such an association could occur because of chance using statistical confidence intervals.

Case-Control Studies
Case-control studies begin with a case group of individuals who have the health problem under investigation. The outcomes typically studied using this design are those that are rare or have a long latent, or incubation, period such as cancer. Conditions that require detailed records are well suited to study using this design. Among these records are hospital charts, pathology reports and specimens, and laboratory documentation, such as electrocardiograms, x-rays, other imaging techniques, or a wide range of biomarkers. For health problems that are rare, or develop over long periods, the case-control design yields findings in a short time and with a minimum resource requirement. More information on case-control studies can be found in general textbooks on epidemiological methods.

Cohort Studies
Cohort studies begin with a group of individuals, without the diseases of interest, characterized as to exposure to hypothesized causes of those diseases. The comparison group is one that is not so exposed, but has similar demographic, behavioral, and biological characteristics. The groups are compared and characterized using the rates with which the health problem occurs in each group. The strength of association is measured using relative rates; its occurrence due to chance is evaluated statistically by stating the p value, and the precision of the relative risk or odds ratio is shown by the confidence intervals.

Retrospective, or historical, cohort studies may look back in time by reviewing recorded events, or they may require that subjects be observed during the future. Those done by reconstructing records of exposure and health outcomes are called retrospective cohort studies because they look back over time. Those that follow similar groups with different exposures into the future are called prospective cohort studies. The study of American veterans of the Vietnam War, who were exposed to Agent Orange, is an example of a retrospective cohort study. On the other hand, many reports on cardiovascular disease in Framingham, Massachusetts, illustrate prospective cohort studies. The most difficult problems that cohort studies pose for epidemiologists is, if the study is retrospective, finding records that are comparable for both the exposed and unexposed subjects. If the study is prospective, finding the resources and motivating the staff is usually the greatest challenge. Conducting studies of this kind is difficult because the need for meticulous recording is required for a long time, usually years, and often decades.

The advantages and disadvantages of these two study designs are shown in Table 2-4. Case-control studies are advantageous when the epidemiologist is studying a rare condition (for example, a condition that occurs no more often than once in every 100 people in the population under study). In addition, this approach can evaluate an association between disease and exposure relatively quickly. Moreover, it is especially useful if the investigator has limited resources and is dealing with a health problem that has a long latency or incubation period. Of the advantages for cohort studies, on the other hand, three are especially important. The first is that a cohort study provides an opportunity to describe the natural history of a health problem. In addition, the epidemiologist can directly estimate the rate at which the health problem is occurring and take the findings to people who are not epidemiologists.

Bias can distort the findings of any study, whatever its design. Bias is the “deviation of results, or inferences from the truth, or processes leading to such deviation.” Bias can occur in any approach to study design. The most generic categories of this kind of deviation are selection bias and information bias. Selection bias occurs when comparison groups differ from each other in some systematic way that influences the outcome or exposure that is being investigated. This form of bias is a more frequent problem in case-control studies, but it can occur in both approaches to study design. A study of OC effectiveness in women using two different kinds of pills illustrates this point. Such a study might be biased if the group taking one kind of pill included only women who had given birth (confirming their ability to become pregnant) with another group, none of whom had been pregnant. This selection of subjects leads to a bias that might distort the comparison of effectiveness of the two agents.

The role of information bias is important when an exposure or health outcome is measured systematically in different ways for subjects in the case and control groups. This can be related to the inability to collect comparable information, to systematically different approaches to observing the two groups, or to differences in the quality of the information collected. A comparison of surgical complications in two groups, one of which underwent surgery in a hospital with another that had the operation done in an ambulatory facility, helps illustrate information bias. People in hospitals are often observed hourly overnight and for a day or more thereafter. On the other hand, people undergoing ambulatory surgery are observed only during the first four hours after surgery. In this instance, the bias favors the detection of more postoperative complications in the hospitalized subjects than in the others.

Gathering Information
Data gathering is an essential part of “finding out about something.” Investigations most often involve interviewing and record review.
TABLE 2-4. COMPARISON OF ADVANTAGES AND DISADVANTAGES OF CASE-CONTROL AND COHORT STUDIES

<table>
<thead>
<tr>
<th>Advantages</th>
<th>Cohort Studies</th>
</tr>
</thead>
<tbody>
<tr>
<td>Excellent way to study rare diseases and diseases with long latency</td>
<td>Better for studying rare exposures</td>
</tr>
<tr>
<td>Relatively quick</td>
<td>Provides complete data on cases, stages</td>
</tr>
<tr>
<td>Relatively inexpensive</td>
<td>Allows study of more than one effect of exposure</td>
</tr>
<tr>
<td>Requires relatively few study subjects</td>
<td>Can calculate and compare rates in exposed, and unexposed</td>
</tr>
<tr>
<td>Can often use existing records</td>
<td>Choice of factors available for study</td>
</tr>
<tr>
<td>Can study many possible causes of a disease</td>
<td>Quality control of data</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td>Disadvantages</td>
<td></td>
</tr>
<tr>
<td>Relies on recall or existing records about past exposures</td>
<td>Need to study large numbers</td>
</tr>
<tr>
<td>Difficult or impossible to validate data</td>
<td>May take many years</td>
</tr>
<tr>
<td>Control of extraneous factors incomplete</td>
<td>Circumstances may change during study</td>
</tr>
<tr>
<td>Difficult to select suitable comparison group</td>
<td>Expensive</td>
</tr>
<tr>
<td>Cannot calculate rates</td>
<td>Control of extraneous factors may be incomplete</td>
</tr>
<tr>
<td>Cannot study mechanism of disease</td>
<td>Rarely possible to study mechanism of disease</td>
</tr>
</tbody>
</table>

Anytime an interview is required, a friendly, persuasive introduction should precede questioning. Training of interviewers, therefore, should include practicing both the introduction and the questions. The form in which the information is gathered may differ from one investigation to another. In field investigations of epidemics or in surveys, such as childhood immunization surveys, a line listing may suffice. An illustration of this approach is shown in Table 2-5. More complex investigations may need a detailed interview form, sometimes using visual aids for memory, such as pictures of medication packages.

Identifying the respondent and recording information for follow-up or record retrieval are among the first items gathered. If follow-up or verification of information is needed, then information about family, friends, and neighbors may also be important.

Responses to questions, both for interview and record abstraction, should be simple and in a form that is easy to code. Initial data collection of items, such as age, should be gathered in terms of individual years; grouping of these items is better done at the time of tabulation and analysis. Avoiding open-ended questions as much as possible reduces the difficulties in tabulating and analyzing the resulting information.

Pretesting the data gathering form or interview is essential. Simulating an interview with a respondent or abstracting a chart that represents a typical case should be followed by simulating some of the unlikely circumstances.62

Case finding, that is, searching for and gathering information from subjects for the case and comparison groups, is essential to an investigation. Initially, a study should include a wide range of those at risk of the health problem. Being sure that the entire population at risk is being considered at the beginning of the investigation is generally easier than it is to make a second trip to the community.63

If members of the comparison group are matched to specific individuals in the case group, then the forms for both case and comparison individuals must be able to be linked for analysis. Choosing comparison groups is not easy. The epidemiologist must think carefully before selecting the easiest way. If the cases, for example, are all hospitalized, the question of using control subjects from the hospital or from the neighborhoods where the cases normally lived deserves careful study because both groups should come from the environment where exposure occurred.

Using Judgment in Field Investigations

The judgment of experienced epidemiologists regarding field investigations rests on a series of questions. The first is: When do you do a field investigation? Public need and scientific importance are the most frequent determinants of this answer. A community faced with a health problem of uncertain cause that cannot be controlled or that has created public alarm can be a public health emergency. The community’s urgent need may be satisfied only by an immediate, competent epidemiological investigation. Scientific importance, while rarely isolated from public need, is more often determined by the nature of the problem. This was the case in legionnaires’ disease,64 the initial studies of penicillinase-producing Neisseria gonorrhoeae infection,65 and the more recent epidemic of Brazilian purpuric fever. A form of Haemophilus aegypticus with a new plasmid type caused this new condition.66 In each of these instances, the etiologic agent required that an epidemiological investigation be done in the field with intensive and highly technical laboratory support.

Once in the field, when does an epidemiologist ask for help? Since a single health professional rarely carries out an epidemic investigation, key questions must be asked before the field work begins. Among the foremost are: Will there be enough people available to ensure a successful investigation? Will these people have the necessary skills? What are the technical support requirements, in terms of data collection and analysis, specimen gathering, computer science, and laboratory science? Since the answers to these questions will change as the investigation evolves, the epidemiologist must reexamine each of them repeatedly.

How detailed should an investigation be? This question is best answered by considering the reasons for undertaking the investigation. Responding to public need is the principal determinant. This needs to include recommendations for control measures and addressing public information requirements, even if the epidemiologist is not communicating with the media personally. After fulfilling this obligation, the epidemiologist needs to assess the value of the investigation regarding changes in health policy for a larger population. Finally, the epidemiologist must evaluate the overall scientific importance of the field work.

Before leaving the site of a field investigation, the epidemiologist should have affirmative answers to four questions:

1. Is it possible to do a quantitative analysis of the data?
2. Is the analysis sufficient to permit the epidemiologist to make preliminary recommendations about control measures to local health and other officials?
3. Is it possible to give responsible officials a report that would permit them to initiate control measures and provide

TABLE 2-5. ILLUSTRATIVE PARTIAL LINE LISTING MEASLES EPIDEMIC IN A HIGH SCHOOL

<table>
<thead>
<tr>
<th>Case No.</th>
<th>Identifier</th>
<th>Grade</th>
<th>Sex</th>
<th>Date of Onset</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>SA041870</td>
<td>09</td>
<td>M</td>
<td>April 24</td>
</tr>
<tr>
<td>2</td>
<td>DA101666</td>
<td>12</td>
<td>F</td>
<td>April 22</td>
</tr>
<tr>
<td>3</td>
<td>LB020570</td>
<td>09</td>
<td>F</td>
<td>April 25</td>
</tr>
<tr>
<td>4</td>
<td>DB061470</td>
<td>09</td>
<td>M</td>
<td>April 27</td>
</tr>
<tr>
<td>5</td>
<td>SB040569</td>
<td>10</td>
<td>F</td>
<td>April 22</td>
</tr>
</tbody>
</table>
a credible explanation of the occurrence of the health problem to the public?

4. Will the person responsible for supervising the investigation from its institutional base find the report of the investigation acceptable?

If the epidemiologist cannot answer these questions satisfactorily, the investigation must continue. Epidemiologists who do field investigations should always be prepared to go back for the facts, but it is best to get all of the facts in the first place.

Communicating the investigative findings clearly is essential, particularly when the epidemiologist completes the field work. Who needs to know these findings? As a rule, the epidemiologist informs those who reported the first cases in the epidemic first. They are the practitioners who will know if the facts are correct and the public health actions are sensible. If the official and professional personnel responsible for control of the health problem are not part of this group, then they, too, must receive a report. This report describes both the field investigation and the scientific rationale control and prevention.

Finally, the public and the media must be informed. The control and prevention actions are the responsibility of public officials in that community because these measures will occur in their community. Therefore, it is those officials rather than the investigating epidemiologist who should discuss the problem, the investigative findings, and the approach to control and prevention to the community and the media.

**ANALYSIS**

Epidemiological analysis is the identification and logical separation of the component parts of a health problem, followed by the careful study of each, using statistical analysis and logical inference. Analysis requires correct identification of each component and determining the relationships of these parts. Analysis builds on a foundation of careful investigation. However, analysis goes beyond investigation in that analysis focuses on comparisons and relationships while investigation emphasizes careful observation. In some cases, analysis identifies the need to return to vital statistics, or another source of existing health information, or additional field investigation. The process of analysis can be applied to descriptive studies, case-control studies, and cohort studies.

The process of analysis must be orderly. It interacts with the investigation of an epidemiological problem and anticipates the issues that arise during the analytical process of an epidemiological study.

Analysis proceeds from the simple to the complex. Starting with careful description by counting cases, analysis proceeds to percent distributions, risk and rate estimation, and comparison. Only then should an analyst begin to apply more sophisticated, quantitative techniques.

**Description**

Detailed description is the foundation of epidemiology. Characterizing the individuals who are the cases in an epidemic or who have health problem needs to include the clinical characteristics of the condition and information on time, place, and person. This is important because these cases are essential in calculating rates and risks needed to solve an epidemiological problem. A line listing (Table 2-5) that shows relevant characteristics of the cases also helps determine how to characterize the population at risk. A graphic description of the cases will strengthen the description. Once way to do this uses an “epidemic curve,” as noted above.

The population at risk provides the denominator for calculating rates. Estimating rates is essential to make comparisons between the case groups and other groups. The population at risk will need to be categorized by the same characteristics, using the same intervals as the cases in the numerator of the rate estimates. The first estimate, therefore, usually requires putting the number of cases, or events, that occurred in a given time and in a given population within a geographic area in the numerator. The number of those in the population at risk for the same time and area is the denominator.

The population at risk needs to be determined as precisely as possible. In an epidemic reported from a large area, the initial estimate of the population at risk is likely to include many people who are not really at risk of the reported infection. Subsequent studies of the communities in that area are likely to identify one in which almost all who are ill reside. Additional inquiry may show that only the ones who attend a particular school or work in a single factory are really at risk. If, for example, the epidemiologist detects an unusual cancer, then the people with this tumor need characterization. If the only individuals with this unusual cancer do a specific job, such as working with vinyl chloride, then only people who work with that chemical are cases in the epidemiological investigation.

Selection of a comparison group, usually part of the study design and investigative process, warrants review during analysis. An initial study that covers a community may not be sufficiently sensitive, or even appropriate, if those with the health problem under analysis prove to reside in a specific area of the community. For example, if all the ill people live downwind from an industrial effluent, then they decide the area for study. Under such circumstances, omitting data from the analysis may be necessary although it may seem a waste of effort or a risk of losing statistical power.

The two measures most frequently used are cumulative incidence and incidence density. Cumulative incidence, often called the attack rate in an epidemic, is the proportion of a population initially free of a health problem which then develops the health problem. When applied to an epidemic, the cumulative incidence refers to the average population at risk and to a specified period of time, usually that time in which the epidemic occurred. Cumulative incidence is a measure of the probability, or risk, of developing a particular condition during a specified period for the individuals in the population observation.

Incidence density, on the other hand, is a measure that includes population and time. Incidence density is a measure of the rate at which those in a population initially free of a health problem develop the particular problem during a given time. The rate most often is used is person-years. Incidence density is often calculated for annual periods using standard health information. The data used include vital statistics and notifiable disease reports in the numerator, and midyear population for the denominator. Alternatively, estimates of incidence density may be made in a cohort study. In this instance, enrollment in the study to a predetermined point in time, such as the onset of the health problem, defines the time period for the measure.

A particular type of incidence density, the case-fatality rate, is estimated using the number of deaths as the numerator and the total number of cases in the denominator. During the years 1970–1986, for example, an estimated 790,500 ectopic pregnancies occurred in women who live in the United States; 752 of them died. The case fatality for ectopic pregnancy during this period is, therefore, 9.5 per 10,000 ectopic pregnancies.

**Comparison**

Calculating and comparing rates is the key to analyzing the cause of a problem and determining the strength of association between a risk factor and health problem. Realizing that rates do not describe the magnitude of a problem is important. Case counts state the size of a health problem. Rates describe the intensity, or severity, and the relative frequency with which events occur. Comparing rates for different geographic areas helps identify the place in which a health problem is most intense. Comparison of age- and sex-specific rates characterizes the age and gender groups at greatest risk of having the disease or health problem in a population.

Quantitative comparisons of rates and risks are easier when using the 2 × 2 tables (see an example in Table 2-6). These tables summarize data by distributing it into the four cells. This is done according to
the relevant exposure and the health problem or disease. Examining data this way enables the epidemiologist to assess the occurrence of disease in relation to exposure using a number of measures. Arranging data this way enables the epidemiologist to assess the occurrence of the health problem or disease. Examining a + b + c + d = All those at risk

c + d = All those without exposure
b + d = All those free of disease
a + b = All those with exposure
a + c = All those with disease
c = Those diseased but not exposed
b = Those exposed who have no disease
a + c = All those with both disease and exposure

A study of OC use concerned with ovarian cancer uses the same measure to show a protective effect. Of women with ovarian cancer, 242 had not used OCs for even as long as 3 months, while 197 had used OCs for more than 3 months. Of the control subjects, 1532 had never used OCs and 2335 had used them. Table 2-8, panel B, shows that the odds ratio is 0.5, a figure significantly lower than 1.0. This indicates a protective effect by OCs against ovarian cancer.

Comparisons can estimate the potential impact of a health problem. The risk difference, also called attributable risk or excess risk, can measure impact as well as the strength of association. The risk difference is the risk in the exposed group minus the risk in the unexposed group. The use of this measure is illustrated in applying it to the lung cancer and smoking data of Doll and Hill (Table 2-9).

These data show that lung cancer occurred in three individuals who did not smoke cigarettes. These three people are the numerator for the measure. The study included 42,800 person-years of observation of people who did not smoke tobacco. The lung cancer rate in these subjects is 7 per 100,000 person-years. Among individuals who smoked cigarettes, 133 developed lung cancer in 102,600 person-years, an incidence density of 130 per 100,000 person-years. Since the risk difference is the risk in the exposed (smokers) minus the risk in those not exposed, the attributable risk for smoking and lung cancer in this study is 123 (130 – 7 = 123).

### Table 2.6: Features of the 2 x 2 Table

<table>
<thead>
<tr>
<th>Health Event or Disease</th>
<th>Present</th>
<th>Absent</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Present</td>
<td>a</td>
<td>b</td>
<td>a+b</td>
</tr>
<tr>
<td>Absent</td>
<td>c</td>
<td>d</td>
<td>c+d</td>
</tr>
<tr>
<td>Total</td>
<td>a+c</td>
<td>b+d</td>
<td>a+b+c+d</td>
</tr>
</tbody>
</table>

### Table 2.7: Features of a Cohort Study in a 2 x 2 Table Using Data from a Measles Epidemic in a School

<table>
<thead>
<tr>
<th>Disease (Measles)</th>
<th>Present</th>
<th>Absent</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>(10th grade)</td>
<td>21</td>
<td>1423</td>
<td>1474</td>
</tr>
<tr>
<td>(Not 10th grade)</td>
<td>49</td>
<td>1307</td>
<td>1356</td>
</tr>
</tbody>
</table>

* Cumulative Incidence in the Exposed Group

\[
\frac{a}{a+b} = \frac{21}{21+453} = 0.044 \text{ or } 4.4 \text{ per 100}
\]

* Cumulative Incidence in the Unexposed Group

\[
\frac{c}{c+d} = \frac{49}{49+1,307} = 0.036 \text{ or } 3.6 \text{ per 100}
\]

* Relative Risk

\[
\frac{a/(a+b)}{c/(c+d)} = \frac{21/474}{49/1,306} = 0.044 / 0.036 = 1.2
\]
the attributable proportion. Using the lung cancer and smoking data percent of all deaths that can be attributed to the exposure being stud-
able risk percent. The population attributable risk percent considers the characteristics of exposure, that is, smoking rates, in the entire population rather than that of a special group of individuals who are the subjects of a study. These measures, their formulas, and examples are discussed in more detail in textbooks on epidemiology.

Epidemiological analyses measure the strength of the association between exposures and outcomes. These associations are characterized as direct and causal if they are positive, or direct, but protective, if negative. Associations that appear direct, but are the result of the interaction with another variable are indirect; they are often the result of confounding. Associations may also be artifactual. Distinguishing these different forms of association requires knowledge of confounding, effect modification, and chance, and also the other criteria for judging epidemiological associations.

Bias

Some authorities identify many forms of bias; however, most bias falls into two major groups: selection bias or information bias.

Selection Bias

Selection bias may occur when systematic differences exist between those selected for a study and those who are excluded. Refusal to participate in a study or respond to a questionnaire may introduce selection bias. This bias occurs when those who refuse or are not able to respond differ in exposure pattern and disease risk from those who do. Selecting case and comparison subjects from hospitalized groups may also introduce bias if, for example, the hospitalized patients used as control subjects do not represent the population from which those with illness have come. In addition, comparing subjects who have died with others who are still living may introduce bias. Selection bias includes, and is sometimes used synonymously with, ascertainment bias, detection bias, sampling bias, or design bias.

Information Bias

Information bias occurs when there are systematic differences in the way data are gathered from controls and cases. For example, if one set of questions is used to evaluate the exposure in the control subjects, and another set is used for the case subjects, the information about the groups may differ systematically. This could easily lead to distorted inferences. If, in a clinical study, one group is observed more frequently than another, the probability of making an observation will be greater in the one observed more frequently. This kind of bias could occur in a study comparing the effectiveness and safety of two approaches to patient care. If one approach was used for subjects seen in an ambulatory clinic while the other required hospitalization, those in the hospital might be seen more frequently than those in the clinic. Information bias may include observer, interviewer, measurement, recall, or reporting bias. Definitions of these terms are discussed in detail in other writings.

Confounding

Comparisons may differ from the truth and therefore be biased when the association between exposure and the health problem varies, because a third factor confounds the association. A confounding factor may distort the apparent size of the effect under study. Confounding may occur when a factor that is a determinant of the outcome is unequally distributed among the exposed and unexposed groups being compared. For example, age can confound the findings of a study if the age distribution of two populations differs. Age adjustment, or stratification, evaluates the confounding effect of age differences, as it can for other confounding factors. For example, the effects of occupational exposure upon respiratory disease are often confounded by tobacco smoking.

---

**TABLE 2-8. MEASURES OF ASSOCIATION AND IMPACT, AN ILLUSTRATION BASED ON SMOKING AND LUNG CANCER**

<table>
<thead>
<tr>
<th>Cigarettes Smoked Daily</th>
<th>Lung Cancer Cases</th>
<th>Person-Years of Risk</th>
<th>Incidence Density (per 100,000 person-years)</th>
</tr>
</thead>
<tbody>
<tr>
<td>None</td>
<td>3</td>
<td>42,800</td>
<td>7</td>
</tr>
<tr>
<td>1–14</td>
<td>22</td>
<td>38,600</td>
<td>57</td>
</tr>
<tr>
<td>15–24</td>
<td>54</td>
<td>38,900</td>
<td>139</td>
</tr>
<tr>
<td>25+</td>
<td>57</td>
<td>25,100</td>
<td>227</td>
</tr>
<tr>
<td>All smokers</td>
<td>133</td>
<td>102,600</td>
<td>78</td>
</tr>
<tr>
<td>Total</td>
<td>136</td>
<td>145,400</td>
<td>94</td>
</tr>
</tbody>
</table>

---

Other measures of potential impact include the attributable risk percent, the population attributable risk, and the population attributable risk percent. The attributable risk percent is a measure of the percent of all deaths that can be attributed to the exposure being studied. This measure is also called the etiologic fraction and sometimes the attributable proportion. Using the lung cancer and smoking data of Doll and Hill, the attributable risk divided by the risk in those who smoke (then multiplied by 100) calculates this measure. The attributable risk percent of smoking for death caused by lung cancer, therefore, is 95% (123/130) × 100 = 95%. The data from this study means that 95% of all deaths due to lung cancer can be attributed to cigarette smoking.

The population attributable risk is a measure of the excess disease rate in the total population. It can be estimated by subtracting the incidence density in the population not exposed to a causal risk from the incidence density for the total population. For example, if the risk of death from smoking for lung cancer is 54 per 100,000 population, and the risk of death from lung cancer is 7 per 100,000 the population attributable risk of death from lung cancer caused by smoking is 47 per 100,000 (54 – 7 = 47). These illustrative data are recent estimates for the United States and estimates reported by Doll and Hill.

The population attributable risk percent is the proportion of the rate of a disease that exists in a community, or population, because of a specific exposure. In the case of lung cancer deaths and smoking in the United States, for example, the population attributable risk is estimated to be 47. The death rate caused by lung cancer is 54 per 100,000. Using these data, the population attributable risk percent is 87% ([47/54] × 100 = 87%). This percent differs from attributable risk percent. The attributable risk percent considers the characteristics of exposure, that is, smoking rates, in the entire population rather than that of a special group of individuals who are the subjects of a study.

### A. Causal, or Positive Association

<table>
<thead>
<tr>
<th>Disease (Liver Tumor)</th>
<th>Present</th>
<th>Absent</th>
</tr>
</thead>
<tbody>
<tr>
<td>Exposure (Oral contraception)</td>
<td>Present (b)</td>
<td>(a)</td>
</tr>
<tr>
<td></td>
<td>Absent (d)</td>
<td>(c)</td>
</tr>
<tr>
<td>Odds ratio = a<em>c/b</em>d = (72/121)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>12.6*</td>
</tr>
</tbody>
</table>

### B. Protective, or Negative Association

<table>
<thead>
<tr>
<th>Disease (Ovarian Tumor)</th>
<th>Present</th>
<th>Absent</th>
</tr>
</thead>
<tbody>
<tr>
<td>Exposure (Oral contraception)</td>
<td>Present (c)</td>
<td>(b)</td>
</tr>
<tr>
<td></td>
<td>Absent (d)</td>
<td>(a)</td>
</tr>
<tr>
<td>Odds ratio = 197/2335</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.5*</td>
</tr>
</tbody>
</table>
Effect Modification

Effect modification is a change in the measure of association between a risk factor and the epidemiological outcome under study by a third variable. The third variable is an effect modifier. An effect modifier provides additional information about an association by helping to describe an association in more detail.

Effect modification is illustrated by the association between intentional injury and the sex of the children and adolescents in a study from Massachusetts. The data for individuals younger than 20 years of age in Massachusetts, the incidence density for intentional injury, is half as great for girls as for boys. The top panel of Table 2-10 shows these data. Nonetheless, age modifies this main effect, as shown in the bottom panel of Table 2-10. For children younger than age 5, girls have an incidence density 60% greater than that for boys. In the age interval 5–9 years, the rate for girls becomes just one-third of that for boys. The overall association, or main effect, that is, intentional injury associated with male sex, therefore, is not uniform for all age intervals in this study. The effect is modified by age.

Although effect modification and confounding both occur because of the way a third variable influences an epidemiological association, these two concepts are different. While effect modification gives more information about the association, confounding distorts the association. Effect modification is inherent in the nature of the association; confounding is not. A confounding factor is not a consequence of exposure to the risk factor and can occur even in the absence of the risk. A confounding factor exerts its influence by being unevenly distributed between the study groups. It is possible, therefore, for a variable to be an effect modifier, a confounding factor, both, or neither. Moreover, a single variable may both modify and confound the same main effect in a single study.

Stratifying an epidemiological analysis by an effect modifier adds knowledge about the association because it describes the effects of such a factor. Statistical testing to determine the probability that the study population contains groups that differ from the total population helps to validate the presence of effect modification. Stratification also adjusts for, or neutralizes, the effects of a confounding factor.

Many analyses require the epidemiologist to stratify for a number of effect modifiers or confounding factors. Analytical complexities of this kind require the use of multivariate analysis. This analytical approach permits the epidemiologist to adjust simultaneously for a number of potential confounding variables. It uses regression analysis that involves multiple factors. Multivariate analysis may assume an additive, straight-line relationship between variables and involve the use of multiple linear regression. Alternatively, the multivariate approach may assume a multiplicative relationship between variables and use multiple logistic regression analysis. Other, more specialized textbooks deal with these analytic approaches in more detail.

Chance

Chance can play two roles in epidemiology. It may account for an apparent association and make it appear real when it is not. (This may be called a type I, or alpha, error.) Alternatively, chance may lead to an association being overlooked, or missed, when it truly exists. (This may be called a type II, or beta, error.) Statistical significance testing helps evaluate the role of chance by permitting an epidemiologist to determine the probability that an association actually exists. Assessing statistical power helps evaluate the probability that an association would be detected if it were present.

In epidemiology as in other sciences, we must often decide whether a difference between observations is statistically significant. Two questions arise: What does “statistically significant” mean? How can we test for statistical significance? A complete answer to these questions demands a thorough understanding of statistics. Other, more detailed books on statistics cover this subject. The reference list at the end of this chapter gives the titles of some of these textbooks. The following discussion is all that space permits in such a book as this. We assume that the reader is familiar with the terms and concepts of elementary statistics.

When data have a normal or Gaussian distribution, 5% of observations lie more than two standard deviations from the mean or central value. Conventional practice, therefore, is that the 5% level is a suitable point to set for observed differences that are judged statistically significant. In the conventional notation, the probability of an observation falling in this range is less than 5%, or \( p < 0.05 \). This level of statistical significance is suitable for many purposes in epidemiology. However, we are sometimes justified in insisting upon higher levels, for example, a difference that could occur by chance less often than once in 100 times, that is, \( p < 0.01 \), or less often than once in 1000, that is, \( p < 0.001 \). When we set a 5% level, that is, \( p < 0.05 \), one observed difference in 20 can occur just by chance and, therefore, be statistically significant. When many comparisons are being made in sets of data (for example, in multivariate analysis), 1 in 20 of the correlations will, on the average, be statistically significant due to chance alone.

Interpretation

Interpreting epidemiological data requires that causal associations between exposure and outcome be correctly identified using specific objective criteria. Although we have focused on the measurement of association, the identification of bias, and the role of chance up to this point, these criteria include, but go beyond, measurement and chance. The initial criteria used to distinguish causal associations from indirect and artifactual ones were applied to a study of epidemic infections by Koch and can be stated as follows:

1. The causative agent must be recovered from those with the disease.
2. The agent must be recovered from those with the disease and grown in pure culture.
3. The organism grown in pure culture must replicate the disease when introduced into susceptible animals.

Such rigorous criteria ensure that studies adhering to them are very likely to identify causal associations correctly. Nonetheless, they are restrictive, and, had they been adhered to inflexibly, some important epidemiological associations would not have been found. The association of smoking and lung cancer is one.

In the mid-1960s, criteria more suited to contemporary health problems became the topic of heated scientific debate. Sir Austin Bradford Hill20 in his first presidential address to the section of Occupational Medicine of the Royal Society of Medicine in England proposed a set of criteria more suited to contemporary health problems. Serious objections to the work of Hill and Sir Richard Doll were raised by many respected scientists, including Sir Ronald Fisher. In the United States, the Surgeon General of the U.S. Public Health Service convened an Advisory Committee on Smoking and Health. This committee promoted use of criteria similar to those proposed by Hill. These criteria can be summarized as follows:74

1. Chronological relationship: Exposure to the causative factor must occur before the onset of the disease.

### TABLE 2-10. EVALUATING COMPARISONS WITH EFFECT MODIFICATION: AN ILLUSTRATION USING INTENTIONAL INJURIES AMONG CHILDREN AND ADOLESCENTS IN MASSACHUSETTS

<table>
<thead>
<tr>
<th>Effects</th>
<th>Female</th>
<th>Male</th>
<th>Relative Risk</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>By Incidence Density</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>All Ages</td>
<td>53.6</td>
<td>97.9</td>
<td>0.5</td>
</tr>
<tr>
<td><strong>By Age (Years)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0–4</td>
<td>17.0</td>
<td>10.6</td>
<td>1.6</td>
</tr>
<tr>
<td>5–9</td>
<td>7.4</td>
<td>21.8</td>
<td>0.3</td>
</tr>
<tr>
<td>10–14</td>
<td>40.5</td>
<td>59.7</td>
<td>0.7</td>
</tr>
<tr>
<td>15–19</td>
<td>131.0</td>
<td>259.8</td>
<td>0.5</td>
</tr>
</tbody>
</table>

*Intentional injuries per 100,000 person-years.*
2. **Strength of association**: If all those with a health problem have been exposed to the agent believed to be associated with this problem and only a few in the comparison have been so exposed, the association is a strong one. In quantitative terms, the larger the relative risk, the more likely the association is causal.

3. **Intensity or duration of exposure**: If those with the most intense or longest exposure have the greatest frequency or severity of illness while those with less exposure are not as ill, then the association is likely to be causal. This can be measured by showing a biological gradient or a dose-response relationship.

4. **Specificity of association**: If an agent, or risk factor, can be isolated from others and shown to produce changes in the frequency of occurrence, or severity of the disease, the likelihood of a causal association is increased.

5. **Consistency of findings**: An association is consistent if it is confirmed by different investigators, in different populations, or by using different methods of study.

6. **Coherent and plausible findings**: This criterion is met when a plausible relationship between the biological and behavioral factors related to the association support a causal hypothesis. Evidence from experimental animals, analogous effects created by analogous agents, and information from other experimental systems and forms of observation are among the kinds of evidence to be considered.

Interpreting epidemiological data, therefore, requires two major steps. One, the criteria for a causal association must be carefully evaluated. The second is an equally careful assessment of the association to identify bias and evaluate the role of chance. Undue emphasis may be given to the role of chance. As a result, Sir Austin Bradford Hill in speaking to the Royal Society said of tests of statistical significance "such tests can, and should, remind us of the effects that the play of chance can create, and they will instruct us in the likely magnitude of those effects. Beyond that they contribute nothing to the ‘proof’ of our hypothesis.”

**Using Judgment in Analysis**

The following points are important when applying judgment to epidemiological analysis. They are:

1. Start with data of good quality and know the strength and weakness of the data set in detail.
3. Determine the population at risk as precisely as possible.
4. Selecting the comparison, or control, group is one of the most difficult judgments to make. As a rule, try to choose subjects for comparison who represent the case group and come from the place where the exposure under study is most likely to have occurred.
5. Reduce the data analysis to a 2 × 2 table where possible.
6. The strongest case for an epidemiological association is one that meets all of the causal criteria.
7. Carefully determine the role that bias, including confounding, may have played in distorting an association.
8. In assessing an association, do not rely on tests of statistical significance alone. Remember the words of Sir Austin Bradford Hill. He stated “…there are innumerable situations in which they [tests of statistical significance] are totally unnecessary—because the difference is grotesquely obvious, because it is negligible, or because, whether it be formally significant or not, it is too small to be of any practical importance.”

**EVALUATION**

Evaluation, for an epidemiologist, is the scientific process of determining the effectiveness and safety of a given measure intended to control or prevent a health problem. Evaluation can involve a clinical trial that tests effectiveness of a drug, vaccine, or medical device and the occurrence of adverse side effects. Evaluation also assesses intervention programs in communities, as was done with the fluoridation of water on the prevention of dental caries. Evaluation may also assess the effectiveness of measures to control an epidemic.

Those who work in evaluation make a distinction between the terms effectiveness, efficacy, and efficiency. The effectiveness of a therapeutic or preventive agent or an intervention procedure is determined during its use in a defined population. Efficacy, on the other hand, is evaluated in terms of the benefit that such an agent or procedure produces under the conditions of a carefully controlled trial. Efficiency evaluation assumes that therapeutic or preventive agents and intervention procedures are effective and safe. Efficiency, therefore, concerns the assessment of resources in terms of money, human effort, and time.

**Characteristics of Epidemiological Evaluation**

The epidemiological evaluation of a health problem has special characteristics. First, the health problem is usually well defined. This means that the epidemiologist does not need to be deeply concerned with questions such as “Is there an epidemic?” Second, because the problem definition is clearer, epidemiological evaluation customarily has specific and explicit objectives that can be quantified. Third, a case definition for the health problem has often been formulated in detail before the epidemiologist begins field work. Finally, careful planning of an evaluation study is often essential, so that a complex set of study design issues need to be carefully addressed.

Epidemiologists evaluate a wide range of issues. An epidemic of an infection, such as measles, may require an evaluation of vaccine effectiveness. An unusual cluster of abnormal cytology reports may suggest either an unusual cluster of cancer cases or a problem with screening procedures for this condition. The epidemiologist may also evaluate therapeutic and preventive measures in carefully designed clinical trials in the community. Such measures may include an assessment of the effectiveness of media interventions in children, vaccine efficacy, or promoting healthy workplace behaviors. Epidemiologists may also evaluate programs intended to improve the health of entire communities, despite the specific method of intervention used, as is done in program evaluation. Worthwhile efforts like this have been made in controlling epidemics of infection and with programs to prevent unplanned pregnancy. In addition, carefully organized community trials have been used to evaluate the prevention of cardiovascular disease, nutritional deficiencies, and dental health problems.

The need for carefully designed clinical and community trials to evaluate prevention programs and agents has led some writers to characterize this as “experimental epidemiology.” The scientific desirability of carrying out randomized, blinded, controlled clinical trial of a therapeutic or preventive intervention is undeniable. Nonetheless, epidemiologists may need to evaluate health problems in communities that exist, because a presumably effective form of intervention did not adequately prevent or treat a health problem. This topic is discussed in connection with vaccine efficacy during outbreaks, when a randomized trial is not feasible either in terms of resources or the urgency of the immediate problem.

**Systematic Reviews and Meta-analysis**

Systematic reviews and meta-analysis are critically important tools to combine and synthesize the results of different research studies. Meta-analysis uses statistical methods to obtain a numerical estimate of an overall effect of interest. Its primary aim is to enhance the statistical power of research findings when numbers in the available studies are too small. It is more objective and quantitative than a narrative review.

In public health and clinical medicine, meta-analysis is often applied by pooling results of small randomized controlled trials when no single trial has enough cases to show statistical significance, but there are many examples of meta-analyses of observational studies.

Although meta-analysis is an important new tool for the epidemiologist, it has some pitfalls. First, the problems of bias take on...
new dimensions. One, called publication bias, results from the tendency of authors and editors to put studies into print that have positive findings in preference to those that show no association. In addition, authors tend to select or emphasize studies that confirm their own viewpoint by applying the criteria for inclusion in a meta-analysis that varies from one study to another, thereby supporting their own beliefs.

► APPLYING EPIDEMIOLOGY TO PUBLIC HEALTH

Epidemiology, as the scientific basis for the practice of public health, has important applications to resolving high-priority contemporary health problems. This closing section highlights three basic applications.

Epidemic Control

Epidemiology applied to the control of epidemics is still relevant to contemporary public health practice. While the AIDS pandemic is well recognized, epidemics of many other types also occur. A recent estimate, for example, indicated that several thousand epidemics occur in the United States each year.

Program Practices and Operations

Preventive health service programs that affect the health of large populations and geographic areas are also influenced by the work of epidemiologists. The package inserts for OC pills have information for women in their reproductive years that is taken directly from the findings of epidemiological studies. Safeguards against the risks of environmental and occupational exposures, such as those of radon, asbestos, vinyl chloride, and tobacco smoke, are based on epidemiological research. Immunization policy also rests on the scientific work of epidemiologists.

Policy Development

Epidemiology is essential to the development of scientifically responsible public health policy. Within the past decade and a half, the countries of North America have analyzed the health problems faced by their citizens and proposed important new approaches to policy development, focusing on nationwide health objectives. If these objectives are to be met, professionals throughout public health and preventive medicine will play essential parts. The role of epidemiology and its practicing professionals is, however, not always clearly recognized. Nonetheless, epidemiologists will be involved in carrying out every essential task of the profession. Surveillance will be required to provide a baseline description of the epidemiology of each health problem and the ways in which it changes and evolves. Investigations will be carried out in communities as unexpected clustering occurs of uncontrolled infections. In addition, emerging new infections, automotive and other vehicular injuries, suicides, homicides, workplace fatalities, disabling exposures to chemical and physical agents, and persisting problems of neoplasia and cardiovascular diseases continue to limit the quality of life. Analysis will uncover previously unknown risk factors and ineffective prevention measures. Evaluation will lead to the development of new community preventive services and improved clinical treatment. Effective communication will be increasingly important to epidemiology as complicated scientific studies influence the behavior of individuals and the laws and regulations that govern communities.

What evidence is there that epidemiology can have this kind of impact on the health of a population? The eradication of smallpox from our planet is one such bit of evidence. The role of epidemiology in this worldwide effort is now well documented. The development of the Planned Approach to Community Health (the PATCH process) has already begun to show how communities can use public health surveillance to define the baseline of the health problems they face. The provision of epidemic and epidemiological assistance by local, state, and national public health agencies illustrates the ways in which investigations influence public health. How the sum of all these actions influences health and the quality of living will be determined by the policies, programs, and practices through which they act. Epidemiology plays an important part in developing the scientific base for this kind of societal change. It seems fitting that epidemiologists also play a role in seeing that the outcome of these changes is a desired one.
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Ethics and Public Health Policy

Colin L. Soskolne • John M. Last

Nations, communities, professional organizations, and their leaders aspire to uphold values that are respected by the group as a whole. These values, at the core of group identity, set the tone for ethical conduct among group members. There is often concern about questions of “right” and “wrong,” with moral values, human rights, and duties pertaining to behavior as a member of the group. Norms of ethical conduct are sought for the group, anchored in its core values. In this way, professional organizations, like society at large, distinguish between acceptable and unacceptable conduct. Moral philosophy provides frameworks for dealing with beliefs and practices and provides the basis for ethical conduct.

Significant national public policy differences can be attributed to differences in national values. For instance, the United States was founded on libertarian values, while Canada was founded on egalitarian values. Many in the United States do not believe in taxation for the common good, whereas in Canada this value prevails. Hence Canada has a system of publicly funded universal access to health care, while the United States does not. Even so, there is substantial consistency among human communities regarding some aspects of conduct, for instance, almost universal taboos against murder and incest. But social or group values, behavior, and policies have differed widely over time and among civilized societies in such matters as infanticide, abortion, euthanasia, capital punishment, slavery, and child labor. Many people were relatively indifferent until recently to the integrity of life-supporting ecosystems and the environment on which all societies, indeed all humankind, are ultimately dependent for their health and well-being. As evidence mounts that human activities are endangering long-term sustainability, larger numbers of people are expressing concern, although rarely matching this with action to conserve the earth’s nonrenewable resources.

In Judeo-Christian and Islamic nations, many aspects of acceptable conduct derive ultimately from ancient roots, such as the Ten Commandments, whence evolved laws that have been codified to protect society’s members. These laws have established precedent for civilized social behavior. Translating science into laws that support policy has ethical dimensions. The range of ethical concern includes ensuring integrity in professional roles, the duty for community engagement in research, and communication practices among stakeholders and policy makers.

Educating students of public health in matters of ethics is now commonplace. This should help to produce more effective guardians of the public health, particularly as vested interests influence the roles of public health professionals and their ability to protect the public interest.

One approach to assessing the “rightness” or “wrongness” of an action, or of a proposed action, is the framework provided through the principle-based approach to ethical analysis. Other approaches, such as virtue-based and deontology or duty-based approaches have their place in ethical analysis. Another approach is casuistry, that is, the case-based approach. Like law, this draws on precedent to determine the ethical appropriateness of an issue under consideration. It is beyond the scope of this chapter to address all approaches, so we confine ourselves to the principle-based approach.

### PRINCIPLES OF BIOMEDICAL ETHICS

In Western industrial nations, many principles of ethics have descended from Aristotle, whose Ethics (fourth century BCE) discussed many actions aimed at achieving some good or desirable end. Aristotle’s concepts of ethics resemble in some ways the biblical precepts of the Old Testament and the teachings of Jesus of Nazareth. Aristotle’s philosophy and the Judeo-Christian beliefs were modified by John Stuart Mill and Immanuel Kant, whose names are associated respectively with theories of ethics called utilitarian (greatest good for the greatest number) and deontological (recognizing rights and duties to behave in certain ways, generally because they conform to religious beliefs or other widely held moral values).

Much of medical ethics is founded upon four principles, respect for autonomy, non-maleficence, beneficence, and justice.

**Respect for autonomy** refers to the individual’s right to self-determination and respect for human dignity and freedom. This includes the need to tell the truth (veracity) and to be faithful to one’s commitments (fidelity).

**Non-maleficence** refers to taking actions that will not result in harm, derived from the ancient medical maxim, *primum non nocere* (first, do no harm).

**Beneficence** refers to the need through one’s intended actions to do good, which members of the public health professions like to think is the main function of public health; although, sometimes we are viewed by others as “do-gooders,” interfering busybodies whose paternalist interventions are unwanted and sometimes resented.

**Justice** refers to social and distributive justice, requiring fairness in the distribution of risks and benefits, and to the need for equity and impartiality across all members of the greater community.

These four principles are upheld as far as possible in all aspects of decision-making in health care and public health. However, it is unlikely that all four principles can operate with equal weight in relation to every action to be considered. A natural tension operates among the four principles. The principle-based approach to ethical analysis allows us to be transparent in the rationale for our actions. In applying this approach to ethical analysis, we articulate our arguments for placing greater weight on one over other principles. Thus, in public health practice, when we must restrict an individual’s freedom (respect for autonomy) by confining an infectious person in the interests of justice, we justify this action because of our need to do good. In this example, the well-being of the majority would be at risk of exposure to infection if the infectious person(s) were not isolated, and in some instances, apparently healthy contacts were not quarantined.

In modern medical practice and research, many entirely new situations have arisen. Some are a consequence of advancing medical science (e.g., the problems presented by organ and tissue transplants, intensive care life support systems, genetic engineering, new reproductive technologies). Others are a result of changing social values. An example of changing social values, with important implications for medical ethics, is the increasingly widespread belief that women should be able to control their own reproductive systems, rather than have imposed upon them the view held sincerely by many people for religious or other reasons, that it is sinful to interfere with natural reproductive processes, whether to reduce the risk of pregnancy or to terminate an unwanted pregnancy. There is great variation in the extent to which individuals and groups in society regard interference with pregnancy as tolerable, sinful, or criminal. The variation may be related to conflict between a moral value (right to life) and a social value (freedom of choice). In the United States, few issues have led to such bitter and acrimonious argument. In other nations, a degree of amity has been achieved among proponents and opponents of reproductive choices for women.

In the United States, in 2004–2005, the administration attempted to reduce the effective weight of science in Advisory Committees on public health policy by advancing instead nonscientific notions founded on fundamentalist religious and neocconservative ideologies, despite protests from many leaders of scientific thought (http://www. uscusa.org/global_environmert/is/index.cfm). Some of these actions have been accompanied by use of pejorative phrases, such as “junk science,” in reference to such bodies of expert opinion as the Intergovernmental Panel on Climate Change. *Ad hominem* attacks on expert opinion have no place in scientific research or in its practice.

In the discussion that follows, the principles of respect for autonomy, non-malefice, beneficence, and justice are applied to show the principles of biomedical ethics rather than to rely on *ex cathedra* statements of “expert” opinion. However eminent the experts may be, *ex cathedra* statements are often flawed. Finally, in applying these principles the context, including local values and laws, are relevant and important for determining the most appropriate course of action.

### RIGHTS AND NEEDS: COMMUNICABLE DISEASE CONTROL

The concept of contagion has been recognized for centuries. Many communities have reacted to the threat of contagion by identifying persons suffering from “contagious” diseases and sometimes by segregating or isolating them. These customs date back to the leper’s bell and the lazaretto. Since the fourteenth century, the practice of quarantine has arisen; this led to development of procedures aimed at restricting freedom of movement of apparently healthy people in contact with persons thought to be contagious. These procedures were codified by Johann Peter Frank and subsequently reinforced by laws and regulations in organized societies all over the world.

Notifying cases of infectious disease means that individuals are labelled, and in practice this has often meant that they carry a stigma. Isolation and quarantine, of course, restrict freedom. Notification, isolation, and quarantine can be applied to individuals, to families, even to entire communities. These practices are widely accepted features of communicable disease control. Stigmatizing by notifying and restricting freedom infringes individual autonomy, but these practices are generally held to be necessary restrictions whose purpose is to benefit society as a whole.

Until recently, there has been little objection to measures aimed at controlling communicable diseases. The need of society for protection has been considered paramount over the rights of the individual. Until recently, there has been little objection to measures aimed at controlling communicable diseases. The need of society for protection has been considered paramount over the rights of the individual case or the contact. When smallpox, cholera, poliomyelitis, diphtheria were prevalent, few people questioned the actions of public health authorities who notified and isolated cases, quarantined contacts, sometimes severely infringing the freedom and dignity of entire families. Some diseases, for example, tuberculosis, carried considerable social stigma—which was worst of all in cases of syphilis. These features of communicable disease control have been tolerated because they were believed to be necessary for effective control.

Reactions to essentially the same phenomena, when they arise in relation to cases of AIDS and HIV infection, have been subtly different. The first wave of the AIDS epidemic in the United States hit hardest at an already stigmatized group, male homosexuals, who had
only recently been able to break free from age-old prejudices. The hostile reaction toward persons with AIDS among many members of “respectable” society was aggravated by homophobia and by exaggerated notions about how the infection could be acquired. Combined with the rising demand for equity and justice in dealing with minority groups in society, it heightened awareness of the need to provide health-care services with justice and equity for all.

Wide publicized instances of victimization of AIDS patients—homosexual men hounded out of their jobs, men of Haitian heritage and homophile children rejected by schools, even communities—aroused public opinion on the side of compassionate and humane management of these patients. A second wave of the epidemic affected intravenous drug users who shared needles, and this group did not attract so much sympathy, although, infants infected with HIV have generally been recognized as “innocent victims” of the epidemic. Health professionals should recognize when they are being swayed by such value judgements, and they must resist such pressures. Public health workers need to know and understand the behavior patterns associated with the transmission of HIV; without this understanding it is impossible to prepare effective strategies and tactics to control the HIV epidemic. Moreover, even if somebody contracts AIDS or HIV infection as a consequence of behavior that some members of the health professions might regard as a sin or a crime, we all have an obligation to apply our professional skills impartially and nonjudgmentally, especially in an emergency room setting. The only alternative is to make a referral to an otherwise competent professional for further care. The patient’s life cannot be left in jeopardy. These circumstances also can exert grave pressures on professionals. In Central Africa in the early years of HIV/AIDS, some health professionals were politically forced to leave their countries for writing about the AIDS problem in their countries.

The social reactions to AIDS and HIV infection have led to much discussion about ethical aspects of management. A diagnosis of HIV infection even to this day carries a grave burden of not only cost, but also of both stigma and concern for one’s life. The diagnosis, thus, must not be lightly made, nor the test for HIV antibody lightly undertaken: both voluntary testing and communicating the results of a positive test must be accompanied by careful counselling of all persons concerned, and their sexual or otherwise intimate partners. Health workers have a particular obligation not to discriminate against persons who are HIV antibody positive or who suffer from AIDS. The obligation of physicians and nurses to care for patients with HIV infection is no less than the obligation to care for patients with any other contagious disease. Moreover, HIV infection is considerably less contagious than conditions such as tuberculosis or streptococcal infection from which in former times many physicians and nurses died after being infected by patients.

For epidemiologic surveillance, public health authorities need data on the prevalence of HIV infection. The World Health Organization and many national authorities agree that unlinked anonymous HIV testing is the best way to generate prevalence data. Aliquots of blood, taken for other purposes from large representative populations, are tested for HIV antibody after all personal identifiers have been removed. Suitable populations include pregnant women and newborn infants.

In the United Kingdom and in the Netherlands, it was held for a time that anonymous unlinked testing is unethical, because identifying and counselling cases and their sexual partners was regarded as a higher moral responsibility than determining community-wide prevalence trends. In some developing nations, where prevalence of HIV infection is very high, public health authorities have taken a different view: they believe that the need for prevalence data is urgent enough to justify compulsory testing—but as neither treatment nor counselling are feasible in some countries, results of the tests are withheld even from persons found to be HIV antibody positive.

The rules that have evolved regarding testing and reporting for AIDS and HIV infection are a variant on rules and procedures for identifying, notifying, and initiating control measures for other sexually transmitted diseases, or indeed for many other forms of communicable disease. These rules are not draconian. With the exception of Cuba, where HIV antibody positive persons were for some years subject to enforced quarantine, there have been no serious intrusions on personal liberty. There are other severe sanctions: restrictions on employment, life and health insurance, freedom to move from one nation to another (it makes no epidemiologic sense and violates human rights, but HIV antibody-positive aliens are denied entry visas to the United States and to some other countries).

Many monographs on AIDS include extensive bibliographies on its ethical dimensions. Not only are human rights and legal arguments appropriate in deciding the handling of any new contagion, but the best available knowledge on how transmission does and does not occur needs to be brought to bear when conducting an ethical analysis. Ultimately, consideration of the four principles will require that we do more good than harm. Stigmatization and the threat of stigmatization can serve to cause great public health harm simply by virtue of pushing behaviors underground and not allowing access for controlling the spread of infection. Supportive and compassionate environments likely always result in better control than do oppression and stigmatization. Several physicians who have been at the forefront of work on HIV/AIDS epidemiology and control have written and spoken widely about the related issues of ethics and human rights.

INDIVIDUAL RIGHTS AND COMMUNITY NEEDS: ENVIRONMENTAL HEALTH

The rights of individuals have to be balanced against the needs of communities in other respects, besides control of communicable diseases. Most orderly societies have laws or regulations aimed at protecting people against tainted foodstuffs, unsafe working conditions, and unsatisfactory housing, though the strength of these laws and regulations varies very variable and enforcement is often lax. Frequently, it is necessary for aggrieved parties to resort to litigation before an issue can be resolved. Community values and standards have lately shifted toward greater control over environmental hazards to health, reflecting widespread and growing concern about our deteriorating environment. In Canada, the Law Reform Commission proposed strict legal sanctions to protect the public from the consequences of “crimes against the environment” but a code of environmental ethics, such as that proposed by Bankowski, would be a better solution: those who pollute the environment harm themselves as well as everybody else, so it is in everybody’s interest to follow the edicts of such a code. The question of whether environmental health is a basic human right is being debated. Sometimes health is adversely affected by environmental conditions, but correcting these conditions may have unpleasant economic repercussions, such as massive unemployment, and may be opposed by the people whose health is threatened. Public health specialists then are in the situation portrayed by Dr. Stockmann in Ibsen’s play, An Enemy of the People. It is difficult to decide the best course of action in such situations, but a useful guideline is to consider the ethical principles of justice and non-maleficence: what is the fairest way to deal with the situation? Which of the competing priorities will harm the fewest people over the longest period?

The Bush administration has significantly weakened laws and regulations on environmental and occupational health and safety, for example, relaxing standards on arsenic in drinking water, air quality emissions, and much else in response to political and ideological pressure from its supporters, despite strong scientific evidence of the harm this can do. Transnational corporations, with tacit or occasionally explicit support from some national governments and the World Trade Organization, have often attempted to weaken or emasculate aspects of public health laws and regulations aimed at protecting the population from unnecessary occupational and environmental health risks. Such actions are motivated by desire for greater profits and are opposed by advocacy groups for public health and environmental protection. Public health scientists, notably epidemiologists, toxicologists, and environmental scientists, not infrequently are drawn into decision-making discussions with legislators, often with considerable
media attention. In such circumstances, it is the ethical duty of all public health scientists to uphold the public good and to avoid doing the bidding of corporations whose primary raison d’être has become one of making profits for their shareholders.

**RISKS AND BENEFITS**

Faced with an outbreak of smallpox in 1947, the public health authorities of the City of New York vaccinated about five million people in a brief period of six weeks or so. The human costs of this were 45 known cases of postvaccinal encephalitis and four deaths—an acceptable risk in view of the enormous benefit, the safety of a city of eight million, among whom thousands would have died had the epidemic struck, but a heavy price for the victims of vaccination accidents and their next of kin.

Similar risk-to-benefit ratios have to be calculated for every immunizing agent. Consider measles: there is a risk somewhere between one in a million and one in five million of subacute sclerosing panencephalitis (SSPE) as an adverse effect of measles vaccination. Measles is close to elimination from North America (despite recent flare-ups). If we continue to immunize infants against measles after its elimination, there will be an occasional case of SSPE or some other unpleasant adverse consequence, perhaps an episode with many cases of septicaemia from a contaminated batch of vaccine. This fact, and the cost of measles vaccination in face of competing claims for other uses of the same funds, is an incentive to stop using measles vaccine; but the risk of stopping will be the return at some later date of epidemic measles, perhaps not until there is a large population of virgin susceptibles. History could repeat itself: mortality rates as high as 40% occurred when measles was introduced into the Americas by European colonists several hundred years ago. High death rates would be unlikely in the era of antibiotics, but the morbidity and complication rates would be troublesome in a non-vaccinated population. Similar risk-cost-benefit debates arise in relation to other vaccine-preventable diseases, and the risks of adverse reactions to most other immunizing agents are greater than the risks of measles vaccine, but the risks of not immunizing are almost always greater.

One duty of all who conduct immunization campaigns is to ensure that everybody is aware of the risks as well as having the benefits clearly explained to them. In short, informed consent is an indispensable prerequisite. This becomes especially important when children are not admitted to school until their parents or guardians can show evidence of immunization, that is, when immunization is mandatory rather than voluntary.

In the United States and some other countries, the threat of litigation in the event of vaccination mishaps is a deterrent to immunization procedures, even a threat to the manufacturers of vaccines. But health-care providers can be sued for negligence if they fail to immunize vulnerable persons or groups, as well as for damages if there are adverse reactions—a Hobson’s choice. In Britain, France, Switzerland, New Zealand, and some other countries, the threat of litigation has been removed by legislation providing for a standard scale of compensation for accidents and untoward effects associated with immunization programs. A bill with similar provisions was enacted by the United States Congress in 1986, but must be matched by comparable provisions at state level before it can be implemented and as of 2005 that has not been fully achieved (http://www.usdoj.gov/civil/torts/const/vicp/about.htm).

**Acceptable Risks**

In many other situations we trade risks against benefits. The use of diagnostic radiography (x-rays) is an example. The epidemiologic evidence demonstrates that a single diagnostic dose of x-ray may harm the developing human fetus. But, there are medical conditions in which this small and distant future risk is acceptable because the alternative is a larger and more immediate risk, such as serious complications of untreated renal disease. Diagnostic imaging techniques, such as ultrasound, have removed what was previously a difficult clinical decision when x-rays were the only resort of the obstetrician who suspected fetal malposition or disproportion, but diagnostic x-rays remain the best procedure for some conditions.

Health administrators and hospital staff members also accept the small risk of malignant disease among radiographers and other health workers occupationally exposed to x-rays, and the risk of fetal loss among operating room staff exposed to waste anesthetic gases—but not all the occupationally exposed individuals are informed of this admittedly small risk, as they ought to be by those in positions of responsibility.

**Mass Medication**

Risk-benefit calculations are required for all forms of mass medication, not only for immunizations. The possibility of adverse effects or idiosyncratic reaction always exists. The opposition to fluoridation of drinking water is based in part on the unfounded fear of cancer or some other terrible disease as a consequence. The apparent association between fluoridation and cancer has been shown by epidemiologic analysis to be spurious; although the debate has continued, because opposition to fluoridation is based mainly on emotional and political grounds rather than on science. Indeed, this is a political rather than a public health issue, in which the catch-phrase of the antifluoridation movement—“keep the water pure”—is difficult to rebut. Other political arguments with some ethical foundation rest on the claim that fluoridation is a paternalist measure, inflicted upon the population whether they like it or not. According to this argument, people in a free society should be able to choose for themselves whether to drink fluoridated water. Responsible adults can choose, but for infants and small children, fluoridated drinking water makes all the difference between healthy and carious teeth. Using the ethical principle of beneficence, public health authorities argue that infants and small children should receive fluoride in sufficient quantity to ensure that their dental enamel can resist cariogenic bacteria. However, this is seen by some as an obsolete paternalistic approach to the problem of dental caries in children.

Some people have a genuine conscientious objection to mass medication such as fluoridation of drinking water or immunization of their children against communicable diseases. Opting out can be difficult. Opting out of fluoridation means the trouble and expense of using special supplies of bottled water. To opt out of immunization can mean exclusion of one’s children from schools that make entry conditional on producing a certificate testifying to successful immunization. Such a certificate testifies to successful immunization. Such a certificate testifies to successful immunization. Children, it can be argued, should not be exposed to risks because of their parents’ beliefs. In many jurisdictions, courts have intervened to save the lives of infants and children requiring blood transfusions that their parents object to for religious reasons; but, the circumstances are different when immunizations are offered to healthy children with the aim of protecting them against diseases that are rare anyway. This is a difficult dilemma when the immunizing agent has adverse effects. The principles of beneficence and non-maleficence appear to cancel each other out in the debate about at least some vaccines; there remains another argument based on the principle of justice or equity: all infants deserve the protection of vaccines, even though a small proportion of infants may be harmed.

**Privacy and Health Statistics**

Many people are troubled by the thought that intimate information about them is stored in computers, accessible in theory to anyone who can operate the keyboard. Of course, the same information has long existed in narrative form in medical charts, where it was as easily accessible to unauthorized readers as it now allegedly is to unauthorized computer operators. As many as a hundred people are authorized
to make entries in the hospital chart of the average patient in an acute short-stay general hospital bed, and all must read the chart if their entry is to make sense in context. In this respect, the confidentiality of the physician-patient relationship, the cornerstone of the argument for privacy, is a myth.20

Computer storage and retrieval of health-related information greatly enhances the power of analysis to reveal significant associations between exposures and outcomes. Much of our recently acquired knowledge about many causal relationships has come from routine analyses of health statistics and from epidemiologic studies that have made use of existing medical records. Examples include the associations between rubella and birth defects, cigarette smoking and cancer, exposure to ionizing radiation and cancer, adverse drug reactions such as the thromboembolic effects of the oral contraceptive pill, excess deaths from use of certain antiasthmatic drugs, and so on.

Community benefit outweighs any harm attributable to invasion of privacy, especially as that harm is theoretical—respect for autonomy remains intact. In some nations, for example, Sweden and Australia, government-appointed guardians of privacy oversee the uses of medical and other records when these are requested for research purposes. Resistance to use of routinely collected medical records for epidemiologic analysis has come not only from guardians of privacy, but also from special interest groups who would prefer that inconvenient facts should not be disclosed. Industrial corporations sometimes have tried to prevent disclosure of the adverse effects of occupational or environmental exposures, which it has not been in their financial interests to have widely known. Even governments that ought to have the public interest as their first priority have been known to suppress information derived from analyses of health statistics when it is politically inconvenient for such information to be publicized. Public health workers and epidemiologists must be alert to the risk of these forms of “censorship” and must be prepared to defend access to sources of health-related information.

Applying the principle of beneficence, it is desirable not only to maintain data files of health-related information, but to expand them. Available ideas as well as available information should be used for the common good, while simultaneously respecting the individual’s right to privacy. Statistical analysis of health-related information has been so convincingly demonstrated to be in the public interest that there is no rational argument against continuing on our present course and expanding further the scope of these activities. This argument applies with particular force to the use of linked medical records, potentially the most powerful method of studying rare diseases and those with very long incubation times.

In the mid-1990s, the European Union issued a privacy directive that would have all but excluded any potential for the conduct of linkage studies. Powerful logical arguments presented by advocates for epidemiologic and social research led to modification of the European Union directive to allow access to personal information for public health-related research.21

Health workers have an obligation to respect the confidentiality of the records that they use. Irresponsible disclosure of confidential details that can harm individuals is not only unethical, but can arouse public opinion against collection and use of such material. Properly used, health statistics and the records from which they are derived do not invade individual privacy. As Black22 has pointed out, the argument that individual rights are infringed in the interests of the community is an example of a “false antithesis”—the rights of the individual are congruent with the needs of the community, not in conflict, because as a member of the community, every individual benefits from analyses based on individual health records.

Generally, the law reinforces this ethical position while upholding respect for autonomy by safeguarding privacy. For example, a U.S. Court of Appeals ruled in favor of preserving the confidentiality of medical records used by the Centers for Disease Control and Prevention in an epidemiologic study of toxic shock syndrome attributed to the use of certain varieties of vaginal tampon. Lawyers for the manufacturer of these tampons had tried to subpoena the records so that they could call the women as witnesses and presumably challenge their testimony. The court ruled that it would not be in the public interest to establish a precedent in which records of epidemiologic importance could be used in this sort of adversarial situation; this would be a deterrent to those aspiring to conduct future epidemiologic studies, and to participants in such studies.23 However, in 1989 a U.S. Circuit Court ruled in favor of a tobacco company, granting access to clinical records that had been the basis for another epidemiologic study.24 The issue of confidentiality of medical records, and their subsequent use for epidemiologic analysis, remains open; the potential threat that courts may grant access to hostile interest groups is a deterrent to patients if they are asked to give informed consent to the use of their medical records for epidemiologic study, and to epidemiologists, unless this matter can be clarified. In 1990, the Society for Epidemiologic Research agreed, after much debate, that research data should be shared with outside parties who might wish to reanalyze raw data.25 Reasons for reanalysis ought not to influence the right of access.

With the introduction of the Personal Information Protection and Electronic Documents Acts (PIPEDA) in Canada and their equivalents in other countries, much concern for access to health information has resulted.26 In the U.S., the Health Insurance Portability and Accountability Act (HIPAA) was signed into law on August 21, 1996. Effective April 14, 2003, this Act requires that covered entities secure confidentiality documentation from researchers before disclosing health information. However, negative consequences of this legislation for the conduct of epidemiologic research have been noted.27

Informed Consent

The process and procedures for obtaining informed consent28 should be clearly understood by all engaged in health research and practice. The process consists of transfer of information and understanding of its significance to all participants in medical interventions of all kinds, followed by explicit consent of the person (or responsible proxies) to take part in the intervention. The task of informing is important; someone senior and responsible should conduct it. The obtaining of informed consent should not be delegated to a junior nurse or a medical student.

Consent is usually active, that is, agreement to take part; sometimes it is passive or tacit, that is, people are regarded as taking part unless they explicitly refuse. Consent need not be written: the act of offering an arm and a vein for the withdrawal of a sample of blood implies consent; the essential feature is in the understanding of the purpose for which the blood is being taken. Concepts of respect for autonomy vary. In some cultures, patients regard their personal physician as responsible for decisions about participation; in other cultures, a village headman, tribal elder, or religious leader is considered to have responsibility for the group, in which individuals do not perceive themselves as autonomous. Nonetheless, each individual in such a group should be asked to provide consent to whatever procedure is being conducted as part of a public health intervention or epidemiologic research project.

An egregious violation of informed consent was the Tuskegee Experiment where, over several decades, the natural history of syphilis was investigated. In conducting this research, approvals by United States’ government agencies allowed an experiment to continue without the need to disclose to participants (predominantly black citizens) the diagnosis of syphilis so that newer treatments could have been administered. The overriding interest of the experiment dominated decision-making, namely to see what the effects of untreated syphilis would do to the men enrolled in this prospective cohort study. The wrong done to the victims was belatedly recognized and on May 16, 1997, President Clinton publicly apologized to one of the last survivors for what had happened to him and other victims of this unprincipled experiment (http://www.med.virginia.edu/hs-library/historical/apology/whouse.html). A teaching module based on this experience is provided at http://www.asph.org/UserFiles/Module2.pdf.
Obligations of Epidemiologists

The Helsinki Declaration and its revisions\(^{29}\) govern the conduct of all health workers in contact with people. This Declaration calls for respect for human dignity (autonomy), avoiding harm to people, and equity in dealing with people.

The obligation of epidemiologists to respect the Helsinki Declaration is inviolable. However, sometimes epidemiologists are dealing not with individuals but with the aggregated records of very large populations; it is not then feasible to obtain the informed consent of every individual whose records have contributed to the statistics.\(^{30}\) Sometimes the records are those of deceased persons. Epidemiologists are then expected to abide by a code of conduct such as that formulated by the International Statistical Institute for official statisticians.\(^{31}\) This is made formal in many nations by requiring those who work with official records to take an oath of secrecy. However, in some countries, for example, Sweden, France, West Germany, there have been public and political concerns about access to and use of official statistics such as death certificate and hospital discharge data. There have even been proposals to respect the privacy of the dead by withholding from death certificates the cause of death when the cause carries a stigma such as AIDS, although the motivation may really be to avoid embarrassing next of kin.

Although respect for privacy is a paramount concern of epidemiologists in both surveillance and research, sometimes privacy must be invaded, for example, when sexual partners must be traced as part of control measures for sexually transmitted diseases. Individual integrity, if not autonomy, is respected by obtaining informed consent whenever possible to these invasions of privacy. The Canadian Institutes of Health Research (CIHR) embarked on a major initiative to examine the role of secondary use of information in health research. A report was produced in 2002 documenting the utility of epidemiologic enquiry to great public advantage.\(^{32}\)

► ETHICAL RESEARCH AND ETHICAL PRACTICE IN THE PUBLIC HEALTH SCIENCES

The focus of this chapter is on ethics related to research with some implications for ethical public health practice. The difference is the distinction between data-driven research and the application of research findings to public health practice. Public health surveillance and epidemic investigation are often in a grey area, partly research and partly practice. Program evaluation is considered to be an aspect of routine public health practice, although here too there may be grey areas.

Since the 1980s, procedures have evolved for reviewing research proposals that are funded by public agencies and some other sources. While there are no formal ethical review requirements for much research funded privately (for example, for research undertaken by pharmaceutical or industrial corporations), academic researchers involved in such research are required to submit their research intentions to ethical review by the academic institution with which they are affiliated. While no formal ethical oversight procedures exist for public health practice, public health practitioners must be concerned about interventions when there is no scientific basis for their existence. Public health action in the absence of evidence may be unethical.

Policy Statements, Guidelines, and Codes of Conduct

Since its inception over 100 years ago, the American Public Health Association has issued a steady stream of policy statements dealing with every aspect of public health practice and science. A policy review (http://www.apha.org/ Search on legislative policies) shows that a great many have had ethical dimensions, touching on issues including autonomy, informed consent, beneficence, non-maleficence, truth telling, integrity, conflicts of interest, equity, and justice, in both general and specific terms, in relation to a host of specific issues and problems. In the early 1990s, APHA began to develop guidelines for the ethical practice of public health. These were adopted by the APHA Governing Council in April 2002 and continue. (Search “ethical guidelines” at http://www.apha.org.).\(^{33}\) Other public health organizations similarly have a long history of concern about ethical aspects of public health science and practice. In the United States, the Public Health Leadership Society published Principles of the Ethical Practice of Public Health in 2002 (see http://www.phls.org). This document relates 12 ethical principles to the 10 essential public health services discussed elsewhere http://www.phls.org/docs/PHEthicsbrochure.pdf.

Ethics Guidelines for Epidemiologists

Several ethical problems have preoccupied many epidemiologists,\(^{34,35}\) who have devoted much effort to defining the issues and formulating appropriate responses. Groups that have discussed or developed guidelines include the Society for Epidemiologic Research,\(^{36}\) the Industrial Epidemiology Forum,\(^{37}\) the Swedish Society of Public Health Research Workers,\(^{38}\) the Australian Epidemiological Association, the International Epidemiological Association,\(^{39}\) the International Society for Environmental Epidemiology,\(^{40}\) and the American College of Epidemiology.\(^{41}\) Most epidemiologic studies, whether for public health surveillance or for research, involve human subjects (participants) who must therefore abide by the Helsinki Declaration and its revisions, respecting human dignity. Research and surveillance must not harm people,\(^{42}\) and informed consent is usually a sine qua non.

Ethics Review

A mandatory requirement for funding of all research involving human participants as subjects in research studies is that the research proposal must demonstrate on critical appraisal by expert reviewers that it complies with ethical requirements. In the United States, all research supported by public funds and almost all supported by private foundations or other sources must be reviewed by an Institutional Review Board (IRB). The same procedures exist in all the countries of the European Union and most, if not all, other countries in the developed world. IRBs in the United States and their equivalents elsewhere are made up of members from the scientific community, one or more experts on biomedical ethics, and lay members from community groups (frequently the members include a lawyer and a representative of one or more religious groups). Ethical review includes scrutiny of the scientific merits of a research proposal, because poor quality scientific research design is ipso facto unethical; but obviously the main thrust of the review is directed at examining whether the proposed research is ethically acceptable. The criteria for acceptability are rigorous, spelled out in detail in published manuals produced in the United States by the National Institutes of Health (http://ohsr.od.nih.gov/guidelines/graybook.html and http://ohsr.od.nih.gov/guidelines/guidelines.html), in Canada by the three principal national research-granting agencies (http://www.pre.ethics.gc.ca/english/pdf/TCPS%20June2003_E.pdf), in the United Kingdom by the Medical Research Council (http://www.nature.com/cgi-taf/DynaPage.taf?file=naturejournal/v352/n6338/full/352746b0.html&filetype=pdf,http://www.york.ac.uk/res/ref/kb.htm, http://www.dh.gov.uk/PolicyAndGuidance/ResearchAndDevelopment/ResearchAndDevelopmentAZ/ResearchEthics/fs/en/?CONTENT_ID=4094787&chk=5GkN4Q, and http://www.corec.org.uk/), and in other nations by agencies of comparable stature. The Council for International Organizations of the Medical Sciences (CIOMS) has produced an over-arching series of internationally approved guidelines for ethical review of biomedical research, including research in all public health sciences involving the participation of human subjects, as well as similar ethical guidelines for research with animal subjects (http://www.cioms.ch/frame_guidelines_nov_2002.htm).

The features of research proposals assessed in ethical review, in addition to scientific merit, include evidence of compliance with requirements for informed consent, absence of conflicting interests,
TABLE 3-1. REQUIRED ELEMENTS IN AN INFORMED CONSENT FORM

- A statement that the study involves research.
- An explanation of the purposes of the research.
- An explanation of the expected frequency, type of activities or procedures, and duration involved in the subject’s participation. A description of the procedures to be followed.
- Identification of any procedures which are experimental.
- A description of any foreseeable risks or discomforts to the subject.
- A description of any benefits to the subject or to others, which may reasonably be expected.
- A statement describing the extent, if any, to which confidentiality of records identifying the subject will be maintained.
- For research involving more than minimal risk, and explanation as to whether any compensation and/or medical treatments are available if injury occurs and, if so, what they consist of, or where further information may be obtained.
- An explanation of whom to contact for answers to questions about the research and subjects’ rights, and whom to contact in the event of a research-related injury.
- A statement that participation is voluntary, refusal to participate will involve no penalty, and the subject may discontinue participation at any time.
- Consent form is written in uncomplicated language appropriate to the subject population’s level of comprehension.
- A statement regarding any financial interests the researchers may have in the particular study or research program.
- Note: Additional consent requirements may apply for research involving certain populations (i.e., assent forms may be required for minor subjects, translated consent forms are required for subjects who speak a different language).

Impartiality and Advocacy

Epidemiology, like all sciences, strives for objectivity, so it ought to be impartial. Often, however, epidemiologic findings reveal dangers to health that require activist campaigns aimed at changing the status quo; sometimes in direct opposition to established custom and social, economic, commercial, industrial, political interests and institutions. The discovery that smoking causes lung cancer is a good example that now has, after some 50 years of disinformation, been brought to a close: the epidemiologists who identified this massive public health problem became advocates for better health and opponents of the tobacco industry, and of the many institutions of society that encouraged the use of tobacco. Advocacy and scientific objectivity are uneasy bedfellows; and epidemiology is not “value-neutral.” In many situations, since the early days of the controversy about the connection between smoking and lung cancer (long ago resolved and no longer a controversy) public health workers in general, and epidemiologists in particular, have had to wrestle with the problem of reconciling impartiality with advocacy of measures to enhance health. Despite this, epidemiologists for hire have promoted the interests of the tobacco companies.54–56 These mercenary colleagues have helped to perpetuate an epidemic of tobacco-related premature death and morbidity worldwide for five decades.57 This conduct persists not only in relation to tobacco, but in relation to other environmental toxicants.48

Standards of scientific rigor in biomedical research have risen considerably in recent years, but episodes of gross violations occasionally come to light. One form of flawed research is sometimes on the indistinct boundary between sloppy, careless science on the one hand, and, on the other hand, outright fraud that can occur when data are altered after the fact, or when some observations in a series are discarded. Serious violations of research ethics range all the way from sloppy research protocols to misrepresentation and gross scientific fraud. There has been enough serious skepticism and concern about serious violations of research ethics to prompt the Institute of Medicine of the National Academy of Science49 to issue guidelines that include a requirement, increasingly often mandatory, for rigorous observance of protocols, maintenance and preservation of research log-books, and other measures aimed at deterring such unethical conduct and facilitating its detection when it occurs. Integrity in science requires us to condemn plagiarism, fabrication, and the falsification of data. In the late 1980s, the United States Public Health Service established an Office of Scientific Integrity (OSI). The name subsequently changed to the Office of Research Integrity (ORI), which promotes integrity in biomedical and behavioral research supported by the U.S. Public Health Service at about 4000 institutions worldwide. ORI monitors institutional investigations of research misconduct and facilitates the responsible conduct of research through educational, preventive, and regulatory activities. Any person applying for funding-support from the U.S. Government to conduct research must be attached to an organization that has in place mechanisms for addressing even allegations of scientific misconduct.58,59

Conflicts of Interests

Conflicts of interests have worried several professional associations in the United States and other countries. Concern has arisen because of some high-profile episodes. For example, research that had been completed and submitted for publication has been “leaked” to an industrial corporation or pharmaceutical company, which has then hired its own scientists, paying a fee to encourage criticism aimed at discrediting the work even before it is published. In several instances, pressure was applied with the aim of preventing publication of results that might have proved to be damaging to commercial interests. It is not known how often research on aspects of the public health has been “censored,” that is, withheld altogether from publication, because of intimidation, bribery, or more subtle pressure; nor is it known whether similar situations have arisen in other fields of science. This and related problems have preoccupied biomedical science editors56 and are frequent topics of discussion and debate on the Listserv of the World Association of Medical Editors, which has published edited transcripts of some of these discussions on its website (http://www.wame.org). Problems attributable to interference with free publication of research findings are much more widespread and more serious than the high-profile crimes of scientific fraud and plagiarism and require wider public disclosure than they usually receive.

Population Screening

Screening is the application of diagnostic tests or procedures to apparently healthy people with the aim of sorting them into those who may have a condition that would benefit from early intervention, and those...
who do not have the condition. An ideal screening test would sort people into two groups, those who definitely have and those who definitely do not have the condition. In our imperfect world, screening tests sometimes yield false positive or false negative results. A false positive test exposes individuals to the costs and risks of further investigation and perhaps unnecessary treatment, and imposes economic burdens on the health-care system that would better be avoided. A false negative screening test result could have disastrous consequences if persons suffering from early cancer are incorrectly reassured that there is nothing wrong with them. An important use for epidemiology is the calculation of false positive and false negative rates, and the predictive value of screening tests; these calculations must be borne in mind when deciding whether it is ethical to apply a particular test as a population screening procedure. For example, if a condition has a prevalence of less than 1 in 1000, the test costs $3 per person and the predictive value of a positive test is less than 80%, we could question whether the use of resources for the screening test is ethically as well as economically acceptable.

Moreover, screening for evidence of inapparent disease is an explicit action by specialists in preventive medicine aimed at intervening in ways that can change the lives of people who previously thought themselves to be well. Such persons can react in several ways to the knowledge that they have a disease or condition requiring treatment; they may assume a “sick role”—develop symptoms, lose time from work, become unduly worried about themselves.5 Some people who previously considered themselves to be healthy may perceive as gratuitous or paternalist the intervention of the well-meaning specialist who found something wrong—especially if the intervention makes them feel worse, as treatment for hypertension may do. Questions of medical etiquette as well as ethics can arise. Screening programs are often conducted by staff in public health rather than personal health-care services. It is essential for public health workers to communicate results to personal physicians responsible for the care of individuals with positive tests. At the very least, a positive test result can arouse anxiety (though it can also allay anxiety); it often leads to inconvenience, expense, sometimes to discomfort, distress. A false positive test result can lead to needless anxiety and expense. Counseling must be carefully planned and built into all screening programs to ameliorate anxiety. This is an ethical imperative.

More complex questions and moral ambiguities arise in genetic screening and counseling. For instance, among others, genetic screening for Huntington’s disease, Tay-Sachs disease, and Duchenne’s muscular dystrophy is feasible.54 In Huntington’s disease, a positive screening test result has appalling implications for the person concerned, though early experience with volunteers from high-risk families has suggested that many prefer to know than not to know their status (http://www.dartmouth.edu/~cbbc/courses/bio4/bio4-1997/LindseySternberg.html). If Tay-Sachs disease, Duchenne’s muscular dystrophy, or other genetic defects, including cystic fibrosis, are detected on screening early in pregnancy, termination is regarded by many authorities as the most humane action.44,55 (http://www.biomedcentral.com/1472-6939/2/3)

### HEALTH EDUCATION/HEALTH PROMOTION

Public health workers regard health education with enthusiasm: what could be more beneficial than providing information about risks to health and actions that could be taken to reduce these risks? Such actions encourage all to take greater responsibility for their own health. Often laws or regulations act synergistically with such forms of health education as advice about immunizations and admonitions against tobacco addiction. But other issues arise when health educators, with or without the help of laws or regulations, seek to control addiction to tobacco or alcohol use. Some civil libertarians hold that everyone has a right to use alcohol or tobacco. This may be true, so long as their use does not harm others, such as children of smoking parents or road users who may be killed or maimed by impaired drivers—which unhappily is all too often the case.

At the other extreme are those who would prohibit alcohol use altogether and would indict smoking parents or pregnant women for child abuse. Economic interests and the well-being of communities dependent on the alcohol and tobacco industries, it is argued, also have to be taken into account in deciding how to deal with the public health problems associated with tobacco and alcohol use. These are complex economic and political as well as ethical questions. No cash crop is as lucrative as tobacco, and in many parts of the developing world as well as in the United States, tobacco has replaced food crops. Worse, in Africa, trees are being depleted to provide fuel for flu-cured tobacco, contributing to the advance of deserts.57 These facts, as well as the annual world-wide toll of tobacco-related premature deaths, provide strong support for the argument that the economic well-being of tobacco-producing communities is best safeguarded by converting to food crops as rapidly as possible. The ethical principles here are beneficence and justice—and the battle against maleficence.

When to bring public attention to new scientific evidence poses ethical questions for scientists in public health. Prematurely alarming the public with consequent harms (such as fear, decline in property values, and the like) has to be weighed against respect for autonomy. At what point is it appropriate to disclose scientific findings and with what degree of confidence? These are challenging problems, best dealt with by open discussion among experts on a case-by-case basis. It is impossible to formulate a general rule to cover all situations. Sometimes, courageous individuals in government or industry disclose evidence of actual or potential harm even at the risk of harsh disciplinary action by their employers. They are the whistle-blowers, and in most countries, including the United States, they are vulnerable despite legislation that might protect them from wrongful dismissal. The ethical or moral problem here applies to their employers and elected officials who allow them to suffer when in a just world they would be rewarded for drawing attention to the risks or harms to the public that they have disclosed.

### Occupational Health

Specialists in occupational health deal with several constituencies, among which there is sometimes an adversarial relationship: management and shareholders, workers, government regulatory agencies, public interest groups. It is essential to deal impartially with all. Although often paid by industry, physicians who provide occupational health services have an obligation to preserve the confidentiality of individual workers, revealing only facts that are essential for management to know about workers’ health, and then only after obtaining informed consent to release such facts. They have an equal obligation to inform workers of hazards to which they may be exposed in the course of their work—an obligation reinforced by “right-to-know” legislation. The American Occupational Medical Association in 1976 published a Code of Conduct covering these and other aspects of behavior in relation to workers’ health. The International Labour Office has also addressed codes59 in its fourth edition of the *Encyclopedia of Occupational Health and Safety*.

### Population Policies and Family Planning Programs

All nations have population policies, sometimes explicit, more often implicit. These policies range from encouragement of couples to have or refrain from having children, commonly with related laws or regulations on access to and use of contraceptives, to vaguely visualized policies implied by the appearance in popular newspapers and women’s magazines of articles on birth control that contain statements about methods and their efficacy. Most western nations provide government subsidies to support family planning clinics that are accessible without charge to women with low or no income.

There are considerable international variations, however, in the constraints on access to such clinics by girls near the age of puberty who are or may soon become sexually active. There are also great variations in the nature and extent of sex education, especially education about contraception, and in access to effective contraceptive
methods. Predictably, these variations are associated with correspond-
ing international variations in pregnancy rates.60

Some nations, notably the two most populous, India and China, and one of the most crowded, Singapore, have provided strong eco-
nomic incentives or even introduced coercive measures (disincenti-
tives), such as enforced sterilization or abortion, aimed at restricting the perceived alarming rate of population growth. Other nations have adopted pronatalist policies when their leaders have perceived a threat of being overwhelmed by extraneous population groups.

In all nations that have government-supported family planning programs, public health workers are directly involved in day-to-day management and have the task of implementing government policies. Even if these policies are implicit rather than explicit, their general direction is usually clear. In a free society, however, public health workers have an obligation to consider each patient or client as an individual with her own unique life situation, problems, and requests, not just another case to whom the policies being promoted officially at the time must necessarily apply. The aspirations of women and couples to have or refrain from having children are powerful and very personal. Staff members of family planning clinics have an obligation to offer advice and treatment, and an equally important obligation not to enforce their own or official views on individual clients.

► EQUITY AND JUSTICE IN RESOURCE ALLOCATION

Public health is inherently concerned with the fourth of the four principles: justice. The fair and equitable distribution of scarce resources to protect, preserve, and restore health is the domain of public health. Public health workers, therefore, frequently become advocates for health-care systems that provide access to needed services without economic or other barriers. Historically, public health workers have often provided the impetus to establish some sort of social security system with unimpeded access to health care for all members of soci-
ety, regardless of income, with access based only on need. In almost every nation that has social security, public health workers are promi-
nent among the organizers and administrators. Moreover, if health services are offered to population groups that do not attract fee-for-
service practice, these are often run by staff from the public health ser-
dices. When analysis of health statistics reveals regions or districts and population groups that have unmet needs, public health workers often take the initiative to meet these needs.

The principle of justice (i.e., equity) goes further. The allocation of funds for health care is often based on political or emotional grounds, and on the ability of eloquent and aggressive advocates for glamorous high-technology diagnostic and therapeutic services to promote these interests. Funds sometimes are allocated for expensive equipment and devices, perhaps on dubious grounds, while badly needed public health services such as water purification plants in need of renovation, or logistic support for immunization programs, go without funds. It is an ethical imperative for public health workers to be as aggressive as circumstances require, in obtaining an equitable share of resources and funds for public health services. Public health is analogous to trench warfare; constant vigilance is needed in a world of competing interests and where the glamor of prevention lives in the shadow of high technology health care.

► INTERNATIONAL HEALTH

International health is concerned with the interlocking and interde-
pendent relationships among all the people and nations on Earth. For many years, the rich nations have provided support for health care, public health, and medical research in the poorer nations. Until recently, no one questioned this; it was regarded as mutually benefi-
cial. There has been concern about the “brain drain”—the hemor-
raghe of talent from poorer nations that send their best and brightest young people abroad for advanced training, and lose them perma-
nently to the rich nations. This has been regarded as a necessary price to pay for development assistance. Now, other difficulties are per-
ceived. Questions have been raised about the appropriateness of tech-
nology transfer from rich to poor countries, about the use by research workers from rich countries of the large populations and the chal-
lenging unsolved health problems, with the aim of addressing priori-
ties as perceived in rich countries, but without regard for perceived problems and priorities in the poorer nations. This has been described as “ethical imperialism.”61

Other problems are associated with the disparity between rich and poor nations. These include the export from rich to poor nations of problems attributable to affluence and industrial development—
tobacco addiction, traffic injury, exploitation of workers (often women and children who work for starvation wages), and environ-
mental pollution including hazardous wastes.62

Other problems arise in connection with the differing values and behaviors that prevail in some developing nations. The status of women may be very different from that of western industrial nations, customs such as female circumcision, child marriage, infanticide may be found. Sometimes developing nations are ruled by a repressive military dictatorship without regard for equity in health care. Inter-
national health workers who encounter such phenomena are in a dif-
cult situation. To speak out against customs that they deplore, or against the actions of repressive rulers, is unlikely to help the people of the country, and may expose the health worker to the risk of being deported, or worse, arrested, tortured, imprisoned. Yet it is morally repugnant to remain silent. One option is to engage in dialogue with local people with a view to culturally sensitive education that may result in social change in the future.

International health workers should be able to speak out more forcefully against the health-harming exported practices of the indus-
trial nations, such as the promotion of infant formula in societies that lack facilities to sterilize infant feeds, the dumping of drugs that have not been approved for use in industrial nations, the advertising of tobacco.

► PATERNALISM AND PUBLIC HEALTH

Beneficence is an integral principle for ethical public health practice. We believe in doing good, and historically we have an impressive record—the sanitary revolution, the control of almost all major commu-
cinicable diseases, the elimination of many such diseases from large areas they formerly dominated, and the worldwide eradication of smallpox. The new challenges presented by the “second epidemiolo-
logic revolution”—coronary heart disease, many cancers, traffic injury, and the like, as the main causes of premature death and chronic disability—have led us to respond by aiming to change human behav-
ior. Many of the behaviors we seek to change are perceived as being pleasurable to those who practice them, and our efforts to initiate change are resisted. If we wish to promote better health, we should be sure that our exhortations and admonitions are based on solid evid-
ence of efficacy. There is a long tradition of advocacy by public health workers, but in the past this may have been as often associated with preaching as with teaching. In this respect, the aim of public health services ought to be to enlighten the people about risks to health, and to assist people in gaining greater control over environ-
mental, social, and other conditions that influence their own health. We have an obligation to work with people, empowering them, doing whatever may be necessary to promote better health—in short, doing things with, not to, people. This is the main thrust of the Ottawa Char-
ter for Health Promotion.64

Is There a “Right to Health”?
The Universal Declaration of Human Rights (1948) (http://www. un.org/Overview/rights.html) does proclaim that health is a human right, but how to implement related articles in the Declaration across countries, where so many of the 30 human rights articles are not applied, remains a challenge. Social activists have proclaimed the
concept of health as a fundamental human right, but here are some of the problems associated with this view. If there is a right to health, there must also be a duty to provide this right; whose duty is it? The answer may be that it is the duty of the individual whose health is the “right” in question—but this leads to the idea of blaming the victim when health is impaired. A further difficulty arises when we try to define what is meant by “health.” There is often confusion between concepts of health and concepts of quality of life. Nobody would describe the theoretical physicist Stephen Hawking as healthy; he has been slowly dying of amyotrophic lateral sclerosis for many years, but they have been immensely productive years, and judging from his own testimony, they have been happy years. There are many other examples of severely disabled people whose lives have been happy and productive—just as there are examples of perfectly “healthy” people who lead miserable lives. Probably it is wise for public health workers to avoid being drawn into discussions of the supposed “right to health.”

**Methods in Ethics**

How should we deal with the dilemmas and ethical ambiguities that arise in public health practice and research? Essentially, the answer is the same in public health as in clinical practice. Several mono- graphs provide some guidance. Enough has been said to make clear the fact that often there is no easy answer. At times, we must choose with the certain knowledge that not all parties will be satisfied with the decisions that we must make. These decisions can be extremely difficult. An orderly, systematic approach is helpful.

First, we should apply the generic problem-solving model: clearly identify the problems that we are confronting. Next, we should identify the available options and decide whose problems we are dealing with—particular persons, communities, health-care workers, organizations, institutions, and so on. We must gather all the available information and evaluate it carefully, trying as far as possible to set priorities among the options that have to be considered. We must also consider the consequences of the decisions that have to be taken, relating these to the values, beliefs, and community standards that prevail. Having done all these, we must choose among the options, and act. Finally, we must evaluate or review the consequences, often on an ongoing basis—remembering that often there is no “right answer,” but a series of alternative approaches each of which is both satisfactory and unsatisfactory. One of the most difficult aspects of biomedical ethics to comprehend is the fact that the more securely we may think we can grasp the philosophical principles, the harder it may become to arrive at a satisfactory answer to the problem. However, by recognizing the context within which one is operating, an understanding of the underlying social values will often provide insight into why certain paths have been pursued in preference to others. Working with moral philosophers can help to explicate current paradigms and identify alternatives to promote community health and well-being. A practical application of this approach can be found in Soskolne.66

**The Philosophical Basis for Public Health**

All public health workers should ask themselves “Why am I doing this?” The aims of public health are to promote and preserve good health, to restore health, and to relieve suffering and distress. We often judge our success by reduction of infant mortality rates and increases in life expectancy, but seldom attempt to measure, let alone record and analyze data on relief of suffering and distress, such as may be associated with chronic unemployment or homelessness. Clinicians responsible for intensive care services and for the care of elderly infirm patients have been obliged to consider carefully the question of “quality of life” now that life-prolonging measures are so widely used. There is growing concern about the “quality of death” as well as with the quality of life.67 In public health practice, we may require a similar reorienting of focus so that we consider more consciously than hitherto some less tangible measures of outcome than infant mortality rates and life expectancy. Included in this is the need for us to consider carefully the impact of “improved” human reproductive performance on all the other living creatures with which we share planet earth.70

This may be especially desirable in developing nations, where spectacular gains in infant mortality have been achieved, thanks to the expanded program on immunization, oral rehydration therapy, growth monitoring, and the like. Innumerable infants and small children who would have died just a few years ago are being kept alive. What will become of them? Will they starve now, because there are so many more mouths to feed? Will they receive an education? Will they have a lifetime of meaningful work? Will they die eventually, rich in years and experience, surrounded by a loving family? The answers to these difficult questions will depend upon our response to challenges more subtle than the reduction of infant and child mortality rates. The goals of the programs that are part of the strategy of “Health for All by the Year 2000,” or the Millennium Development Goals (MDGs) for 2015 (http://www.developmentgoals.org/Achieving_the_Goals.htm) refer in places to the quality of life, but the supporting documents are vague about how to influence this. The search for ways to enhance quality of life has high priority among the aims of public health in the new century. In the MDGs, 48 new indicators are identified to help in their attainment.

Ethics and morality are based upon the most fundamental values of our culture, deriving from many centuries of tradition. We can trace beliefs that have descended from biblical lore and from the ancient Greek philosophers, reinforced by ideas from the great monotheistic religions, Judaism, Christianity, and Islam. We can trace the influence of rapidly advancing knowledge and changing values in our time. Some of our beliefs are enshrined in codes of conduct, others are ill-defined but firmly held—and vary among subsets of the population according to complex traditions handed down from one generation to the next.

This review gives some idea of the range and complexity of the ethical issues and moral challenges that arise in public health practice and research. It does not address the nature of the relationship between person-oriented and population-oriented ethics. These are intermingled in a complex pattern, and often reflect some dissonance in our value system. We spare no effort or expense in striving to prolong lives of infants with incurable liver disease, by finding donors for liver transplants; we maintain indifferently on life-support systems some patients who are in a persistent vegetative state from which they cannot recover. Yet we do little to prevent many diseases that far more commonly take the lives or destroy the joy of life for vastly larger numbers of people, such as infants who are the victims of fetal alcohol syndrome and young adults who are permanently brain-damaged by injuries sustained in traffic collisions. We spend enormous amounts and invest great emotional effort in heroic interventions for advanced coronary heart disease, but spend relatively little on measures that might reduce the magnitude of this public health problem.

Such actions raise philosophical questions about the meaning of our culture, questions similar in nature to those raised by thoughtful critics of the arms race who wonder whether our huge investments in weapons to preserve our freedom are enslaving us in fear and paranoia, and critics of our environmental development policies that rely on exploitation rather than on learning to live an interdependent existence with all the other living creatures on our planet. The challenges for the health of future generations in a world of depleting ecological capital and ever growing scarce resources will be legion. The Millennium Ecosystem Assessment released in March 2005 (http://www.maweb.org/en/index.aspx and http://www.millenniumassessment.org/en/index.aspx) should encourage us to recognize that in addition to the traditional four principles of bioethics, there should be the following:71

- Protect the most vulnerable in society, including the unborn, children, indigenous peoples, disadvantaged minorities, marginalized communities, and the frail elderly
• Involve communities in our research, ensuring the community relevance of our work
• Ensure integrity in public health by serving the public health interest above any other interest
• Embrace the precautionary principle as an approach to more effectively protect the public health

**Educating and Socializing Students in Public Health**

The need to sensitize students in the various disciplines of public health to questions of ethics and integrity in this field of research and practice is apparent from the foregoing. Indeed, since about 2000, curricula in public health training programs have begun to insist on at least some amount of training in ethics and integrity in public health sciences.\(^72,73\) Future ethical challenges in public health will be addressed only if success can be achieved in preparing new generations of researchers and practitioners to face them, remembering in all situations that our core value in public health is to work to protect the public interest over any other. Yet, only one text on case studies in public health ethics is known to have been published.\(^34\)

Since the mid-1990s, the U.S. National Institutes of Health, through its Office of Human Subject’s Research, has required of all intramural researchers that some ethics training be demonstrated. Indeed, completion of a computer-based training course is an educational requirement for all researchers in NIH’s Intramural Research Program, and other NIH employees who conduct or support research involving human subjects. This also is an educational requirement for members of NIH’s 14 Institutional Review Boards. More information can be found at [http://ohsr.od.nih.gov/cbt/cbt.html](http://ohsr.od.nih.gov/cbt/cbt.html)

For extramural researchers, a free Web-based course is available. It was developed at the National Institutes of Health for physicians, nurses, and other members of clinical research teams. This online course satisfies the NIH human subjects training requirement for extramural researchers obtaining Federal funds and is accessible at: [http://www.cancer.gov/clinicaltrials/learning/page3](http://www.cancer.gov/clinicaltrials/learning/page3). The two-hour tutorial is designed for those involved in conducting research involving human participants. People who take the course will have the option of printing a certificate of completion from their computers upon completing the course.

Further, in the United States, the Association of Schools of Public Health (ASPH) project, since 2003, has provided online training modules on a range of topics from a number of authors in a model curriculum. It is available at [http://www.asph.org/document.cfm?page=782](http://www.asph.org/document.cfm?page=782).
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Public Health and Population

Robert B. Wallace

Public health focuses on health issues in populations. Carrying out the mission of public health and achieving its goals, therefore, depend on the factors that change the size and characteristics of the population whose health is at stake.

The relationship between health and population dynamics, through the study of demography, guides the need for changes in public health practice. Changes in health influence vital events, including births, deaths, and divorce, in turn leading to population changes. Migration, the movement of people from place to place, is another demographic force that leads to new health issues and problems. Four such issues illustrate the relationship between public health and population:

1. **Teenage pregnancy:** Teenage pregnancy is a serious public health issue. It creates preventable health problems for both infant and mother. Teenage pregnancies are often unintended. In addition, they may interfere with education, personal development, and socioeconomic advancement for the young mother and father, and therefore the infant. In addition, teenage pregnancies have an important demographic impact on future generations.

2. **Aging:** As the death rate declines in most parts of the world, life expectancy increases, and the number and ages of older people increase. Moreover, when low or declining fertility accompanies the decline in mortality, the proportion of older persons also increases and the median age of the population increases. The result for public health is that the spectrum of health problems and health-care needs become drastically different.

3. **Urbanization:** In 1950, fewer than 30% of the world’s population lived in cities. After the year 2000, more than 40% are residing in an urban area. Urbanization creates health problems related to the need for housing and sanitation, improved food supply, better urban transportation, and the redistribution of preventive and other health services.

4. **Refugees and other migrants:** An estimated 19 million refugees, persons “of concern” to the United Nations High Commissioner for Refugees, are dispersed throughout the world. Refugees and other migrants may bring with them serious public health problems such as severe malnutrition and infections. In addition, their encampments may have unexpected levels of violence.

This chapter should enable a public health practitioner to carry out the following tasks:

1. Identify useful sources of information about population and vital statistics
2. Calculate basic measures of population change
3. Identify determinants of population change
4. Understand four contemporary critical issues related to population change

### POPULATION DATA AND MEASUREMENTS

**Data Sources**

Population data are essential to defining and measuring public health problems and the groups of people in which they occur. Nonetheless, public health practitioners often find that, while the need for information of this kind is great, their knowledge of existing data sources prevents them from calculating the measurements required to evaluate public health problems. Census, regular national surveys, and vital registration statistics are the most fundamental sources of data about populations, and are reviewed below. However, there are a growing number of additional population resources available, including special surveys and censuses, privately or locally conducted population estimates, and a variety of indices that allow for local and regional population estimates.

**Census**

A census is an enumeration of a population that has these essential characteristics:

- Each individual is enumerated separately.
- The characteristics of each individual are recorded separately.
- Those enumerated reside in a precisely defined area.
- Enumeration takes place within a defined and reasonably brief period and in reference to a well-defined time period.
- Enumeration is repeated at regular intervals.

In the United States, the census enumerates people first by mail and later by personal interviews of those not responding to mail inquiry. It covers the nation and its territories and makes data public for areas as small as groups of city blocks. (There are certain limits on the information provided in these tabulations because of the need to protect the privacy of individuals.) By law, the census is conducted every 10 years. Because of its importance to political representation, as specified in the Constitution, and public concern about use of data by governing bodies, as well as the inevitable missing data and need for statistical modeling and extrapolation, the census in the United States has been a source of controversy. Nonetheless, its importance to the health of the public is undiminished.
Population-Based Surveys

A survey differs from a census in that it is not an enumeration of individuals, and it need not include all members of the population. Nonetheless, most surveys characterize individuals separately rather than in groups, and the sample represents a precisely defined group of people from a specific area. The distinction between a census and a survey is not always sharply delineated. In some instances, a sample of those included in an enumeration must respond to more questions than the total population, and the sample is still considered part of the census. In other cases, data from a national census may be used to establish the sampling frame for surveys at a later time. The topics of these surveys cover such issues as health, fertility, the use of health services, employment, and education.

The Current Population Survey. A series of national population-based surveys, called the Current Population Survey, is conducted each month in the United States. Although this series focuses more on economic issues than others, it is important because it describes important characteristics of the national population. Among them are such issues as family composition (including births and ages of children), mobility, school enrollment, marital status, living arrangements, work experience, and multiple job holdings.

Health Surveys. In the United States, the National Center for Health Statistics (NCHS) of the Centers for Disease Control and Prevention (CDC) conducts a series of surveys that are always in the field, collecting information on the health of American citizens. These include several surveys of health professionals and institutions, such as the National Master Facility Inventory; hospital and surgical care through national hospital discharge information; a sample of ambulatory and primary care activities, the National Ambulatory Medical Care Survey; and long-term care through the National Nursing Home Survey. In some instances, follow-up data on patient outcomes, through the Center for Medicare and Medicaid Services, is provided. In addition, NCHS provides data to health officials, their agencies, researchers, and the public through a series of ongoing population-based surveys. These include (a) the National Health Interview Survey (NHIS; reported annually and based on surveys that began in 1957); (b) the National Health and Nutrition Examination Survey (NHANES), now continuously in the field and assessing health status through more extensive questionnaires and biological examination and measurement, begun in 1960; and (c) the Hispanic Health and Nutrition Examination Survey (HHANES). Each survey measures a different aspect of health in the population of the nation. NHIS gathers information using interview responses. Plans have been formulated for surveys of follow-up and long-term care on a sample of individual, consenting respondents to these surveys. In addition, the National Survey of Family Growth (NSFG) gathers information on family formation, determinants of infant health, and health practices of women between and during pregnancies. Health behavior is the specific topic of two surveillance systems initiated by the National Center for Chronic Disease Prevention and Health Promotion (NCCDPHP) of CDC. The Behavioral Risk Factor Surveillance System (BRFSS) gathers information about cigarette smoking, diet, and physical activity of the area at the state, county, city, and neighborhood levels. The Behavioral Risk Factor Surveillance System (BRFSS), this system gathers information about six categories of behavior as follows: (a) risk factors for injury, both intentional and unintentional; (b) tobacco use, including smoking and oral use; (c) alcohol and other drug use; (d) sexual behavior that is a risk for unintended pregnancy and the transmission of sexually transmitted infection; (e) diet; and (f) physical activity. This system samples younger Americans in two settings: (a) high school students in the 9th through 12th grades and (b) people in households who are between 12 and 21 years of age. Internationally, with an emphasis on developing countries, data on births and fertility are available from the Population Council and the Population Reference Bureau. Many other data resources are available, particularly through the United Nations and through demography centers at universities, foundations, and national government population agencies worldwide.

Vital Data (Birth, Death, Marriage, and Divorce)

The registration of vital events, specifically births and deaths, provides important data for defining public health problems at almost every level of society, including cities, counties, states, nations, and the world. In the United States, vital registries are maintained at the national level by NCHS. At the state level, state health departments and state centers for health statistics perform this function. In some metropolitan areas, vital statistics are gathered and analyzed by the health departments for the immediate jurisdiction, for example, New York City. The registration of other events of health and social importance, specifically marriage and divorce, is also done at the national, state, and local levels.

Other Sources

Migration is an important determinant of population size and distribution. Census information is often available to study internal migration and evaluate its effects. Assessing international migration is, however, more complex. In the United States, annual reports from the Immigration and Naturalization Service provide the official information. For a wider range of countries, special studies by the United Nations and private organizations, such as those noted above, offer useful data. Unfortunately, the rules for movement across geographic boundaries, especially international borders, make the collection of reliable data much more difficult than that done by census, survey, or vital registration.

Some areas of the world, such as northern and eastern Europe, maintain national population registries based on unique individual identification numbers assigned to each person at birth. This type of registry offers opportunities to study problems that require knowledge of the demographic, social, and economic events experienced by individuals over their lifetimes.

Demographic Measures

The relation between health problems and the populations in which they occur requires assessment, if they are to be controlled and prevented.

Rates

A rate is a quotient in which time is an essential element and a distinct relationship exists between the numerator and denominator.

Crude Rates. A crude rate is one in which all of the events that occurred in a given time and population are in the numerator. The population of the area at the midpoint of that time period is in the denominator. By convention, it also contains a constant multiplier of 1000. A death rate, for example, might have a numerator of 75 people who died during a given year and the denominator of the midyear population, 10,000, of the community in which they lived. In this instance, the death rate for the community in that year would be 7.5/1000. This rate is the crude death rate (CDR). If the same community had 150 births during the same year, the crude birth rate (CBR) would be 15.0/1000. The crude rate of natural increase (CRNI) is equal to the CBR minus the CDR; in this illustration the CRNI would be 7.5/1000, or 0.75%.

Standardized Rates. Comparing rates among different populations is often difficult if the demographic characteristics are not
known in detail. Comparing standardized rates more accurately reflects the mortality decline that the United States sustained over the twentieth century, the rates can be adjusted for different demographic characteristics of contrasted populations or the same population over time. Of course, it is essential to know how rates are standardized, so that the rates observed are the ones desired. Other references deal with standardization of vital rates in more detail.9

**Period and Cohort Rates.** A period rate is one in which the events of concern occur in the population being observed during a specified time interval. A cohort is a group of people who experience a major event in the same short, clearly defined time period, usually a year. The most common demographic cohorts are birth cohorts and marriage cohorts. Cohort rates measure events that occur (subsequent to the defining event) to a cohort of people over many periods of time. Population studies are often based on birth cohorts, as was done in the cohort analysis of fertility reported by the NCHS, where further information on U.S. cohort fertility rates is available.10 The analysis of fertility by marriage cohorts helps us to understand changes in fertility or family structure. Epidemiologists use cohort analysis to study groups according to their exposure to a specific agent hypothesized to cause, or prevent, a health problem. If the problem relates to occupational exposure, the cohort may be analyzed by date of employment. Frost’s study of mortality caused by tuberculosis is a classic public health report using cohort analysis.11

**Fertility**

The CBR, which uses all births in the numerator and the total population (regardless of gender or age) in the denominator, is the most fundamental fertility measure. The general fertility rate (GFR) also uses all births in the numerator. However, the denominator is women of childbearing age, most often defined as women 15–44 years of age. Some authorities prefer to use 49 years as the older age limit. The age-specific fertility rate (ASFR) is calculated using births to women in a specific age interval (usually 5 years, but sometimes single years of age) as the numerator and women in the same age interval in the denominator. Each of these measures is a period rate and is customarily multiplied by a constant of 1000. The total fertility rate (TFR) is the sum of all of the ASFRs by single years of age. This measure characterizes a synthetic cohort of women of reproductive age. By using data for a short period, usually 1 year, it addresses the question, “If the women in this population continued to have children at the rate they did this year, how many would they have, on average, when they finished bearing their children?” If the sum of age-specific fertility rates totaled 3000 live births per 1000 women in a given year, each woman would average 3 children. This assumes that these rates continue unchanged for the remainder of her reproductive years. (The TFR may be expressed per 1000 women or per 1 woman.) The true cohort rate for fertility is referred to as the completed fertility rate. This measure is customarily based on surveys rather than vital data.

**Mortality**

The CDR, which uses all deaths in the numerator and the total midyear population in the denominator, is the most fundamental mortality rate. The age-specific death rate (ASDR) is calculated using deaths that occur among those in a specific age interval as the numerator. The population in the same age interval is the denominator. Each of these measures is a period rate and is customarily multiplied by a constant of 1000. Rates for specific causes of death add an important dimension to mortality analysis. Most often, the cause of death is based on vital registration and the International Classification of Diseases (ICD) coding system. Using this coding, deaths are classified by cause and are the numerator of the rate. The population, or an appropriate segment of the population, is the denominator. The rate is usually multiplied by a constant of 100,000.

Some special measures that are not true rates deserve mention. Among them are the infant mortality rate (IMR) and maternal mortality rate (MMR). The IMR is the number of children who die before their first birthday in a year divided by the number of live births in that year. The MMR indicates the risk of death from causes associated with childbirth. Deaths during pregnancy, labor and delivery, or postpartum in a year make up the numerator, and live births in the same year are the denominator. These measurements have been defined succinctly elsewhere.15

A life table employs ASDRs converted to probabilities of death for each age interval. Life table data describe the mortality or survival of a person or a group over a lifetime. Life table analysis addresses the question, “What would be the mortality experience and life expectancy of a group of people who had these probabilities of death at each age for the rest of their lives?” Using ASDRs for a specific period (usually 1 year) permits a current, or period, life table to be calculated for a synthetic cohort. Using ASDRs over the lifetime of a group born in the same year, or interval (often 5 years), permits the construction of a real (rather than synthetic) cohort life table. Cohort life tables are more often referred to as generation, or longitudinal, life tables.9

**Migration**

The measurement of migration is conceptually similar to that for fertility and mortality. Defining terms requires that a distinction be made between internal migration (movement by in-migrants and out-migrants across borders that are within a nation’s bounds) and international migration (movement across international boundaries by immigrants and emigrants). The crude in-migration rate has the number of in-migrants or immigrants who enter a specified geographic area during a stated time interval in the numerator. This is divided by a denominator that is the population of the area at the midpoint of that interval. Similarly, the crude out-migration rate is the measure in which the number of out-migrants or emigrants is divided by the population of the area at the midpoint of the time interval. The crude net migration rate is one in which the difference between the number of in-migrants or immigrants and out-migrants or emigrants is the numerator divided by the population of the area. All these rates are multiplied by a constant, usually 1000. Rates constructed using age, gender, and national origin are appropriate for analyzing migration. These rates analyze changes caused by the movement of people in the same way as measures of fertility and mortality analyze changes related to birth and death.

**Population Growth**

Population growth is a function of births, deaths, and migration. Growth measured by births and deaths alone is referred to as natural increase, it is measured by the CRNI (Change in Rate, Natural Increase), such that:

\[ \text{CRNI} = \text{CRB} - \text{CDR} \]

The equation that includes changes in population size resulting from migration as well as fertility and mortality is called the demographic equation. It states that the difference in population from time 1 to time 2 is equal to the births minus the deaths in the interval, plus in-migration minus out-migration in the interval.

\[ P_2 - P_1 = B - D + IM - OM \]

Often, data are lacking for the migration component of this equation, and population growth is expressed only in terms of births and deaths, that is, natural increase.

**Population Composition**

Population composition is defined in terms of the distribution of people by specific characteristics at a particular point in time. The most important characteristics are demographic, social, or economic. This information, most commonly based on census data, may show, for
example, the number or the percentage of the population in each age-sex group. A graph called a population pyramid is a useful way to display these data. Figure 4-1 contrasts the age-sex composition of a country with low fertility and a long life expectancy (upper panel, Sweden) with that of one with high fertility and a shorter life expectancy (lower panel, Mexico), showing them as population pyramids, for the year 2000.

A brief summary of demographic measures appears in Table 4-1.

**FERTILITY**

Fertility is important to public health, population change, and the quality of human life. The role it plays in determining the size, composition, and growth of populations is a powerful factor governing the course of population change. In addition, fertility change influences the health of women, their offspring, their families, and, therefore, public health practice.

Fertility, in its most specific sense, refers to the actual birth of living offspring. Natality is often used synonymously for fertility. Additionally, the capacity to bear children is termed fecundity, and

### TABLE 4-1. BASIC FERTILITY AND MORTALITY MEASURES

<table>
<thead>
<tr>
<th>Measurement</th>
<th>Numerator</th>
<th>Denominator</th>
<th>Constant*</th>
</tr>
</thead>
<tbody>
<tr>
<td>CBR</td>
<td>All births</td>
<td>Total population</td>
<td>1,000</td>
</tr>
<tr>
<td>GFR</td>
<td>All births</td>
<td>Women aged 15–44</td>
<td>1,000</td>
</tr>
<tr>
<td>ASFR</td>
<td>Birth in age group</td>
<td>Women in age group</td>
<td>1,000</td>
</tr>
<tr>
<td>CDR</td>
<td>All deaths</td>
<td>Total population</td>
<td>1,000</td>
</tr>
<tr>
<td>ASDR</td>
<td>Death in age group</td>
<td>Population in age group</td>
<td>100,000</td>
</tr>
<tr>
<td>IMR</td>
<td>Infant deaths in year</td>
<td>All births in same year</td>
<td>1,000</td>
</tr>
<tr>
<td>MMR</td>
<td>Maternal deaths in year</td>
<td>All births in same year</td>
<td>10,000 or 100,000</td>
</tr>
</tbody>
</table>

Abbreviations: CBR, crude birth rate; GFR, general fertility rate; ASFR, age-specific fertility rate; CDR, crude death rate; ASDR, age-specific death rate; IMR, infant mortality rate; MMR, maternal mortality rate.

*The constants shown in this column are those used most often. Others may be used in special demographic or public health reports.
the probability of conceiving in a given month is called fecundability. Natural fertility describes the level of fertility found in populations that use neither contraception (temporary or permanent) nor induced abortion.

The determinants of fertility in a population are both biological and behavioral. They can be aggregated into a structure that permits a quantitative appraisal of the factors influencing fertility change in a population.

**Biological Determinants**

**Menarche and Menopause**

Menarche is the beginning of menstruation. It defines the youngest end of the age limit within which women begin to ovulate and are able to conceive. The age of menarche is becoming younger in developed countries. Menopause is the cessation of menstruation. It signals the end of the reproductive years. The age for menopause has increased slightly in recent decades in developed countries. Some societies have experienced a widened span of reproductive years that is caused by a decline in the age at menarche and an increase in the age of menopause. Since these are modernized societies that control fertility with contraception, abortion, and sterilization, changes in the age of menarche or of menopause are not important determinants of present-day fertility.

**Ovulation**

In demographic terms, ovulation influences fertility most by influencing waiting time until conception, or ovulatory interval. This interval is greatest at the extremes of the reproductive years, either when regular ovulation is not established or when it is waning. While this aspect of ovulation is not a consequential determinant of current fertility levels, the delay in ovulation after childbirth is. The length of postpartum anovulation may vary from 1.5 months to as long as 2 years depending on the frequency and duration of lactation.

**Age within Reproductive Span**

Once intercourse is an established practice, natural fertility declines with age. Data from several societies with differing fertility levels confirm this observation. This is observed in populations with both high and low fertility rates.

**Spontaneous Intrauterine Mortality**

The influence on fertility of spontaneous abortions, or miscarriages and stillbirths is difficult to assess because of the problems in ascertaining these events in a representative population. Nonetheless, current evidence indicates that the risk of spontaneous pregnancy loss is greatest early in pregnancy and declines steadily throughout. It is probably greatest among women in their later childbearing years. Since the evidence suggests little variation from community to community in this biological factor, it is not likely to be a major determinant of differing levels of fertility.

**Involuntary Infertility**

Involuntary infertility is also called sterility or infecundity. It is measured, in demographic terms, as the inability of a woman to bear a living child during the span of reproductive years. (Although involuntary infertility in males is a serious health concern, it does not influence fertility in a population.) Involuntary infertility in women has several causes. It may result from anatomical abnormalities of the reproductive tract or malfunction of ovulation. When ovaries malfunction, conception does not occur. Recurrent intrauterine loss of pregnancy, or specific diseases associated with infertility, such as gonorrhea and genital tuberculosis, also cause involuntary female infertility. The first three categories are presumed to occur to a similar extent in all populations, although the evidence for this is not entirely satisfactory. The last group, that is, specific diseases such as gonorrhea and tuberculosis, is presumed to account for the occurrence of a high proportion of childlessness. This is especially true among groups in developing countries where fertility is otherwise quite high.

**Behavioral Determinants**

**Marriage or Sexual Union**

Age at first marriage or consensual union is a principal determinant of the number of children a woman will bear. It marks the beginning of socially approved exposure to the probability of conception. The association between increase in the age at marriage and concurrent decline in fertility has been shown in several societies.

**Frequency of Intercourse**

Frequency of sexual intercourse is directly related to the capacity to bear children, assuming that the menstrual cycle is ovulatory and insemination occurs in mid cycle. Nonetheless, there are very few studies of the frequency of intercourse (not including abstinence) and probability of ovulation in a specific cycle. Therefore, evidence is insufficient to suggest that these factors account for differences in fertility levels from one population to another.

Abstinence, whether voluntary or involuntary, is an important determinant of fertility. In some cultures, abstinence is required during lactation. In others, lactation and religious beliefs are related, influencing the role an individual or group plays within a religion. In economic circumstances that require couples to separate because of employment, abstinence may result because of a work situation.

**Contraception**

Contraceptive use is one of the principal determinants of fertility. The prevalence of contraceptive use varies widely among nations, ranging from approximately 10% to more than 75%. Modern contraception is highly effective and safe. The variation in patterns of use by method among different countries is substantial. Surveys of China, for example, report a high prevalence of intrauterine device (IUD) use, while oral contraceptives are widely used in the United States and condoms play a particularly important role in Japan.

**Voluntary Sterilization**

Voluntary surgical sterilization is an important determinant of fertility because it limits the span of years during which reproduction is possible. This approach to fertility regulation is highly effective and safe. Although some studies treat this method of fertility control as if it were a method of contraception, the fact that this method requires surgery makes it more appropriate to identify sterilization separately for health practitioners.

**Induced Abortion**

Induced abortion is one of the principal determinants of human fertility. In some countries abortion is legally prohibited, but often takes place, even if rarely acknowledged. Rates of induced abortion in developing countries are also affected by international funding availability, which has many political dimensions. Elsewhere abortion is permitted virtually on request, and women may experience on average between two and three during the reproductive years.

**Breast-Feeding**

Breast-feeding is an important determinant of fertility. Lactation, stimulated by a nursing infant, influences the duration of anovulation after childbirth. In the United States and other developed countries, the practice of breast-feeding has little influence on the level of fertility. However, in less developed areas, groups are found in which infants are breast-fed very frequently. Some infants are fed on demand because these nurseries have almost no other source of nutrition. Although the mothers of these babies use no other form of fertility control, they have fertility levels nearly the same as developed countries.

Table 4-2 lists the determinants of fertility.
TABLE 4-2. DETERMINANTS OF FERTILITY

- Biological
  - Menarche
  - Menopause
  - Ovulation
  - Postpartum anovulation
  - Age within reproductive span
  - Intrauterine mortality
  - Involuntary infertility

- Behavioral
  - Age at marriage or first union
  - Frequency of intercourse
  - Contraception
  - Voluntary sterilization
  - Induced abortion
  - Breast-feeding

MORTALITY

Public health traditionally focuses on preventing death. Measures of mortality describe both the likelihood of dying in any specific time interval and the expectation of survival.

Determinants

The factors that determine differences and changes in the levels of mortality among populations are biological or behavioral.

Age

Age is a principal determinant of mortality. Starting at a high level in infancy, mortality declines precipitously in childhood, remains at a low level through adolescence and early adulthood, and then increases inexorably in adulthood and older ages. This pattern holds true for both males and females in both developed and developing countries.

Sex

In the modern era, perhaps even from conception, males have a higher risk of mortality than females in developed countries and most developing countries. For this reason, published life tables separate computations for each sex. Exceptions to this point exist under special circumstances, for example, in societies that may value the survival of male offspring over females, and situations of low levels of economic development, where childbearing increases the risk of mortality for women of reproductive age. Specific causes of death, as illustrated by breast cancer, may also carry greater risk for women than they do for men. Nonetheless, when all causes of death are considered together, the risk of mortality is less, the likelihood of survival is greater, and life expectancy is longer for females than for males.

Race/Ethnicity

Different racial and ethnic characteristics within a population are often associated with differences in mortality. These differences are recognized in population data from major regions of the world including Asia, Africa, and North America, and in large part are considered to be the result of social and economic differences between racial or ethnic groups in a population. In the United States, differences in the mortality for blacks and whites are sufficiently important that official life tables are published for all causes of death by race, as well as by sex, and official public health policy focuses on approaches to resolve these differences.

Region/Area

Mortality may differ by geographic region both within and across national boundaries. This can be most readily recognized by reviewing United Nations publications, especially the World Mortality Report. Life tables that estimate mortality in areas where population data are incomplete reflect this fact by having four sets of models based on regional differences in the risk of death. In the United States, data published by region or state show differences in key parameters of mortality such as life expectancy. The reasons for these differences are presumably related to social, economic, and health service factors.

Cause of Death

Although the specific cause of death is important to each individual and often to a specific public health program, population changes are determined by the spectrum of disease causes prevalent in a community and whether the means are available to control such causes. Diarrheal diseases, for example, are an important cause of mortality in developing countries, while cardiovascular disease deaths are more prevalent in modernized nations. One important development is the global occurrence of human immunodeficiency virus (HIV) and other emerging infections. These viral infections are transmitted by a variety of mechanisms, such as sexual contact, blood products, and needles contaminated with blood from infected individuals. (The current status of this global epidemic is dealt with in detail in a separate chapter.) Patterns of causes of death and their influence on population change are discussed in more detail in the section, Determinants of Population Group: The Epidemiologic Transition.

Social and Economic Conditions

Economic development, measured by per capita national income and other indicators of economic advancement, is related to the increase in life expectancy in most parts of the world; moreover, this one factor explains an important part of the difference in life expectancy among countries. The mortality decline of the nineteenth century has been ascribed to improvements in living standard, diet, sanitation, and improved working conditions. However, in the future, this trend, which continued in the twentieth century, may be regionally mitigated by war, insurrection, and disease pandemics.

Public Health

Public health measures have played a leading role in reducing mortality through preventing the transmission of infection. Even before the discovery of specific microorganisms, epidemiologists identified the ways in which diseases, such as childbed fever and cholera, were transmitted and promoted measures for prevention. In recent decades, immunization has led to the worldwide eradication of smallpox and brought about a substantial decline in measles in the United States. Studies of tobacco use and its attendant health problems have led to a reduction in cigarette smoking. Screening for cervical cancer has, in all likelihood, presumably led to a decline in mortality caused by this condition. More recent improvements in mortality, the likely result of collective individual modifications in lifestyle, such as dietary improvements and exercise, have been aided by public health promotion efforts and clinical preventive interventions.

Trends in mortality in the United States can be found in the publications of the NCHS, a part of the Centers for Disease Control and Prevention. International mortality rates, in general and for specific countries and regions, can be found in the publications of the United Nations, the Population Reference Bureau, the World Bank, and other organizations.

MIGRATION

Migration is an important component of population change. However, it is often neglected in calculations of population growth because of the difficulty in measuring and collecting accurate migration information. Migration may be defined as movement of people involving a change of residence between two clearly defined geographic units.
The definition of residence and the choice of geographic units vary, depending on the particular use of the migration data. Data on population migration can be obtained from the United Nations and other international organizations. The study of migration is divided into two subdisciplines: internal migration and international migration. Internal migration refers to changes of residence within national borders, and the movers are called in-migrants and out-migrants. International migration refers to residence changes across national boundaries, with movers termed immigrants and emigrants.

Migration has become an important factor in many national population estimates, both negative and positive. There is a substantial literature on why migration occurs, including economic forces, political oppression, environmental change (both natural and man-made), family movements, and war and other social conflicts. There are theoretical perspectives on migration, such as Lee’s Push-Pull Theory,\textsuperscript{19} theorizing about as the result of individual responses to negative or “push” factors at place of origin and positive or “pull” factors at place of destination. In addition to the positives and negatives at origin and destination, the decision of the potential migrant will also take into account “intervening obstacles,” which are factors associated with the migration process itself, such as distance, financial or psychic costs of the move, immigration laws, etc.

It is clear that population migration has varied and has important effects on health status. Improved social and economic status achieved by some migrants may alter overall health status and specific conditions in complex ways, due to changing lifestyle practices and interactions with the health-care system.\textsuperscript{30,31} as well as by access to health services due to reasons of resources or lack of documentation. Migration also has an impact on the countries of origin (e.g., the “brain drain” of health professionals) and the use of health services in the host country (e.g., overwhelming local health resources).\textsuperscript{32,33}

\section*{Determinants of Population Growth}

The determinants of demographic change for the world’s population, that is, fertility and mortality, have been the subject of theoretical concepts at least since Malthus published his first Essay on the Principle of Population As It Affects the Future Improvement of Society in 1798.\textsuperscript{14} Subsequently, careful examination of population data have led to the formulation of other concepts of population change.

\textbf{Theory of Demographic Transition}

The original theory of the demographic transition describes the historical experience of population growth of Western countries that accompanied economic development.\textsuperscript{15} The transition can be divided into three stages. During the first stage, birth and death rates both are high but at similar levels so that population growth is minimal. This stage is referred to as the \textit{stage of high growth potential} because, if mortality were to decline without a concurrent decline in fertility, the size of the population would increase rapidly. The second stage is called the \textit{transition stage} because it describes the transition from high to low birth and death rates that result from economic development. It is characterized by an initial decline in mortality while fertility remains high, followed by a decline in fertility, until both fertility and mortality meet at low levels. During the first part of this stage the high growth potential is realized, while at the latter part of this stage growth has tapered off. The third and final stage of the theory is called \textit{incipient decline} and describes both birth and death rates at low and relatively stable levels, with fertility at times falling below death rates and thus at times producing a decline in population.

Although the classic theory of the demographic transition provides a perspective for interpreting the historical change in Western populations, it does not describe or explain patterns of population change in non-Western societies nor those in developing countries.\textsuperscript{36,37} Over the years, the theory has been examined and reexamined in light of new data and knowledge of variation in cultural conditions. Today, reformulated versions of the theory that depend more on social structural explanations for changes in birth and death rates are being considered. The basic relationship between mortality decline, fertility decline, and population growth, however, is still used as a framework for comparing population trends.

\section*{Epidemiologic Transition}

In 1971 the theory of epidemiologic transition was proposed, which built upon that of demographic transition. Accepting the assumption that mortality is a fundamental factor in population change, this theory identified three stages through which the causes of mortality evolved: the first was a period of widespread epidemics and famine; the second was a stage of receding epidemics associated with increasing population growth; and the third was a stage of degenerative diseases and those related to individual lifestyle. In terms of fertility, this concept identified a classic, or Western, model in which change is related to social factors, an accelerated model in which change is related to medical factors (including antibiotics, steroids, contraceptives, pills, and induced abortion), and a delayed model in which mortality is influenced by the medical factors of the accelerated model, but fertility decline is delayed.\textsuperscript{24}

This theory is susceptible to some of the same criticisms as demographic transition theory because both have difficulty adapting to less developed countries and they ignore migration. Moreover, the epidemiologic transition model has not been subject to the detailed scholarly review given the theory of demographic transition. The concept of epidemiologic transition, however, is an important idea that builds appropriately on the theory of demographic transition. This concept provides one theoretical framework for comparing and contrasting secular trends in disease and death rates across countries. Population projections for the United States are available from the U.S. Bureau of the Census.\textsuperscript{38}

\section*{Consequences of Population Growth}

\textbf{Projecting Change}

Projecting population growth in terms of size and composition is an important starting point in trying to determine the consequences of population change. Using age- and sex-specific probabilities of death, age-specific fertility probabilities and the sex ratio at birth, and reported or assumed migration rates permits demographers to project, but not to forecast, into the future. The distinction between projecting and forecasting is important because a projection uses an explicit set of assumptions and is intended to be an illustrative calculation based on these assumptions. A forecast, on the other hand, includes an element of subjective judgment to set the levels of mortality, fertility, and migration for specific times in the future. Projections are usually made based on a single set of mortality probabilities. Fertility, on the other hand, because it varies over shorter intervals, is often projected using three or four different sets of assumed probabilities thereby generating different projections. Migration is based on current data and estimates; projections of migrants are usually assumed to remain stable unless specific changes in policy or other determinants of population mobility are known.

\textbf{Population Growth and Economic Change}

The role of population growth in relation to economic change is a central global concern, especially of bodies such as the World Bank and the United Nations Fund for Population Activities (UNFPA). The work of Coale and Hoover in 1958 was instrumental in pointing out that “A reduction in fertility would make the process of modernization more rapid and more certain. It would accelerate the growth in income, provide more rapidly the possibility of productive employment, … make the attainment of universal education easier—and … [provide] women of low-income countries some relief from constant pregnancy, parturition, and infant care.”\textsuperscript{16} Pursuing a course of lower
Population, the Environment, Resources, and Food

Around the beginning of the nineteenth century, Malthus recorded his views on population growth and its consequences, specifically inadequate food supplies. In more recent years, others have emphasized and extended these observations, linking environmental degradation to uncontrolled population growth. Among the most important contributions to this debate was the publication of The Limits to Growth in 1972. Supported by an informal group of international professionals who called themselves The Club of Rome, a research team at the Massachusetts Institute of Technology investigated the state of the world in terms of population growth, agricultural productivity, environmental pollution, industrial output, and nonrenewable resources. After determining the status of each factor and the trends of change from 1900 to 1970, they projected the effects of these trends into the future and reached the following conclusions: (a) if these trends persist unchanged, the limits to growth on the earth would be reached within the next 100 years; (b) the trends could all be altered so that economic and ecological stability might be reached and sustained; and (c) the sooner governments and citizens around the world undertake the measures to alter current trends in all five of these areas of social and ecological concern, the greater would be the chances of attaining global equilibrium. A flurry of criticism followed the publication of The Limits to Growth. Nonetheless, it heightened the intensity of debate over global issues important to the present and future of human well-being, and many of the issues, including continued population growth, remain important today.

Concern about the environment and its importance to humanity has rekindled awareness of population growth. Ehrlich and colleagues have reemphasized the gravity of environmental degradation as a consequence of population growth. Specifically, they draw attention to the human impact on land use, desertification, deforestation of most tropical areas, and “anthropogenic climate change.” The relation between population and environment remains complex, but it is the subject of continued inquiry.

▶ POPULATION CHANGE AND PUBLIC HEALTH

As this chapter shows, there are many areas of intersection between demographic change and the health of the public. In addition to the issues of migration and population and the environment, noted above, the following are some of the specific areas of intersection where demography and specific population health issues intersect.

Teenage Fertility

Teenage pregnancies are a profound population issue because children born to young women may lead to unanticipated momentum in population growth by increasing total family size over a lifetime and by shortening the time between generations of future children. Moreover, they are a serious public health problem because teenage pregnancies may be at high risk of preventable infant mortality, and pregnancies in very young women of reproductive age are often not intended. The health implications to the pregnant teen are also of great importance.

Urbanization

The movement of people to cities (urbanization) was one of the dominant characteristics of population change of the twentieth century and is continuing. The growth of cities is determined by three factors: (a) migration; (b) natural increase, that is, the number of births in excess of the number of deaths; and (c) the reclassification of areas from rural to urban as they rapidly become more populous. Urban growth at the global level has been 2.5% annually in recent years, or about 50% greater than that of the total population. Urbanization is most profound in developing countries.

The health problems of city life are not so directly caused by urban living as much as they are by the extent to which the infrastructure of society is overwhelmed by the size of the population. Rapid urban growth resulting primarily from rural to urban migration creates health problems related to the need for housing and sanitation, improved food supply, transportation within the city, and the distribution of preventive and curative health services. In many developing countries, the vast numbers of people leaving rural areas for urban places reside in the unsanitary conditions of shantytowns or squatter settlements on the fringe of the capital cities, where public health problems are exacerbated.

Refugees and Other Migrants

There are millions of refugees dispersed throughout the world. While most are in Africa and have come from other countries on that continent, refugees can be found in almost every nation. Although many such people leave their homelands because of civil conflict and other political reasons, others do so for reasons that have led some experts to identify them as “ecological refugees.” Jacobson cites food shortages and sharp increases in food prices, generally or for specific staples, as events that trigger ecological refugee movements. In other situations, migrants move to find better employment opportunities and an improved quality of life. Nonetheless, even in areas where people from other nations are welcome, or when migration takes place within a single country, the difficulties of geographic displacement may be augmented by occupational displacement, environmental change, social disruption, and economic hardship.

Refugee movements may bring with them serious public health problems, such as severe malnutrition, as is the case in Africa. In other instances, refugees and other migrants may carry infections to areas in which such diseases are under control, or where they have not previously existed, thereby necessitating new or intensified public health screening efforts followed by treatment or other control measures. In some areas, violence related to historical ethnic conflicts is a serious problem.

Health problems are also encountered by migrants as a consequence of their move to a new environment. Psychological stress and physical deprivation associated with living in an unfamiliar environment, such as a refugee camp or squatter settlement, can bring about high levels of violence, including suicide, homicide, and rape. Language and other cultural differences between refugees or migrants and their place of destination produce serious barriers to health-care information and services at the new location.

Aging

As the death rate declines in most parts of the world, life expectancy increases, and the number and ages of older people increase. This change is more characteristic in developed countries, where life expectancy often exceeds 70 years. A shift in the age of a population has important implications for the health problems a society must face and the health services that must be provided.

The spectrum of health problems facing the public with an aging population will change profoundly. Heart disease, cancer, and cerebrovascular disease, which account for most of the deaths in the United States, will continue to be prevalent. Degenerative conditions, such as Alzheimer’s disease, will increase as an important cause of mortality. The need to prevent disability and injury in the aging population, intensified needs for long-term care, and other special health services has reached a new level of importance that will persist in the twenty-first century. Health measures, public policy on retirement, and the desire of the older members of the population to continue working will be important determinants of the quality of living in the future.
While research on genetics and disease causation, such as diabetes and Alzheimer’s disease, holds great promise for the future, its impact is unlikely to be felt among older populations in both developing and developed countries equally.

The Need for Improved Population Health Measures
In addition to the important information that comes from vital records, there is a need for innovation in collecting demographically related measures of population health, since there are impediments related to conceptualization challenges, availability of resources, methodological inadequacies, and political resistance. Given the high levels of immigration in many countries, there is a need for better characterization of language distributions, literacy levels (general and health-related), and personal lifestyles and behaviors that may be intimate and difficult to report. Better understanding of levels of access to medical services, cultural beliefs and practices, and personal and family economic status are also critical for directing public health measures to populations and communities.
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Public Health Informatics

David A. Ross • Alan R. Hinman

Information is a critical component of all public health activities. The purpose of public health informatics is to systematically apply "information and computer science and technology to public health practice, research, and learning." The definition of public health informatics posited by O’Carroll et al. implies a broad range of activities drawn together by a focus on populations, not merely on individuals, and on public health organizations that operate with legal mandates. Although O’Carroll described informatics as primarily an engineering discipline, we believe that it is evolving more into a discipline of logical and strategic thought and management.

Medical and clinical informatics focus on improving the processes of diagnosis, care, and treatment of individuals. In contrast, public health informatics supports the activities, programs, and needs of those entrusted with assessing and assuring that the health status of whole populations is protected and improves over time. Public health informatics concerns itself with supporting programmatic needs of agencies, improving the quality of population-based information upon which public health policy is based, and expanding the range of disease prevention, health promotion, and health threat assessment capability extant in every locale throughout the world.

This chapter examines the historical and governmental context that guides the current evolution of the emerging public health informatics discipline, and describes some of the issues relating to the abilities of the public health worker to use information systems, as well as the larger scale issues relating to developing and implementing integrated information systems at regional and national levels.

► HISTORICAL CONTEXT

John Snow conducted one of the first comprehensive epidemiological studies undertaken in response to the 1854 cholera outbreak in London. Snow investigated and mapped the locations of the homes of those who had died in the outbreak—one of the first geographic information applications in public health. By linking the locations of their homes to a single water pump on Broad Street in Soho, London, he established that cholera was a water-borne disease. Of the 89 people who died, only 10 lived closer to another pump. Within a week of the outbreak and armed with visual data, Snow convinced the authorities to remove the pump handle. Following that simple intervention, the number of infections and deaths fell rapidly.

Over the past 30–50 years, public health programs have emerged around specific diseases (e.g., tuberculosis), behaviors (e.g., smoking), or technologies (e.g., immunization). Each of these new programs carried with it data and information needs and information systems were developed to meet these needs. Just as public health programs and their related information systems were evolving, so, too was technology. The technology changes associated with personal computing allowed for a more distributed approach to information system development. The conjunction of distributed computing and categorical public health programs led to a proliferation of information systems supporting narrowly focused public health programs—“silos” systems.

Individual public health programs have typically developed (or acquired) information systems designed to suit their individual program needs (e.g., surveillance, tuberculosis prevention, and control), often in response to requirements of federal funding agencies. These systems have typically been incapable of communicating with other systems within the public health agency or with systems outside the agency. A single federal agency may fund several state/local programs, each of which has its own required information system for providing information to the national level and each of which differs from the others, requiring that state/local health department workers who are involved in a number of programs learn a variety of different ways of entering and summarizing information.

Public health has lagged behind health-care delivery and other sectors of industry in adopting new information technologies, in part because public health is a public enterprise depending on funding action by legislative bodies (local, state, and federal). Additionally, adoption of new technologies requires significant effort to work through government procurement processes.

Beginning in the 1980s, the desirability of making the various systems congruent with one another and standardizing the way information is captured and transmitted has gained increasing attention in the public health arena. At the Centers for Disease Control and Prevention (CDC), a 1995 study reported that integrated information and surveillance systems “can join fragments of information by combining or linking together the data systems that hold such information. What holds these systems together are uniform data standards, communications networks, and policy-level agreements regarding confidentiality, data access, sharing, and reduction of the burden of collecting data.” In the late 1990s, it became apparent that public health must be more comprehensive in understanding disease and injury threats, necessitating a level of programmatic and supporting information system integration (see below). Combining data from disparate programmatic sources—for example, from surveillance systems covering different diseases or from a variety of service delivery systems—requires systems that connect seamlessly. Interoperability refers to data from various sources being brought together, collated in a common format, analyzed and interpreted without manual intervention. Interoperability requires an underlying architecture for data coding, vocabularies, message formats, message transmission packets, and system security. Interoperability implies connectedness among systems, which requires agreements that cover data standards, communications protocols, and sharing or use agreements. Interconnected, interoperable information systems in public health allow information systems to address larger aspects of the public health enterprise. The enterprise era of public health informatics rests on a
rigorous approach to solving semantics problems—interpretation, negotiation, and reasoning—that were once the domain of humans alone and will now be mediated by computers. Major advances in the quality, timeliness, and use of public health data will require a degree of machine intelligence not presently imbedded in public health information systems.4

The context in which informatics can contribute to public health progress is changing. New initiatives within public health and throughout the health-care industry portend changes in how data are captured, the breadth of data recorded, the speed with which data are exchanged, the number of parties involved in the exchange of data, and how results of analyses are shared.

**PUBLIC HEALTH SYSTEM NEEDS FOR INFORMATICS**

In the future, public health informatics will have major impact on the three core public health functions: assessment, policy development, and assurance. Assessment will require that a public health official knows more about the dynamics of health within a jurisdiction, knows it sooner, and knows it with more precision. This will require greater breadth, precision, and timeliness in data capture and analysis, as well as an ability to detect important disparities in health. Policy development speaks to both micro-level (community) analysis and recommendations and also to macro-level (state and national) policy needs based on trends detected in assessment systems, relationships among forces impacting health status, and social determinants, such as insurance, employment, and other economic trends. Assurance activities complete the legal guarantee of services, such as screening every baby for heritable disorders and linking the child to a medical home that assures appropriate follow-up care, or assuring that preventive services reach every citizen. Assurance activities coupled with e-government initiatives guarantee more convenient access to government-mandated services, and assurance activities will become more aligned with continuous quality improvement, which implies an ability to measure against benchmarks on a timely basis.

The national security emphasis brought on by the events of September 11, 2001 and thereafter, points toward a cradle-to-grave approach to the management of health data. Biosurveillance has become a term meaningful to every lawmaker. Tracking personal health through personal health records (PHRs) is under serious consideration as a component of national health-care automation initiatives. Attention to injury prevention and other threats to health are leading community organizations to analyze data to adapt to spur legislative and regulatory actions at local and state levels. In addition, health is now a key component of emergency response and recovery teams in every locality in the nation. All of these areas require timely information and communication.

In all segments of industry and government, the best applications of technology are those that clearly support critical missions. In public health, a field with vast responsibilities, it is even more important to carefully isolate the need for and purpose of information systems to assure that the investment in a system results in tangible support to health promotion, disease prevention, or health protection goals.

Experience with information technology (IT) projects in all industries has shown that IT projects are risky ventures prone to failure. General IT project success rates are poor—31% cancelled before completion, 53% challenged by cost and/or time overruns or changes in scope.5 For large-scale enterprise applications (e.g., commercial comprehensive business software solutions), similar data indicate about a 39% hard dollar return on investment.6 The investment house Morgan Stanley estimated that U.S. companies threw away $130 billion on unneeded software and other technology in a 2-year period.7 These data demonstrate that neither government nor private industry is immune to ill-conceived, poorly executed IT projects.

**ENTERPRISE ARCHITECTURE AND DATA INTERCHANGE**

Aligning informatics strategy to organizational goals is one of the most important contributions senior public health leaders can make in creating viable, sustainable information infrastructure. Aligning informatics strategy rests on at least two pillars. First, the organization must have goals and a plan of action to achieve those goals. Without these, informatics investments will most likely serve small, narrow, program-specific objectives rather than the larger organization. Second, a public health organization needs an enterprise architecture.

Public health endeavors are moving from isolated interventions toward a more coordinated systems view. Political leaders, policy makers, and public health professionals are taking an enterprise view to be more responsive to large-scale problems and to be more cost effective in their use of public funds. Adopting an enterprise view implies multiorganization cooperation and coordinated information systems planning, development, and deployment. Developing information systems that support multiple parties achieving multiple goals underscores the organizational and management aspects of public health informatics.

For public health agencies to become successful at conceiving, developing, and using enterprise-level information systems, careful attention must be applied to a series of activities corresponding to the life cycle of any information system project:

- Aligning organizational and IT strategies (a managerial informatics task)
- Establishing a clear rationale of benefits (business case)
- Justifying a long-term finance strategy
- Building a framework of process descriptions, tied to how supporting work processes actually create the data of interest
- Developing a comprehensive set of requirements or statements of what the system must be capable of doing
- Answering the “buy or build” question
- Managing the project development phase
- Training the many individuals who will play a role in operating or using the new information system(s)
- Guiding the implementation of the system and the accompanying change processes that will be required of the organization affected by the system
- Evaluating the ultimate impact the system has on health outcomes

Enterprise architecture is a way to describe an agency’s business operations and processes, the performance outputs or measures used to achieve agency goals, the description of data and information related to lines of activity, categorizing the IT services and applications in use, and the technologies and standards used throughout all the applications. Developing and maintaining enterprise architecture is time-consuming and can be complex, however, the benefits are extensive. The benefits include helping the agency align IT goals with agency-strategic direction, accommodate more rapidly to new requirements, improve system management due to more consistent components, lower support costs, and support interoperability within the agency and with external partners.

The need for an enterprise view and an enterprise architecture is not unique to public health. In 2004, the National Academies noted that “the success of the FBI’s information technology efforts will require the development of a close linkage between IT and a coherent view of the bureau’s mission and operational needs . . . the enterprise architecture . . .”

Data interchange technologies are changing how public health agencies can approach their need to capture and manipulate data to produce the information that is essential to protecting community health. Public health is moving from thinking about an IT solution for a specific problem (e.g., capturing case data on a specific disease) to thinking in terms of a class of similar challenges (e.g., data structures
that can be used for infectious disease surveillance). Data no longer need to exist as entities unto themselves. Using the concept of metadata—that is, a list of facts that describe the data and how they are used—data sources can be conceptually indexed, allowing anyone to understand which data are being captured by which system. Using Extensible Markup Language (XML) technology, data can be tagged in a manner that provides for convenient transfer and interpretation from one system to another. Thus, public health agencies need to adopt new data transfer technologies and simultaneously establish and manage enterprise architectures.

► PUBLIC HEALTH WORKER NEEDS

If they are not already at least minimally computer literate, public health workers will have to become so in order to be fully functional. This does not mean they will have to understand how to program computers. It does mean they will have to understand what computers can and cannot do and how to communicate effectively with systems engineers. The Council on Linkages between Academia and Public Health Practice has developed informatics competencies for public health professionals. Three categories of competencies have been developed for front-line staff, senior-level technical staff, and supervisory/management staff: effective use of information, effective use of IT, and effective management of IT projects. Table 5-1 lists the domains/topical areas within each of the categories.

Two of the most important skills needed by public health workers are:

1. The ability, and the willingness, to explicitly lay out the functional requirements of the information system
2. Active participation in all phases of conceptualization, development, design, implementation, and evaluation of the system

<table>
<thead>
<tr>
<th>TABLE 5-1. INFORMATICS COMPETENCIES FOR PUBLIC HEALTH PROFESSIONALS</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Effective use of information</td>
</tr>
<tr>
<td>a. Analytic assessment skills</td>
</tr>
<tr>
<td>b. Policy development/program planning</td>
</tr>
<tr>
<td>c. Communication skills</td>
</tr>
<tr>
<td>d. Community dimensions of practice</td>
</tr>
<tr>
<td>e. Basic public health sciences</td>
</tr>
<tr>
<td>f. Financial planning and management</td>
</tr>
<tr>
<td>g. Leadership and systems thinking</td>
</tr>
<tr>
<td>2. Effective use of IT</td>
</tr>
<tr>
<td>a. Digital literacy</td>
</tr>
<tr>
<td>b. Electronic communications</td>
</tr>
<tr>
<td>c. Selection and use of IT tools</td>
</tr>
<tr>
<td>d. On-line information utilization</td>
</tr>
<tr>
<td>e. Data and system protection</td>
</tr>
<tr>
<td>f. Distance learning</td>
</tr>
<tr>
<td>g. Strategic use of IT to promote health</td>
</tr>
<tr>
<td>h. Information and knowledge development</td>
</tr>
<tr>
<td>3. Effective management of IT projects</td>
</tr>
<tr>
<td>a. System development</td>
</tr>
<tr>
<td>b. Cross-disciplinary communication</td>
</tr>
<tr>
<td>c. Databases</td>
</tr>
<tr>
<td>d. Standards</td>
</tr>
<tr>
<td>e. Confidentiality and security systems</td>
</tr>
<tr>
<td>f. Project management</td>
</tr>
<tr>
<td>g. Human resources management</td>
</tr>
<tr>
<td>h. Procurement</td>
</tr>
<tr>
<td>i. Accountability</td>
</tr>
<tr>
<td>j. Research¹²</td>
</tr>
</tbody>
</table>

► PUBLIC HEALTH INFORMATION SYSTEM NEEDS

In the area of childhood immunizations, a revolutionary approach was undertaken in the early 1990s to serve both medical care and public health needs by developing population-based immunization registries, which gather information from all providers of immunizations (whether private or public) and consolidate the information so that any provider can, at a glance, determine the complete immunization history of a child. This work was supported by CDC’s National Immunization Program and by All Kids Count, a program funded by The Robert Wood Johnson Foundation. Although practice-based registries had been used for some years, this was the first attempt to capture information from all sources, private and public, and was particularly useful since more than 25% of U.S. children receive immunizations from more than one provider before they are 3 years of age. Registries can also generate reminder/recall notices, create official immunization records, and assess the immunization coverage in a given area or practice. Immunization registries have advanced further than other information systems seeking to bridge the public/private divide. Currently, more than 50% of U.S. children less than 6 years of age have at least two immunization doses recorded in a population-based registry, and there is a Healthy People 2010 goal of 95% participation by U.S. children less than 6 years of age.¹³

Considerable effort has gone into defining functional standards for registries (Table 5-2). Agreement has been reached that Health Level 7 (HL7) packaging will be used for transferring information. A certification process for registries is in development. Although registries have proven their worth and are well advanced, very few are capable of communicating with other health information systems. Most are not yet capable of exchanging information with other registries and few integrate with information systems serving other program areas.

Emphasis in the public health community has now shifted to integration of information systems in order to share information. In our view, integration refers to the presentation of information to the end-user, not to the hardware or software behind it. Some information systems are developed as comprehensive (integrated) systems with different programmatic areas forming modules of the whole. More commonly, existing information systems may be linked together in a variety of ways to combine information and present it in an integrated way. In many ways, this is a bottom-up approach to developing enterprise systems.

An important, practical approach to integrating child health information systems has been undertaken by the Genetic Services Branch,

<table>
<thead>
<tr>
<th>TABLE 5-2. IMMUNIZATION REGISTRY MINIMUM FUNCTIONAL STANDARDS</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Electronically store data on all NVAC-approved data elements</td>
</tr>
<tr>
<td>2. Establish a registry record with 6 weeks of birth for each newborn child born in the catchment area</td>
</tr>
<tr>
<td>3. Enable access to and retrieval of immunization information in the registry at the time of encounter</td>
</tr>
<tr>
<td>4. Receive and process immunization information within one month of vaccine administration</td>
</tr>
<tr>
<td>5. Protect the confidentiality of health-care information</td>
</tr>
<tr>
<td>6. Ensure the security of health-care information</td>
</tr>
<tr>
<td>7. Exchange immunization records using HL7 standards</td>
</tr>
<tr>
<td>8. Automatically determine the routine childhood immunization(s) needed, in compliance with current ACIP recommendations, when an individual presents for a scheduled immunization</td>
</tr>
<tr>
<td>9. Automatically identify individuals due/late for immunization(s) to enable the production of reminder/recall notifications</td>
</tr>
<tr>
<td>10. Automatically produce immunization coverage reports by providers, age groups, and geographic areas</td>
</tr>
<tr>
<td>11. Produce official immunization records</td>
</tr>
<tr>
<td>12. Promote accuracy and completeness of registry data</td>
</tr>
</tbody>
</table>
Division of Services for Children with Special Health Care Needs, Maternal and Child Health Bureau, Health Resources and Services Administration (MCHB/HRSA). Since 1998, MCHB/HRSA has undertaken a series of grant initiatives to facilitate, among other things, the development of integrated child health information systems to include newborn-screening systems. All Kids Count (now a part of the Public Health Informatics Institute) has worked with MCHB/HRSA in this area since 2000. As a starting point, four programmatic areas were selected for integration of information systems—newborn dried blood spot (NDBS) screening for inherited and congenital disorders, early hearing detection and intervention (EHDI), immunizations, and vital registration. These four were selected because they are recommended for all infants/children, they are carried out (or begin) in the newborn period, they are time-sensitive (delay in carrying them out can lead to adverse outcome), and they are primarily delivered in the private sector but have a strong public sector component (e.g., public health agencies, federally qualified health centers). Additionally, most or all states mandate them.

Two activities to support integration have been the development of a sourcebook containing key elements for successful integrated health information systems and the development of principles and core functions of integrated child health information systems. The nine key elements identified were:

1. Leadership—project has an executive sponsor and a champion.
2. Project governance—project is guided by a steering committee representing all key stakeholders and uses outside facilitators.
3. Project management—formalized management strategies and methodologies are used. Project has adequate and appropriate staffing.
4. Stakeholder involvement—there is frequent interaction and high quality communication with stakeholders.
5. Organizational and technical strategy—strategy is based on local issues, aligned with national efforts, customer-focused, developed through a legitimate process, and based on business processes.
6. Technical support and coordination—centralized within the health department with technical staff working closely with program staff. Uses business analysts to coordinate between technical and program staff.
7. Financial support and management—funding is adequate, derived from multiple sources and managed by an oversight committee.
8. Policy support—legislation, regulation, and policy foster or are neutral to the integration of information systems.
9. Evaluation—regularly performs qualitative and/or quantitative monitoring or evaluation.

**MEDICAL CARE INFORMATION SYSTEM NEEDS**

In the clinical care arena, one of the most exciting developments has been the continuing evolution of electronic medical records, which are now in use in a number of practice settings, both inpatient and outpatient. Many of these information systems are capable of bringing together information from a variety of different sources, including nursing, pharmacy, laboratory, radiology, and physician notes. Some of the sources themselves have dedicated information systems to meet their individual needs (e.g., pharmacy, laboratory). Traditionally, these systems are not designed to handle other facets of health care, such as reporting notifiable diseases to health departments or providing information directly to the patient. In 2003, only an estimated 5% of U.S. primary care users were using electronic medical records. The American Academy of Family Physicians has established the goal of having at least half of its members using electronic health records by 2006. The special requirements for electronic medical record systems in pediatrics have drawn attention. Some of the important data needed in pediatric records that may not appear in adult electronic medical records include growth data, age-based normal ranges, information on dosage of medications, and immunizations.

**NATIONAL HEALTH INFORMATION SYSTEM INITIATIVES**

In the late 1990s, CDC launched an initiative aimed at rethinking notifiable disease surveillance—National Electronic Disease Surveillance System (NEDSS). The NEDSS initiative leveraged developments in medical informatics (e.g., HL7, Logical Observation Identifiers Names and Codes [LOINC]) and new information communication technologies (e.g., pervasive Internet access, XML, etc.) to challenge existing disease-centric methods and approaches to handle information. NEDSS was built on the proposition that the process of notifiable disease surveillance could be described in a standard way—that is, as a business process core to public health practice—and could be standardized in a manner such that data captured in any jurisdiction could be transmitted through a network of computers to all layers of the public health system in need of the data. Following the events of September 11, 2001, CDC expanded the conceptions driving NEDSS to conceive a Public Health Information Network (PHIN) that would unify the disparate information and communications systems presently employed to meet the needs of many different public health programs. PHIN is a broad concept, built around the need to provide a crosscutting and unifying framework, to better monitor the disparate public health data streams for early detection of public health issues and emergencies. Through defined data and vocabulary standards and strong collaborative relationships, PHIN will enable consistent exchange of response-, health-, and disease-tracking data between public health partners. In conjunction with the PHIN vision, CDC and the HRSA have distributed significant grant funding intended to rapidly scale-up state and local public health information infrastructure.

Other federal funding agencies are promoting similar changes in the informatics structure of public health. HRSA has sponsored telemedicine and systems integration grants to states to spark development of systems that integrate child health information and extend health-care providers to remote and rural locations through telemedicine. The HRSA grants sponsor more than 20 states’ efforts to integrate newborn dried blood spot screening results with other early child health information systems, such as newborn hearing screening and immunizations. The combination of funding for NEDSS, PHIN, terrorism and preparedness, and the HRSA integration projects has led to enterprise-level thinking within public health agencies. Public health information infrastructure will also benefit from fiscal year 2004 grants and contracts distributed by the Agency for Healthcare Research and Quality (AHRQ) that promote interconnection of health care and public health through use of electronic health records. In addition, public health informatics training is now a focus of the National Library of Medicine in a joint effort with The Robert Wood Johnson Foundation, through four grants to major academic centers who have joined medical informatics programs with schools of public health to build a cadre of doctoral and masters’ level public health informaticists.

Several national initiatives that have major implications for the development of integrated health information systems are currently underway. These include the National Health Information Infrastructure (NHII) initiative, which addresses all aspects of health information systems, including clinical medicine and public health. NHII is “the set of technologies, standards, applications, systems, values, and laws that support all facets of individual health, health care, and public health”. The broad goal of the NHII is to deliver information to individuals—consumers, patients, and professions—when and where they need it so they can use this information to make informed decisions about health and health care. CDC’s PHIN initiative addresses the public health component of NHII. In addition, the Medicaid
Information Technology Architecture (MITA) initiative of the Centers for Medicare and Medicaid Services addresses information systems for the nation’s largest payer of health care.  

In 2004, the Office of the National Coordinator for Health Information Technology (ONC) was established within the Department of Health and Human Services to coordinate and oversee the range of activities in developing health information systems around the country. A Framework for Strategic Action was developed and released in July 2004. The framework describes a vision for consumer-centric and information-rich care with four goals:

1. Inform clinical practitioners to improve care and make health care delivery more efficient.
2. Interconnect clinicians to allow information to be portable and to move with consumers from one point of care to another.
3. Personalize care—consumer-centric information will help individuals manage their own wellness and assist with their personal health-care decisions.
4. Improve population health through the collection of timely, accurate, and detailed clinical information to allow for the evaluation of health care delivery and the reporting of critical findings to public health officials, clinical trials and other research, and feedback to clinicians.

The establishment of ONC sent the signal that information technologies must be deployed in a way that supports improvement in quality, safety, and efficiency of care. If agreements can be reached on the major information architectural standards (data, transmission, and security) and appropriate approaches to governance and viable business models can be demonstrated, then regional health information exchanges (RHIOs) will emerge across the nation to assist and transform how health care is delivered. Public health considerations should be central to this transformation, and public health information systems will be central to how public health agencies participate.

Some of the most important barriers to development of integrated information systems are the lack of agreement on standards for data exchange and the lack of clarity on developing statements of required functionality.

**LESSONS LEARNED IN DEVELOPING HEALTH INFORMATION SYSTEMS TO DATE**

The All Kids Count project summarized 10 lessons learned for health information systems projects:

1. Involve stakeholders from the beginning—stakeholders, especially those who are the users and beneficiaries of information systems, need to be actively involved throughout the planning and implementation of health information systems.
2. Recognize the complexity of establishing a population-based information system—although clinical information systems may be quite complex, they essentially deal with transactions in a population that is quite selective (e.g., those admitted to a particular hospital). By contrast, population-based information systems must ensure that all people who live in a particular area are included, regardless of whether they make use of clinical or public health services or not.
3. Develop the policy/business/value case for information systems—a systematic and rigorous approach to developing the business of value case for integrated health information systems is needed to gain support from policy makers.
4. Define the requirements of the system to support users’ needs—information systems are designed to support health care or public health functions. Too often, the users are not explicit in defining what the system must be able to do in order to support them appropriately. This leaves system developers with insufficient guidance. More emphasis is needed on designing information systems that support the work processes of physicians and other health workers and on developing tools and techniques to help them overcome both perceived and real barriers to using information systems.
5. Develop information systems according to current standards—successful exchange of information between public health and clinical information systems will require public health agencies to support standards-based systems as an essential investment in their infrastructure.
6. Address common problems collaboratively—although no two programs are the same, most public health programs face common challenges in developing and implementing information systems. By working collaboratively, it is possible to learn from one another and avoid making the same mistakes repeatedly. The Association of Public Health Laboratories (APHL) and the Public Health Informatics Institute collaborated with 16 states to define the business processes and functional requirements for public health laboratory information systems. As the states worked together, they discovered that they had more in common than they initially believed, although there were some areas that were unique to a given state (diversity within commonality).
7. Plan for change—the pace of evolution in information systems is dazzling and it is clear that there will continue to be rapid changes. We must develop change management plans to be able to accommodate to the changing environment.
8. Plan boldly, but build incrementally—it is important to have a grand view of the end product but it is also important to build the system incrementally. This allows demonstration of completed products and permits adaptation to the inevitable changes in environment and technology.
9. Develop a good communication strategy—a good communication strategy begins with listening to the various stakeholders to understand their concerns and needs before shaping informational messages. It ensures a message is repeated many times.
10. Use the information (even if not perfect)—one of the characteristics of those developing information systems is the desire to have everything perfect before rolling out the product or sharing information. This is a tendency that must be resisted. Providing information allows providers to verify it against records and subsequently update and correct inaccurate information. This feedback loop is an important ingredient of progress.

**CHALLENGES FOR THE FUTURE—IMPLICATIONS FOR PUBLIC HEALTH INFORMATICS**

The broad public health mission demands that the organized efforts of governmental agencies work in collaboration with multiple partners—medical care providers and provider organizations (hospitals, managed care organizations), first responders (fire, police), and many others depending on the circumstances. Because public health agencies are components of government, they are restricted in where they focus their efforts. Public health has evolved its mission through careful assessment of the causes of death and disability and translation of those findings into policy initiatives that bring about changes in law, which in turn increase the scope of the public health mission. Public health informatics should be central to this process because it is through information technologies that data are gathered, analyzed, and understood. Further, public health informatics can influence the services that public health agencies are legally mandated to assure. Information technologies support processes; public health drives numerous processes that support the delivery of primary care and population-based services. Public health also coordinates efforts from local communities to state authorities and eventually works in concert with federal agencies (e.g., DHHS, DHS, USDA, EPA, etc.). In every domain of the public health mission, informatics has and will
Public health informatics rests at the fulcrum of this change. Technologies provoke policy change by creating new possibilities. For example, the invention of penicillin changed the treatment of communicable diseases like syphilis and changed the manner in which public health agencies organized efforts to treat infected individuals. In a similar manner, innovations in IT have provoked changes in public health practice. When a new technology presents a significant shift in capability, public health organizations are forced to respond. Thus, public health informatics is both a servant to program needs and an agent of mission change. The evolution of data coding (e.g., LOINC, SNOMED, etc.) and data transmission (e.g., HL7) make the capture and transmission of clinical information a feasible and cost-effective reality. Given that reality, public health agencies cannot ignore the potential to capture a more complete picture of current patterns of illness and patterns of care. The cycle of innovation provoking new forms of practice continues at an increasing pace. Public health informatics rests at the fulcrum of this change.
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OVERVIEW OF HEALTH DISPARITIES

Some health experts argue that we may have entered a third wave of health. After combating communicable diseases in the first wave and chronic disease in the second, an era may emerge in which people are living longer with increasingly less disease burden, technological advances are promising to halt the encroachment of disease, and a growing number of people are considering themselves to be in good health. At the same time, however, millions of people worldwide are suffering and dying from diseases and disabilities that are easily preventable or curable. Diseases such as polio, measles, and tuberculosis, are rare or nonexistent among populations with access to resources, but far too commonplace for those living in impoverished or disadvantaged conditions. In developing countries, one million children die each year from measles, infant mortality rates are seven times higher than in industrialized countries, and the AIDS virus threatens to undo any gains made in childhood survival rates. Such statistics are not isolated to developing nations. In more developed regions of the world, such as North America and Europe, many people still receive substandard care or suffer from significantly higher rates of disease and lower levels of favorable health outcomes than others. Although by no means universally agreed upon, the concept of health disparities refers to differences in one or more health-related variables associated with membership in some population group or subgroup.

Initially, the United States may have lagged behind other nations in recognizing the health disparities concept, as well as in efforts to research and redress health disparities. The last 12–15 years, however, have witnessed increasingly strong governmental and philanthropic efforts in this area. A strategically important landmark in this regard was the setting of national health objectives embodied in the Healthy People 2010 endeavor under the auspices of the U.S. Department of Health and Human Services (DHHS). Goals of Healthy People 2010 include (a) increasing life expectancy and improving quality of life for all individuals and (b) eliminating disparities among population segments, including socioeconomic position, gender, race/ethnicity, disability, geographic location, or sexual orientation. These goals went beyond those of Healthy People 2000 that were principally concerned with population groups that were believed to be at high risk for death, disease, or disability. Cascading from Healthy People 2010 have been strong health disparity research and monitoring efforts emanating from other federal agencies, each conditioned by its particular substantive focus. For instance, the Institute of Medicine’s 2003 report, *Unequal Treatment: Confronting Racial and Ethnic Disparities in Health Care*, concluded that after controlling for socioeconomic status (SES) and health insurance, African Americans and Latinos received inferior health care in part related to physicians’ stereotypes of minority patients. The Institute of Medicine separates these issues of bias together with those of health-care system inequities from differences due purely to clinical considerations. Other government entities have also substantially contributed to the overall effort. These include various operations of the National Institutes of Health, the Health Research and Services Administration, and the National Center for Health Statistics (NCHS). In addition, acting collaboratively and independently, state health departments have initiated and sustained health disparity research, monitoring, and intervention initiatives.

Conceptualizing Health Disparities

At its core, the notion of health disparities relies on differences—in health attributable to membership in one population group versus another. A historically influential feature of the health disparity concept is its location in worldwide policy and scholarly debates about public health. It is important to understand that recognition of health disparities as a public health issue and subsequent elaboration of its definition and its relationship to other issues, such as health care and measurement of public health variables, took place under the auspices of international institutions such as the World Health Organization (WHO). In the United States there is generally firm adherence to the term disparity, while in the United Kingdom and European countries the terms “inequality” and “variations” are more typically employed. Regardless of the particular term invoked, the logic of health disparities is consistent and can be illustrated (Fig. 6-1.)

In this scheme, it is held that differences or variations, say, in race/ethnicity are conceptually part of disparities because they are facets of the implicit overarching public health or societal value of equity. It is generally held that group differences based on these variables are proximally or distally associated with differences in health, thereby establishing inequitable life situations, including differences in health care or health outcomes. Disparities in health exist between groups of people, not individuals. The chain of events set in motion by membership in a particular group emanates from differential
functions according to the human rights. In an equitable system, all would have the same opportunities, adequate health care and the right of everyone to enjoy the highest attainable standard of health, one of which is health. This refers to both the right to obtain personal medical services, which in turn result in differential health outcomes. For example, differences between U.S. non-Hispanic whites and African Americans are found with infant mortality, with African Americans experiencing higher rates than non-Hispanic whites. The overarching value of equity highlights concerns of privilege inherent in social groupings, and it affects ways in which health disparities are conceptualized and measured.

In addition to this basic health disparities logic, additional considerations are consistent features of health disparities debates. These include individual versus structural influences on health and the extent to which health inequalities are avoidable and unjust. The first of these references the fundamental question of whether health disparities arise due to individual behavioral choices and cultural practices or externally imposed structural factors. Responsibility cannot be completely attributed to one or the other; rather, health disparities are generally thought to arise at the intersection of individual behavior or cultural constructions and the social structure. Populations that live in environments of high material and social disadvantage, that is, poverty, low social position, unemployment or underemployment, discrimination, lack of social capital, unsafe living and working environments, and powerlessness are thought to be at relative increased risk for disease.

Second, health disparities do not refer to all differences in health but to those that are potentially avoidable or that occur as the result of injustice. In a just system, the majority of care and health resources would be allocated to those in the most need, the most disadvantaged in society. Therefore, much of the work regarding health disparities is particularly concerned with issues of social justice and human rights, one of which is health. This refers to both the right to obtain adequate health care and the right of everyone to enjoy the highest level of health. From the justice standpoint, structural constraints on adequate health and health care are a denial of one’s fundamental human rights. In an equitable system, all would have the same opportunity to attain their full health potential. Resource allocation and health care access would also be based on and distributed according to the greatest need. However, the current health-care system often functions according to the inverse care law in which regions with the highest disease burden receive the fewest health resources. Likewise, funding tends to flow away from these areas, not toward them. Although policy makers are aware of this discrepancy, it is often difficult to shift or reallocate resources. For example, in the United States from 1991 to 2000, medical advances in technology averted 176,633 deaths, but “equalizing the mortality rates of whites and African Americans would have averted 886,202 deaths.” Far more is spent on technology than on achieving equity in health care delivery. These data highlight the compelling nature of health disparity, and they bring to the foreground the ethical issue of what differences should be tolerated and redressed. The compound effects of social disadvantage and increased risk for disease can be thought of as a form of structural violence precipitated by social structures and institutions, which prevents individuals from achieving their full potential. As Paul Farmer95 asserts, “Structural violence is visited upon all those whose social status denies them access to the fruits of scientific and social progress.”

International Context. The diverse vantage points for considerations of health disparities are located by how disparities are defined. Sorting out terms such as disparity, difference, inequality, and inequity is largely a matter of grasping the way in which definitions of disparity have emerged over time and in various contexts. One of the earliest and most influential definitions is attributed to Margaret Whitehead through work with the European Office of the WHO in the 1990s. As shown in two reviews,9,14 her definition explicitly refers to “systematic differences in health of groups and communities, which prevents individuals from achieving their full potential, to the extent possible.” She went on to specify determinants of inequalities, including exposure to unhealthy environments, poor access to health care, and other individual-level variables such as natural selection and individual behaviors. These definitions are notable for distinguishing determinants from outcomes and for emphasizing the value of equity.

Subsequent WHO definitions are conceptually more inclusive and explicit, as well as more elaborate, in their focus on equity, and they introduce the need to consider measurement of health disparities, something that has emerged as a dominant concern in health disparities research and intervention. For instance, “Equity means that people’s needs, rather than their social privileges, guide the distribution of opportunities for well-being. In virtually every society in the world, social privilege is reflected in differences in SES, gender, geographic location, ethnic/religious differences and age. Pursuing equity in health means trying to reduce avoidable gaps in health status and health services between groups with different levels of social privilege.” Another international health organization, the International Society for Equity in Health, also invoked equity, “The absence of systematic and potentially remediable differences in one or more aspects of health across populations or population subgroups defined socially, economically, demographically, or geographically.” Still another definition refers to “social determinants” and stresses inequalities, “systematic differences in health of groups and communities occupying unequal positions in society.”

The “unequal positions in society” aspect of the inequalities notion highlights another persistent and crucial context of the health disparities debate—differential access to health care. From logical, ethical, and policy standpoints, differential access to health care is a key issue with respect to health disparities because it may serve as a vehicle for reifying inequality inherent in group memberships as inequitable health outcomes. Access to health care necessarily entails access to health-care resources and attention to equitable distribution of resources by researchers and interventionists. A thorough treatment of equity in health care is beyond the scope of this chapter, but most definitions reference the fit between need and resources. Accordingly, vertical equity refers to the allotment of health resources based on differential need between groups. Perhaps owing to structural differences in health-care systems between the United States and many other developed nations, equitable access to health care, broadly conceived, is a key element of health disparities policy, research, and intervention in the United States.

**Figure 6-1. Conceptualizing health disparities.**
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links health disparities to access to care. "...a population-specific difference in presence of disease, health outcomes, or access to care."20

Similarly, one of the Institute of Medicine’s foci is on the differential burden of disease based on differences in, say, cancer survival rates among population groups, including race/ethnicity or SES.21 Compared to Europe-located definitions above and owing in large part the Healthy People 2000 and Healthy People 2010 processes, this and other U.S. definitions of health disparities emphasize the word differences—differences in groups and differences in health outcomes. While the overarching value of equity is implicit in U.S. definitions, it is not often explicit. Nevertheless, equity is inherent in the Healthy People 2010 goal of eliminating health disparities, “to eliminate health disparities among segments of the population ...”22

It should also be emphasized that this goal takes the affirmative stance of moving beyond mere concern for equity to setting the goal of eliminating disparities for specific groups. The impetus and coordination supplied by Healthy People 2010 has resulted in adoption of generally compatible definitions across agencies responsible for different parts of the United States’ health promotion and health care systems. Important U.S. legislation such as Public Law 106-525, the Minority Health and Health Disparities Research and Education Act of 2000, focuses attention on population differences. “A population is a health disparity population if ...there is a significant disparity in the overall rate of disease incidence, prevalence, morbidity, mortality, or survival rates in the population as compared to the health status of the general population ...populations for which there is a considerable disparity in the quality, outcomes, cost, or use of health care services or access to, or satisfaction with such services as compared to the general population.”22

It is important to consider how various entities within the U.S. government define health disparity, as their agencies’ agendas for research and intervention are reflected in and determined by these definitions. Agencies such as the National Institutes of Health, the Centers for Disease Control and Prevention (CDC), and the entirety of the DHHS have adopted this definition: “Health disparities are differences in the incidence, prevalence, mortality and burden of disease and related adverse health conditions that exist among specific population groups in the United States ...these population groups may be characterized by gender, age, ethnicity, education income, social class, disability, geographic location or sexual orientation.”21 Owing to its conceptual inclusivity, this definition sets an ambitious and far-reaching agenda that has tremendous implications for research and monitoring efforts, specifically with respect to measurement issues. Disparities that might be uncovered by a particular study or focused on as part of a community-based participatory research (CBPR) effort are dependent on the measure used. That is, each measure used reflects some meaning of disparity, and the choice of measure used depends on the goals of a particular study. Nevertheless, there is a customary collection of measurement strategies employed, and we provide an overview of these.

### Measuring Health Disparities

To a great extent, the quality of interventions and research such as CBPR that aim to understand or redress health disparities depends on the quality of health disparity indicators. Measures of health disparity are part and parcel of research, intervention, and ethical concerns about what aspects of disparity are vital to address. Some measures are intended to gauge the grouping variables in Fig. 6-1 such as socioeconomic position, while others focus directly on measurement of health outcomes like infant mortality. Deciding which measure to use depends on the particular research question one is attempting to answer and these questions are often intertwined with value propositions such as fairness, different conceptions of health, and concerns about what is important to assess. There is an increasing array of measures and analytic techniques used by health disparity researchers,23 and a full treatment of these is beyond the scope of this chapter. Nevertheless, all measurement situations are intended to clarify some feature of the relationship between group membership and health.

In the simplest form, measurement of health disparities takes place when a single disparities subgroup within, say, the race/ethnicity group is compared across a single health outcome. For instance, this type of measurement might entail comparing a sample of Hispanics to the total population on the incidence of Type II diabetes. Two subgroups might also be compared to one another, for example, males versus females or urban versus rural populations on one or more health outcomes. A yet more complex measurement situation involves comparison on some health disparity outcome across multiple subgroups within a disparities group, for example, several race/ethnicity categories or several socioeconomic categories. Additionally, more complex measurement situations would involve combining subgroups in order to make comparisons. For instance, low-SES Hispanics might be compared to high-SES non-Hispanic whites on the incidence of Type II diabetes.

Issues of research design should also be considered. Recently, the NCHS published a guide written by an expert group that details a set of six choice points linked to guidelines for measuring health disparities that is consistent with Healthy People 2010 goals, four of which are recounted here.24 For clarity and consistency, our treatment follows these recommendations. The reader is advised to consult this and other publications25,26 for a more complete view of important nuances involved in the choice point and guidelines.

When measuring disparities, it is customary to calculate a quantitative comparison on some health-related indicator between groups within a domain of interest. Domains are sets of groups defined by a single variable, for example, gender, race/ethnicity, socioeconomic position. Although not universally achieved, it is methodologically important that groups be as mutually exclusive as possible, such that calculations of difference are made between males and females only on some health indicator. Some domains may be ordered from low to high, as in SES, while others, for example, race/ethnicity can not be ordered. Calculations can include rates, means, averages, and many other statistics. In the health disparities literature, the terms difference, risk, and disparity are often used interchangeably. Shown in Table 6-1 are selected choice points and guidelines from NCHS. Those selected represent common and important decisions regarding which disparity measures to use.

**Reference Point.** The choice of reference point is fundamental to measurement of health disparities. It refers to the question, “different compared to what?” and will indicate the size and direction of disparities. Because they are generally the most stable, total population rates are often used for comparison. The mean of the rates for each group may also be used. Other frequently used reference points are the Healthy People 2010 target rates, and it is highly recommended that, in nearly all situations, rates for the healthiest or more favorable groups be employed as points of reference. For example, females generally have more favorable (lower) rates of hepatitis B than males, so the rate for females would be the required reference point. The choice of a specific reference point will also depend on the purpose of a given study; but in all cases, reference points are to be clearly identified.

**Absolute versus Relative Disparity.** When comparing two or more groups on some health indicator(s), the values for the indicator(s) may be expressed as absolute values or relative to a reference point. Absolute measures yield data on the size of disparities and are calculated by subtracting the value for a reference point from one or more group values. Relative measures are useful for making comparisons without regard to size and are expressed as ratios or fractions wherein the rate for a reference group is subtracted from the rate for a given group, and that value is divided by the value of the reference point and then multiplied by 100 to yield a percentage difference. In some cases the two measures mean essentially the same thing, but comparisons across measures, time, population groups, or geographic areas may yield different conclusions. In order to generate a more complete view of disparities, the NCHS group recommends using both absolute and relative measures.
Measuring Disparity in Terms of Adverse versus Favorable Events. Although this choice refers only to relative measures of disparity, the ubiquity of relative measures makes it important. This choice point hinges on what it means to ameliorate disparity. In most cases the language is that of reducing or eliminating differences on some health indicator between a historically disadvantaged group and its comparator advantaged group. For example, the goal might be to reduce the relative difference in infant mortality rates between non-Hispanic blacks and non-Hispanic whites, the reference group. This entails reducing an adverse event. The intent of preferring adverse events is to increase consistency in reporting, especially across indicators to assess change over time. Additionally, measuring disparities in the same way facilitates comparisons of relative measures.

Choosing Whether to Weight Groups According to Group Size. Frequently, it is important to know the size of one social group’s contribution to the domain under consideration and to weight group values accordingly. In these cases, group values may be statistically adjusted on some disparity measure to account for the size of a group’s contribution to the domain. Depending on how they are applied, weighted measures may highlight the contribution of disparity to population health or they may obscure important health differences in relatively small populations. The choice of whether or not to weight measures should be made on the basis of the purpose of a particular study in the context of the accumulated literature, the size of groups, numbers of persons affected, and the reference point employed.

Identifying Determinants of Health Disparities

Members of non-white racial and ethnic groups tend to experience more ill health and disease than their white counterparts. On almost every health outcome variable, African Americans suffer more than European Americans. American Indians and Alaskan Natives (AIAN) experience significantly higher rates of dental caries, disability, diabetes, circulatory problems, arthritis, and death and are less likely to receive adequate care. Studies show that minorities often receive inadequate care. Despite steady improvements in overall health status in the United States, racial and ethnic minorities experience a lower quality of health services, are less likely to receive routine medical procedures, and have higher rates of morbidity and mortality than the majority population. These disparities in health care exist even when controlling for gender, condition, age, and SES. Due to strength and persistence of these effects, race/ethnicity has come into sharp focus as a key health disparity variable. Nevertheless, health researchers often do not define these terms and use them without questioning why such a discrepancy exists. Often the terms “race” and “ethnicity” are used interchangeably and without considerations of potentially important distinctions between the two.

Dressler and colleagues recently described several models that attempt to explain health disparities. They describe a racial-genetic model, which emphasizes differences in the distribution of genetic variants between groups; a health-behavior model, which focuses on differences in the distribution of individual behaviors (e.g., tobacco use, physical activity) between groups; a socioeconomic model, which highlights the over-representation of groups within lower SES; a psychosocial stress model, which emphasizes the stresses associated with experiencing conditions such as racism; and a structural constructivist model, which focuses on differences in morbidity and mortality due to both racially stratified structures and cultural construction of routine goals and aspirations.

Race is an especially problematic term. For many, race represents a biological reality. Increasingly, however, researchers have come to recognize that while human variation is biological, race itself is a cultural construction. As such, it is frequently used as a proxy for a variety of environmental, behavioral, and genetic factors, and consequently, “rigorous tests of the precise causal mechanisms involved are the exception, not the rule.” From this perspective, individuals are “racialized subjects.” They are only acknowledged in terms of their racial status, are therefore deprived of agency, relegated to being passive “victims” who lack knowledge, resource, and initiative. Additionally, “race/ethnicity” is frequently a code for black or African American, and research is primarily concerned with the health divide between European Americans and African Americans. Understanding the disparities between these two groups is essential to understanding health disparities in general. There are several explanations posited as to why such a discrepancy exists. The first explanation ascribes the poorer health of African Americans to their natural or genetic traits. This is an appealing explanation, because it fits with common ideologies regarding the biological reality of race, but actually, such claims are wholly unsubstantiated. Such suppositions
One explanation attributes racial differences in disease to cultural or behavioral differences. In this view, suffering as a result of poverty or poor living conditions is explained as the result of a certain culture or lifestyle. When culture is employed as an explanation for health, interventions are often misdirected toward individual behavior change. However, it is unreasonable to expect that behavior will change easily when so many other prohibitive social, cultural, and physical factors exist. Notwithstanding behavior change for health, interventions are often misdirected toward individual social deprivation, which racism and discrimination harm health: economic and nont of disease.

Nancy Krieger identifies five pathways through components of racism.

Yet another model attributes health disparities to psychosocial stress due to persistent racial and discrimination, wherein race is often treated as a predictor for racism, which is viewed as the determinant of disease. Nancy Krieger identifies five pathways through which racism and discrimination harm health: (a) economic and social deprivation, (b) increased risk of exposure to toxic substances and hazardous conditions, (c) socially inflicted trauma, including perceived or anticipated racial discrimination, (d) targeted marketing of legal and illegal psychoactive substances, and (e) inadequate health care. These pathways implicate material, subjective, and institutional components of racism.

SES is one of the primary determinants of ill health. There is a clear link between socioeconomic status and health. SES influences virtually all major indicators of health status, including functional impairment, self-rated health, and disease-specific morbidity and mortality. However, disentangling effects of individual variables from the mass of SES definitions and variables employed in the research base is difficult. For instance, people living in economically deprived conditions may also be geographically isolated from necessary resources, such as health-care providers and grocery stores, and they often experience high rates of unemployment and are among those least likely to receive a high school diploma. Other SES-related variables to consider include lack of accumulated wealth among families, toxic environmental conditions, and low levels of social support or social capital. The effect of SES on health may be explained by psychobiological mechanisms. Specifically, long-term stress associated with low SES may result in chronically elevated cortisol levels. The Whitehall II study, for example, showed that decreased employment gradient position was linked to numerous stress-related conditions, including increasingly low control of work activities, lack of work variety, low job satisfaction, increased hostility, low social contact, distressing events, financial difficulties, and low control over health outcomes. Individuals under such chronic stress have resulting chronic elevations of cortisol, as well as epinephrine and norepinephrine (catecholamines), which have been linked to decreased health status.

Barriers to Reducing or Eliminating Disparities. Despite the recognition that issues of substandard or inadequate health care and access need to be addressed and remedied, numerous barriers stand in the way of efforts to reduce health disparities. First, racial and ethnic inequalities are overemphasized in health disparities research, while other differential aspects of health and health care are ignored. For example, the health needs of rural populations are less represented in the literature, and it is clearly an issue related to the overarching value of equity. In this regard, it may be asked whether it is fair that rural populations, in general, have higher mortality rates than urban dwellers.

More research is needed to uncover such potentially important findings as people living in nonmetropolitan areas are more likely to be uninsured (20% versus 17% in metropolitan areas) and are more likely to participate in seasonal work and have lower incomes. Therefore, rural inhabitants are at high risk for being both uninsured and living below the federal poverty level. Second, interventions are not always effectively tailored to the target population. Medical care and health messages are targeted at a baseline, mainstream, unmarked audience. Campbell and Quintiliani argue that tailored messages are critical to eliminating health disparities, but they fail to recognize that messages are already tailored to the unmarked category, which is typically middle-class white male. Failure to target marked groups may lead to ineffective messages.

Finally, some contend that professional organizations impede efforts to reduce or eliminate health disparities. For example, New Zealand has had excellent success with a program that trains pediatric oral health therapists to provide basic dental care. Despite the proven effectiveness of this model, efforts to initiate this program in the United States to bring dental care to ANZ children have been stalled by the American Dental Association (ADA). The ADA is attempting to put legislation into place that would prevent non-dentists from making diagnoses or performing irreversible procedures such as treatment of caries or extractions, the most needed procedures among these children. Due to this lobbying, scores of children and their families continue to suffer a lack of good dental hygiene.

One of the emerging trends in health disparities research is highlighting previously unrecognized underserved populations. For example, there is a small but growing body of literature regarding inequalities in the health status of elderly minority populations, which has resulted in more legislation to address this population. Other developments focus on efforts to reduce/eliminate disparities. Empowerment is proposed as an effective strategy to facilitate efforts of people to gain control of their lives, meet new challenges, and create new, positive experiences. An extensive amount of recent work has focused on one empowerment-based strategy—CBPR as a way to reduce health disparities. In this approach, the reduction of health disparities is viewed as not only a matter of increasing access to services or reducing exposure to harmful agents, but also the rights of all people to participate as equal partners in policy and decision making, regardless of class, race, ethnicity, or national origin.

OVERVIEW OF CBPR

Conceptualizing CBPR

CBPR represents an increasingly popular empowerment-based orientation to health research and practice that attempts to redress health disparities. CBPR occurs when professionals and community members work together as partners. The basic premise is that this partnership is equal. Each partner is viewed as bringing to the table different expertise at different points and time in the CBPR process. A widely cited definition for CBPR is that offered by the W.K. Kellogg Foundation’s Community Health Scholars Program. CBPR is defined as a “collaborative approach to research that equitably involves all partners in the research process and recognizes the unique strengths that each bring. CBPR begins with a research topic of importance to the community with the aim of combining knowledge and action for social change to improve community health and eliminate health disparities.” As can be seen in this definition, CBPR emphasizes community’s active engagement in the identification, implementation, and evaluation of solutions to problems confronting them. The construct of citizen empowerment, therefore, is a vital foundation of CBPR. Given the importance of the concept of empowerment in CBPR and other types of interventions concerned with health disparities, a brief review of the construct of empowerment is presented.

Empowerment. Empowerment refers to “a social action process by which individuals, communities, and organizations gain mastery over their lives in the context of changing their social and political environment to improve equity and quality of life.” Empowerment occupies a central position in CBPR and other community-based health
promotion and disease prevention efforts, and is typically considered a mediator between health interventions and the achievement of crucial health outcomes.\textsuperscript{46} Zimmerman\textsuperscript{s} theoretical framework has been an influential model of empowerment because it articulates processes and outcomes at individual, organizational, and community levels of analysis. Empowerment at the individual level may be labeled \textit{psychological empowerment}, and may be conceptualized as including intrapersonal, interactional, and behavioral components. At the organizational level, \textit{organizational empowerment} refers to organizational efforts that generate psychological empowerment among members and organizational effectiveness needed for goal achievement. Empowerment at the community level of analysis, \textit{community empowerment}, refers to efforts that deter community threats, improve quality of life, and facilitate citizen participation. These empowerment concepts are useful because they may be used to evaluate the extent to which CBPR partnerships and initiatives are both empowering for citizens and empowered to create changes in environmental conditions that contribute to health disparities.

To address persistent public health challenges, researchers and practitioners have embraced participatory and empowerment-based strategies through various forms of community organization, such as coalitions or consortia, as well as CBPR partnerships. The principal advantage of community participation is that it may play a catalytic role in promoting individual development as well as system change, and its importance is emphasized in consensus statements of health promotion priorities by such institutions as the WHO. CBPR may be a particularly useful tool for addressing disparities in health for several reasons. One reason is that CBPR, at least conceptually, emphasizes reliance on community viewpoints in defining and developing solutions to health problems. This is in contrast to traditional expert-led processes, which often fail to create effective ways to address root causes of health disparities. In addition, CBPR may reduce health disparities through improved community capacity and empowerment. While it is generally held that community participation is a route to increasing capacity to confront the diversity of a community's health or social issues, much remains to be learned about how to tailor CBPR partnerships and initiatives to optimize their effects on health disparities. Because of the current popularity of CBPR as an empowerment-based strategy to redress health disparities, we will now turn to a critical analysis of published literature on CBPR initiatives.

\textbf{Critique of CBPR Initiatives}

In this section, we provide a critical analysis of published CBPR initiatives in rural contexts. To identify CBPR initiatives for our review, we conducted a computer database search that included PubMed, Cinahl Plus, PsycINFO, and Cochrane Database of Systematic Reviews. Both chapters and peer-reviewed journal articles were included in our search. Only projects that self-identified as CBPR were included in this review. Therefore, the phrase \textit{community-based participatory research} was used to identify all CBPR projects. This phrase was combined, using an AND term, with the following keywords: agriculture, agricultural, farmworker, migrant, rural, and village. The inclusion criteria for the study included empirical studies, of rural populations, published in peer-reviewed journals or edited books between January 1995 and October 2005.

A total of 16 unique returns resulted from the database search. Of these, nine were considered ineligible upon review of the publications. Five were urban in location, and four were not empirical studies. The seven remaining publications represent ten different CBPR studies.\textsuperscript{47-55} One article reports on three studies, one article reports on two studies, and one study was reviewed in two different publications. The seven papers that met the inclusion criteria were coded according to the definition of CBPR as articulated by the W.K. Kellogg Foundation’s Community Health Scholars Program, which was presented previously in this chapter. Two research assistants reviewed and coded each publication according to the CBPR definition criteria, and two different research assistants reviewed and coded each publication according to the content analysis tool. The lead authors then discussed disagreements between the primary coders, and all discrepancies were resolved. The article was considered the unit of analysis for this review. Therefore, the two publications that represented one study were each coded separately, according to the information presented by the authors in the individual paper.

Of the articles and case studies reviewed which identified themselves as CBPR, only 20\% clearly reported that the health problem was defined by the community. Conversely, the majority of articles appeared to indicate that the health problems of interest were defined primarily by university academics. Moreover, approximately 40\% of the articles defined health problems using only empirical data. Unfortunately, few of the articles reported conducting community surveys or focus groups with community representatives to ascertain the community's health problem to be addressed. The majority of health problems were defined by university academics who had secured funding for a health problem.

The majority (57\%) of the articles did not present information to represent the involvement of community partners in the research process. However, over 70\% of the studies did present some unique strength of the partners during the process. There were no consistent presentations of the roles of each partner or specifically how they contributed to the partnership. Notably, only 10\% of the articles reported the identification of any theory on which to base their work. Most articles (60\%) used an observational design collecting information only at one point in time. Surveys were used 100\% of the time for data collection, with some augmenting this information with archival or other data. Most of the information was collected via the interviews (80\%); only 30\% of the articles stated a testable hypothesis or research question to be investigated. The articles discussed here were by no means a comprehensive assessment of the complete body of CBPR literature. It does represent, however, articles during a specific time period, which stated using a CBPR approach to address a rural health issue. What is self-evident is the lack of any standardized, accepted reporting policies based on agreed-upon definitions of CBPR. The articles lacked specificity on the roles of partners and their true collaborative nature. Overall, the research topics appeared to be initiated by researchers. Any assessment of the problem was only through empirical data for that area. While reasonable epidemiological approaches to public health exist, these approaches do not appear to fit directly into a CBPR approach to health because they were not based upon truly empowering processes that facilitated community control. It is clear that for CBPR studies to move forward and address health disparities, agreed-upon criteria by reviewers and editorial boards to assess the fidelity of CBPR partnerships and initiatives need to be developed. The assessment criteria could be based upon agreed-upon definitions through acceptable published literature.

Economic analyses of CBPR partnerships and initiatives may be especially needed to advance the health disparities agenda, but are currently absent from the published literature. Although there may be an inherent tension between issues of social justice and developing economic, profit-oriented justification and analyses, models for conducting economic analyses that may be applied to CBPR are found in disciplines such as health services research. The field of health services research has lived with the intriguing and at times frustrating reality that the utilization, costs, and outcomes of health and medical care services vary markedly by community.\textsuperscript{56-58} For a number of reasons, however, the field of health services research has not been able to fully capture the essence of community differences in its research. Part of the challenge has been that communities function, to some extent, as loosely coupled network forms of organization, and the research on such forms of organization is relatively young in its development.\textsuperscript{59} This raises an important and challenging economic problem. As many have recently argued, successful health initiatives of the future will be ones which can be supported by a clear “business case.”\textsuperscript{59-60} How can we examine the “business case” for CBPR as a strategy to redress health disparities? Can proximal, intermediate, and distal outcomes be sufficiently measured and attributed to specific types of CBPR partnerships and interventions? Clearly, the challenge is different than, say, measuring the impact of a specific medical care
intervention and determining the extent to which the medical care intervention was responsible for observed changes in outcomes. This kind of analysis is the realm of standard intervention-based cost-effectiveness research.\textsuperscript{6,10}

CBPR may be relatively unique in that benefits accrue to the individuals who participate in CBPR partnerships, as well as to individuals for whom the interventions are intended and to the community as a whole. Evaluations of CBPR initiatives would appear to have limited their focus primarily to individuals for whom the interventions are intended. However, the benefits that accrue to partnership participants and the broader community in the form of enhanced skills and competencies, quality of life, and productivity at school and work may be equal to or greater than the sum of the individual benefits of the intervention. In other words, many CBPR initiatives may result in economic “spillovers” to the community, which in turn implies that any economic assessment or cost-effectiveness analysis of the CBPR initiatives would be incomplete without considering the secondary economic benefits to partnership participants as well as the community within which the intervention was employed.

\textbf{CONCLUDING REMARKS}

A mounting body of research indicates that a disproportionate burden of morbidity and mortality exists among communities with few economic and social resources, and those of color. Researchers should continue developing concepts and measures of health disparities that reflect a comprehensive understanding of issues facing populations, subpopulations, and communities. These conceptual and measurement schemes should fit both the context of a population and a particular health concern. In addition, more work should be undertaken to understand and evaluate the increasingly popular empowerment-based approach of CBPR as a means to redress health disparities. The promise of CBPR to reframe the role of community in research is appealing, but researchers should be more systematic in applying and reporting explicit models and outcomes of community participation. Addressing these issues may be critical for researchers and practitioners to more effectively redress health disparities.
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Genetic Determinants of Disease and Genetics in Public Health

Fred Lorey

Social policies, public health, and medicine, in that general descending order of importance, have improved human well-being and longevity in the twentieth century. Yet disease continues, in the form of sick populations and sick individuals, and unhealthy longevity is a macroeconomic problem. Naturally, there has been a response—one composed of social policies, public health, and medicine. In Canada, a major milestone in this response was the government document A New Perspective on the Health of Canadians, which outlined the Health Field Concept. Reasonable, thoughtful, and provocative, this document espoused a four-pronged attack on disease, and it welded ideas on lifestyle, environment, health care organization, and human biology into an approach to address disease more effectively. Considerable attention has been paid to the first three but rather less has been heard about the fourth component, namely, the biological basis of disease. This chapter addresses that particular theme. Our topic is genetic determinants of disease and examples of genetics and genetic disease in public health as illustrated by newborn and prenatal screening programs.

At least 5.3% of liveborn individuals in a large population of over a million consecutive births were found to have diseases with an important genetic component before age 25 years. If congenital anomalies (some of which have a genetic cause) are also included, then 7.9% of the population has been identified by age 25 as having a genetic disorder. A sampling of over 12,000 admissions to a pediatric hospital found that 11.1% were “genetic,” 18.5% were for congenital malformations, and 2% were “probably” genetic. These findings have been confirmed in other studies.

Health is a state of homeostasis, and it is maintained in the face of a changing and shifting environment. The central tendencies of metrical traits (mean values) are the quantitative measures of homeostasis (e.g., level of blood glucose, cholesterol, phosphorus, osmolarity, blood pressure, and so on). The polypeptide mediators of homeostasis (enzymes, transporters, channels, receptors, etc.) that are essential to this process of homeostasis are encoded by genes, descended to homo sapiens through the evolutionary process. Individually, these mechanisms are examined in this chapter.

In the conventional medical model, disease manifestations (symptoms and signs) are the product of a process (pathogenesis) that has an origin (cause). The manifestations of disease dominate the practice of medicine. Consideration of cause, incidence, and distribution of cases constitutes the public health focus. Public health in genetics takes this a step further, by identifying and treating genetic disorders in large, universal populations of newborns, or providing earlier detection of birth defects in pregnant women.

Rather than thinking of the determinants of disease as outside ourselves, our genetic individuality should be seen as a potential ingredient in the origin of health. Because each individual has a different risk for disease, progress will be optimized if this fact is recognized, taken into account, and applied. Socioeconomic and environmental factors are important determinants of health, but, given a particular environmental factor, who gets sick may be determined by genotype. If environmental causes of disease are examined without taking genetic predisposition into account, we not only are getting an incomplete picture but also may be missing the chance to identify, and target with preventive programs, the most “vulnerable” groups.

In this chapter, we start with the premise that genetic causes of disease have implications for public health because they either explain cases or identify persons predisposed to disease under disadvantageous circumstances. Although most diseases have two histories, one biological and the other cultural, it is more likely that particular genes for genetic disease or predisposition exist differentially or in different frequencies in different populations because of the roles of natural selection, heterozygote advantage, or genetic drift and nonrandom mating. This means that in some populations the genes may have reached such a frequency that they may now exhibit “clustering” of related disease. When diseases have significant genetic determinants, there is an opportunity for prevention through counseling and treatment. To explain cases and thus understand why a particular person has a particular genetic disease at a certain time, we summarize the rules of inheritance. If diseases associated with inheritance of biological determinants reach particular high frequencies in a population, it is through one or several historical mechanisms: genetic drift (founder effect), selective advantage, high mutation rate, reproductive compensation, or several genes associated with a common, shared phenotype. These mechanisms are examined in this chapter because they are relevant to public health. They are helpful in our understanding of the impact and relevance of particular population screening programs to current and future disease incidence.

A completed human gene map (both genetic and physical) is an important resource in medicine and for public health; we therefore describe its relevance. Finally, medical screening is a conventional activity in public health; genetic screening is a new form of it. The rationales, principles, and practices of genetic screening are therefore examined as well. Because innovations on the horizon (e.g., DNA tests) will change the way health-care professionals view sick individuals and sick populations, we discuss the implications for public health and for society in general of the new genetic technology.

Note: This chapter was written for the 14th edition by Patricia A. Baird and Charles R. Scriver, and revised for the current edition by Fred Lorey.
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Inheritance and Distribution

Since the beginning of Western medicine, it has been recognized that physical traits and some diseases are inherited. A conceptual basis for the mechanism of inheritance was provided by Mendel,9 and this concept of a unit of inheritance—the gene—has been richly borne out by a great deal of animal and plant experimental data as well as by empirical human data. However, time and research, much of it in public health, now tell us that the role genetics plays does not always fit the red, pink, white paradigm of Mendel’s peas.

As a species we have a long evolutionary history, and natural selection has ensured that most genes we possess are useful and advantageous. However, deleterious genes certainly exist and cause major problems for their possessors. What determines the frequency of such genes? Will modern medical care for people with deleterious genes (relaxed selection) mean that as a species we will accumulate an increasing genetic load of such mutant genes? Take, for example, the prevalence of vision defects such as myopia. Look around you at the number of people who wear glasses or contact lenses (or in this day, have had remedial eye surgery). In our ancestors 50,000–100,000 years ago, such a handicap could be deadly, and that danger probably kept the frequency of these visual impairments low. Today, that natural selective force has been removed, and visual deficiencies are commonplace. Sickle cell disease increased in frequency only in malaria-infested areas because in the heterozygote state, it was resistant to malaria. Today, has the relaxation of that selective factor changed the frequency of sickle cell disease? The question of what determines the frequency of mutant genes is therefore an important one.

It has been estimated8–12 that a human being has between 50,000 and 100,000 structural genes. In general, except for those on the sex chromosomes in males, humans have two copies of every gene, and therefore each specific function in an individual is usually coded for by two genes—one from the mother, one from the father. If both copies in a gene pair code for fully functional gene products, the individual will have normal function. If both copies code for defective products that normally are essential for life, the individual will have in most cases, but not all, a lethal disease. If one member of the pair is normal and the other defective, the person’s fate will depend on whether the normal gene has sufficient product to allow healthy function. Alternative forms of a given gene are called alleles of that gene. An individual who has identical alleles in a gene pair is said to be homozygous. If the alleles in a pair are different—that is, they code for different (although similar in structure) products—that individual is said to be heterozygous.

In thinking about the frequency of genes in a population, that population can be considered as a pool of genes, a pool from which any individual draws two alleles for each gene pair. Consider a population with random mating where a given gene may exist in the form of allele A or of allele a. The chance that a person will draw any one of three possible combinations (AA, Aa, aa) depends on the frequency of A compared with a in the gene pool.

If $p$ is the frequency of A, and $q$ is the frequency of a, then

$$p + q = 1$$

and

$$p = 1 - q$$

and the relative proportion of the three possible combinations will be

$$p^2(AA) + 2pq(Aa) + q^2(aa)$$

This formula for the distribution of genes in a population13,14 is known as the Hardy-Weinberg (H-W) equilibrium, since this relationship holds only as long as there are no mitigating influences such as further mutation, natural selection, small population size, or positive or negative assortative mating (nonrandom mating).

However, when these H-W rules are violated, there can be a rise in the frequency of a particular phenotype caused by one or more of these factors:

1. **Nonrandom Mating**

   If mating is random, the only thing determining the probability of a genotype’s occurring is the relative frequency of the genes in the population pool. This condition may not be met if there is preferential mating due to traits wholly or partly genetically determined. Assortative mating (like with like) exists for several human traits.

2. **Selection**

   A mutant allele that is harmful to the individual will be less likely to be passed on to the next generation, since its possessor is less likely to have children. In other words, it will be selected against and become less frequent. If the allele is dominant (i.e., just one copy of it is harmful), selection may be quite rapid, particularly if it means that all individuals with the gene are unable to reproduce; then no copies will be passed on to the next generation. In this situation, if the disorder occurs in the next generation, it does so by new mutation. Thus the proportion of cases of a dominant genetic disorder that are inherited depends on the effects of the gene on the likelihood of reproduction by its possessor. Selection against recessive alleles is much less effective, since most copies of the gene exist in carriers who are normal and able to pass the mutant gene on. Even if selection is completely against reproduction in the homozygote, it would take 10 generations (about 300 years) to reduce a gene frequency of 0.10 to 0.05. The less frequent the allele, the slower the decline in frequency. From a health policy point of view, it is important to note that going in the opposite direction—that is, removing selection—acts just as slowly. Successful therapy for phenylketonuria, for example, would take many generations to raise the frequency of the gene to any appreciable extent.

   If an X-linked allele affects the male so that he does not reproduce, only the genes in female carriers are passed on to the next generation. Females carry about two-thirds of all such mutations. If affected males are able to have children, then a greater proportion of cases in the next generation are inherited. Treatment of males with hemophilia, for example, would be expected to cause some increase in the frequency of this condition in the absence of any other measure (such as prenatal diagnosis).

3. **Mutation**

   A mutation is a change in the genetic material (DNA). The term can be used in a broad sense to encompass any change, including chromosomal deletions or rearrangements. However, it is usually used to mean a change in the DNA sequence of a gene so that the gene product is different (a point mutation), and that is how it is used here.

   Mutations are the raw material of evolution and, in a changing environment, give a species the ability to adapt. However, most mutations cannot be expected to be beneficial, since they occur in an exquisitely coordinated system of genetic information that has taken eons to develop. A random change is not likely to be helpful. Many recessive mutations are lethal either in utero or very early in life, so that the cases actually observed in human populations represent only a proportion of those that occur.

   It is difficult to estimate with any accuracy15 the current mutation rate in humans. It is probably quite different for different gene loci. An “average” spontaneous mutation rate in humans would be about 1 in 100,000 per locus per gamete per generation. Since mutation is usually a stochastic event, the longer the time elapsed, the greater the likelihood that a mutation will have occurred. Thus it could be predicted that parents who are older at conception would have an increased risk for a child with a dominant mutation, and this in fact is borne out by data. There is increased paternal age in fathers...
of children with dominant disorders (e.g., achondroplasia) that have never before occurred in the family.16,17

4. Heterozygote Advantage
It is possible that a gene that is harmful in the homozygous state may be advantageous in the carrier. This is the case with the genes for thalassemia and sickle cell anemia, which in carriers may protect against malaria.18 The gene for Tay-Sachs disease is frequent in Ashkenazi Jews, and it has been suggested that under ghetto conditions16 it confers an advantage in the carrier. The occurrence of such genes in populations has importance in terms of health planning and in evaluating whether screening programs are appropriate for particular groups within the larger population.

5. Genetic Drift and Founder Effect
When people migrate to new regions, they may develop “new” diseases or express “old” disease at higher frequencies. This phenomenon reflects either new experiences or “old” genes expressed at altered frequencies in the settlers.20 How many susceptible persons there are in the newly resident population after migration of the “founder” depends on the number of incoming mutant genes borne by the founders and on factors that favor their spread through the population (rates of natural increase, degree of consanguinity, and mode of inheritance). Accordingly, demographic history and structure of genetic variation may explain clustering of cases.

In the absence of any factor disturbing the equilibrium, the proportions of the genotypes will remain the same from generation to generation. Thus, if one knows how often a disease due to two defective alleles (a recessive disorder) occurs, it is possible to calculate the frequency of heterozygotes (or carriers) in the population. For example, if a given recessive disorder (aa) appears in 1 in 10,000 liveborn individuals, the frequency of carriers (Aa) in that population will be approximately 1 in 50.

However, as we discovered with Mendel’s peas, the reality with H-W is often different than the theory. Public health genetics, because of its universal and large population numbers, has often provided the evidence for this. In California, for example, where there is a significant Asian population, newborn screening for hemoglobin (Hb) E has shown that the frequency of carrier (heterozygotes or carriers) in the population. For example, if a given recessive disorder (aa) appears in 1 in 10,000 liveborn individuals, the frequency of carriers (Aa) in that population will be approximately 1 in 50.

METHODS OF MEASURING MUTATION RATES
In theory, simply counting all individuals in a population of births who have a disease known to be due to a dominant gene, at the same time by family history evaluating how many are not inherited, should give the mutation rate for that locus. In practice, even with excellent population-based disease registries, this is extremely difficult to carry out in a large population. In addition to the logistical difficulties of collecting complete information on a large number of individuals, it is complicated by such factors as nonpaternity, mild cases that are missed, patients who die before ascertainment, and similar conditions that may be wrongly categorized. Indirect approaches to estimating the mutation rate for recessive disorders use the fact that the frequency of the recessive disease can be counted and that the reproductive fitness (the proportion of mutant to normal alleles passed on) can be measured in affected individuals. These are related as follows:

\[ \text{Mutation rate} = \left(1 - \frac{1}{\text{fitness}} \right) \times \text{Disease frequency} \]

These methods have yielded a range of estimates and may differ according to gene locus and sex.22 In any case, determining frequencies in humans is difficult.22
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However, as we discovered with Mendel’s peas, the reality with H-W is often different than the theory. Public health genetics, because of its universal and large population numbers, has often provided the evidence for this. In California, for example, where there is a significant Asian population, newborn screening for hemoglobin (Hb) E has shown that the frequency of carrier (heterozygotes or carriers) in the population. For example, if a given recessive disorder (aa) appears in 1 in 10,000 liveborn individuals, the frequency of carriers (Aa) in that population will be approximately 1 in 50.

METHODS OF MEASURING MUTATION RATES
In theory, simply counting all individuals in a population of births who have a disease known to be due to a dominant gene, at the same time by family history evaluating how many are not inherited, should give the mutation rate for that locus. In practice, even with excellent population-based disease registries, this is extremely difficult to carry out in a large population. In addition to the logistical difficulties of collecting complete information on a large number of individuals, it is complicated by such factors as nonpaternity, mild cases that are missed, patients who die before ascertainment, and similar conditions that may be wrongly categorized. Indirect approaches to estimating the mutation rate for recessive disorders use the fact that the frequency of the recessive disease can be counted and that the reproductive fitness (the proportion of mutant to normal alleles passed on) can be measured in affected individuals. These are related as follows:
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These methods have yielded a range of estimates and may differ according to gene locus and sex.22 In any case, determining frequencies in humans is difficult.22

INCIDENCE AND PREVALENCE OF GENETIC DISEASE
Measuring the frequency of genetically determined diseases in a population, in the absence of public health programs, is also difficult. Onset may occur at any time in the life cycle, and there is a gradation from diseases due to genes that do not permit normal function in any environment to those in which genetic predisposition is expressed only in certain environments. Statistics are usually available on a population only for aspects such as mortality by categories of cause or hospital admissions for diseases coded to the International Classification of Disease (ICD). This classification does not allow the frequency of genetic disease to be estimated because it is not a classification by etiology.

However, population-based registries, most often obtained by public health genetics programs like newborn screening, prenatal screening, or birth defects monitoring, offer a mechanism for counting the occurrence of various disorders that may answer this question. Registries provide the basic information on disease incidence and prevalence necessary for planning health and other special programs and facilities such as health professional and other personnel needs.

If a registry receives information from multiple sources over individuals’ lifetimes (especially if this can be linked into sibship and family groupings), some classification of disease in a population by etiology is possible. Additional coding for classification of cases by etiology is needed. With this approach it is possible to get some estimate of the relative importance of genetics to health.24 Some estimates on the role of genes at different stages of life are provided:

Conception to Birth
Between 50 and 70%25 of pregnancies in healthy women fail to produce liveborn babies. Genetic causes are a major factor in failed pregnancies, especially those during the first trimester. Chromosomal abnormalities are found in half of early spontaneous abortions.26

From Infancy to Young Adulthood
The relative contribution of genetic disorders to all causes of disease in our population has likely increased markedly in this century for many conditions. As environmental causes of death and disease have declined, such as for infant mortality,27 genetic causes assume more prominence. As the nutritional causes of rickets have declined, the proportion due to genetic defects in vitamin D metabolism has increased,28 and the heritability of the conditions has increased. This is but one example of several thousand different genetic diseases,29 many of which are likely to have also increased in heritability as the environment has changed.

From Middle to Late Adulthood
We have very limited knowledge about the effects of genetic factors on the overall health of people after 25 years of age. The incidence of multifactorial disorders of late onset may be up to 60% if such conditions as diabetes, hypertension, myocardial infarction, ulcers, and thyrotoxicosis are included.30 Including certain cancers makes this figure even higher.

If age-specific mortality rates are examined, a characteristic “U-shaped” mortality curve is obtained, with rates highest at each end of the age spectrum. The causes of death composing the two arms of the curve are not the same.31 Those in early life are characterized by abnormal development and difficulty in adaption to life after birth. Mendelian disorders are characteristically diseases of prereproductive life,32 with over 90% being apparent by the end of puberty. They reduce the life span and usually cause psychosocial handicaps. Those in the other “limb” of the curve are mainly diseases associated with specific environments, patterns of living, particular occupations, and advancing senescence.

Several predictions follow from the assumption that heritability of disease declines with increasing age:33
1. Persons with early onset are more likely to have severe disease and to have affected first-degree relatives.
2. Age-at-onset should reach a peak and then decline, since by some age most of those with the relevant genes will already have the disease.
3. There should be multigenic diseases that do not require a specific environment.
4. Migration, socioeconomic status, and other environmental change may change age-at-onset and the likelihood of the disease clustering in families.
5. If one sex is less often affected, early onset, severity, and increased incidence in affected relatives should characterize it.
6. Concordance in monozygotic twins should be greatest when disease onset is early.
7. Patients with late onset have milder disease that is more responsive to prevention and treatment.

For disease categories with a wide range of age of onset, monogenic forms are more likely to be found among the early-onset cases, multifactorial subtypes should characterize adult and middle age, and in the very old, the disease should likely be due to environmental determinants. Single-gene disorders of early onset carry heavier burdens than those of later life and are relatively resistant to treatment. There may be an irreducible minimum of genetic contribution to disease and death that feasible environmental manipulation cannot prevent, and the genetic variation in the population may determine the limits to what can be achieved by any environmental measures. However, with the advent of a greater understanding of genetic pathophysiology, it may become possible to tailor "microenvironments" to fit particular genotypes.

Determining the role of genetics in disease will require better methods of classifying disease and processing health data. Computerized record linkage will be increasingly important, not only to build longitudinal health histories on individuals but to link these into sibling and family groupings. Administrative and other health data sets that already exist can be combined to evaluate if familial clustering occurs. If familial clustering is found, then various methodologies may be used to untangle whether this is due to genetic or shared environmental factors or, more likely, an interaction between the two.

**CATEGORIES OF GENETIC DISEASE**

Given that genetic disease has a substantial impact on health, it is of interest to examine the various categories of genetic disease that occur in humans, their frequencies, and the strategies currently available to deal with them. Several categories may be used when thinking about genetic disease, although at some level these are artifactual and imposed to organize the reality, which is a continuum.

**Chromosomal Disorders**

One in 200 liveborn infants has a chromosomal error, making this a common category of disorder. All are potentially detectable by prenatal diagnosis, but since only those subgroups of women identified as being at higher risk (because of age or family history) are screened prenatally, there is the opportunity to avoid only a proportion of such conditions at present. Errors may occur in the number of chromosomes (too many or too few) or in their structure (deletions or duplications of parts of chromosomes). Two texts cover this topic in depth. Many of these errors are incompatible with survival to term; for example, almost half of all recognized spontaneous abortions in the first trimester have chromosomal abnormalities. The proportion of stillborn infants with chromosomal errors is about 6%. The other autosomal trisomies (13 and 18) are less frequent than control subjects, and it is possible that they may not commit crimes of violence against another person. However, with universal or nearly universal prenatal screening for under 35 women, the incidence can be reduced. It is important that couples with an increased recurrence risk are made aware of the option of prenatal diagnosis in future pregnancies. It used to be thought that survival to adulthood in Down syndrome was very poor, but recent data show that over 70% of afflicted individuals survive to their thirties and about half to their late fifties. This obviously has implications for programs planning to integrate affected individuals into community, educational, vocational, and residential settings.

**Autosomal Chromosome Disorders**

If an extra chromosome occurs for a given pair, this is called trisomy. Trisomy has not been observed in living infants for most chromosomes, although it is compatible with life for the sex chromosomes and chromosomes 13, 18, and 21. The latter, Down syndrome, is the most frequent trisomy in liveborn humans. It occurs approximately once in 1000 births, but large-scale screening in public health programs has indicated the prevalence rate in second trimester is closer to 1/700. So the exact frequency depends on the age composition of reproducing women in the population and whether prenatal diagnostic programs for its detection are in place. It is the most common recognizable cause for mental retardation in Western populations and is thus of relevance to public health and planning. Its occurrence is very strongly related to maternal age. Prenatal diagnostic programs are usually offered to detect chromosomal abnormalities in pregnant women over 35 years of age. Even though these programs are shown to be cost-effective in terms of health resources, they can reduce the birth incidence of Down syndrome only to a limited degree. This is because, even though young women have a much lower risk individually, they contribute a far greater number of births than women over 35, so that most Down syndrome infants are born to young women. However, with universal or nearly universal prenatal screening for under 35 women, the birth incidence can be reduced. It is important that couples with an increased recurrence risk are made aware of the option of prenatal diagnosis in future pregnancies. It used to be thought that survival to adulthood in Down syndrome was very poor, but recent data show that over 70% of afflicted individuals survive to their thirties and about half to their late fifties. This obviously has implications for programs planning to integrate affected individuals into community, educational, vocational, and residential settings.

The other autosomal trisomies (13 and 18) are less frequent (1 in 11,000 and 1 in 6000 livebirths, respectively [California Birth Defects Monitoring 2005]) and result in infants with multiple congenital anomalies who often fail to thrive and die relatively young. It is important to make the diagnosis so that the parents may be counseled regarding the etiology, prognosis, and recurrence risk. Deletions (or duplications) may occur in any chromosome and occur anywhere along the chromosome. The size will vary among patients and give rise to a whole array of abnormal conditions. Some correlations of particular chromosomal abnormalities with particular clinical pictures have been made, for instance, deletion of part of the short arm of chromosome 5 with the cri-du-chat syndrome. Since chromosomal abnormalities explain why many infants and children are retarded, fail to thrive, and have birth defects.

**Sex Chromosome Disorders**

Recognition of sex chromosome disorders is important so that there is opportunity for avoidance of abnormal offspring and so that the affected individual can receive proper management to avoid known complications. Turner’s syndrome was described in 1938 in girls who were short and sexually immature. It was later discovered that this clinical picture was found in girls missing the second X chromosome in at least some of their cells. This condition occurs once in 5000 livebirths and does not occur more frequently in the offspring of older mothers; the recurrence risk is negligible. Klinefelter’s syndrome occurs in newborn surveys in about 1 in 500 males. This term is used to refer to males who have at least one extra X in at least some of their cells. The classic case has an XXY constitution, but there are other variants. The more Xs present, the more likely are mental retardation and additional physical stigmata. If Klinefelter’s syndrome is not detected during childhood, afflicted males may learn that they have the syndrome when they attend an infertility clinic as an adult. The XYY syndrome probably occurs about 1 in 500 males. This condition was sensationalized in the lay press for a time because of a theory that the extra Y made these males taller, aggressive, and antisocial. A study in the Danish population of army inductees with this condition showed that crimes of violence against another person were not higher, although the total rate of criminal convictions was greater. The intelligence and educational level of XYY individuals was lower than control subjects, and it is possible that they may not commit crimes more often but get caught more often. The triple X female has been given the misnomer “superfemale” by some; however, retardation and...
infertility are increased in these women, although most are probably never diagnosed. If the diagnosis is made, prenatal diagnosis should be offered, since they are at increased risk for bearing XXY and XXX offspring.

**Autosomal Dominant Disorders**

This is the first of four categories that fall into the “single gene” or Mendelian disorder group. It is important to understand the mechanism of their transmission, so that opportunities for prevention can be incorporated into planning and that the differing impact of preventive programs on the future frequency of these disorders be understood. In total, by 1997, over 5000 Mendelian disorders had been documented, with another 3000 conditions thought to be in this category. Most of the identified loci (4917) were on autosomes with less than 300 being X linked. Although individually each is uncommon, there are so many that they have in toto a substantial impact on the health-care system.

If an allele is always expressed, whether that person is homozygous or heterozygous at that locus, it is said to be dominantly inherited. If a gene is expressed in the phenotype only when it is homozygous, that trait is said to be recessively inherited. This distinction between dominant and recessive inheritance is an operational one for convenience in many ways. As better techniques are found, more recessive genes in the heterozygote can be detected. Thus, the line between dominance and recessiveness is an artificial, albeit useful, concept in practice.

What sorts of disease are inherited in an autosomal dominant fashion? Included in this category are such entities as Huntington’s disease, neurofibromatosis, achondroplasia, tuberous sclerosis, and Marfan syndrome. If the affected person reproduces, the abnormal gene will be passed on average to half his or her children, who will also be affected. If a person does not receive the gene, then that branch of the family is “in the clear” from then on. Dominant disorders can change frequency rapidly in the population with intervention, making genetic diagnosis and counseling crucial.

Variable expressivity must also be considered before counseling is given. Each dominantly inherited disorder has a recognized profile; one disorder may have a very narrow range clinically with little variation in expression, whereas another may typically differ between persons even within a family. If an individual has the gene for a disorder where variable expressivity is not a feature, it is safe to reassure the apparently normal sibling that his or her children will not be at increased risk. However, for dominant disorders where there is great variation in severity, such as osteogenesis imperfecta, this reassurance must be tempered with caution. If a couple asks advice about risk for children when this disorder is segregating in their family, a detailed and sophisticated examination is indicated.

Another recently identified factor is imprinting, which is imposed on the genetic information during gametogenesis. This imprinting persists in a stable fashion throughout DNA replication and cell division in an individual, to be erased in the germ line and cell division in an individual, to be erased in the germ line and DNA replication. 47–50 This imposes an idea that expression of imprinted genes is susceptible to environmental insult in development. In the sperm (or egg) genomes of that individual. It has the consequence that expression of imprinted genes is susceptible to environmental insult in development.

**Autosomal Recessive Disorders**

Most recessive disorders are individually rare, each with a birth prevalence of 1 in 15,000 to 100,000. However, since there are so many, they have a considerable impact, with more than 1 in 500 live-born individuals being identified as having one of these disorders before age 25 years. They often have their onset in early life, and there are population screening programs at birth for several of them, based on biochemical testing. Rapid advances in DNA technology will make it possible to offer population screening programs in a public health context for some of these disorders. Examples include phenylketonuria (which results in retardation and seizures, but can be treated by diet) and a whole host of other metabolic disorders all detectable by a single methodology called tandem mass spectrometry (ms/ms), adenosine deaminase deficiency (which results in severe immune deficiency and early death), and cystic fibrosis, which is one of the most common recessive disorders in white populations (approximately 1 in 22 people carry this gene).

Since genes segregate in families, the rarer the particular recessive allele for a disorder, the more likely that consanguinity is observed in the parents of an affected child case or that the individual will be born into a religious or geographical isolate. An allele for a particular recessive disorder may be so common in some subgroups that an appreciably increased risk of affected offspring occurs. It is therefore desirable to offer carrier or prenatal testing to these groups (e.g., Tay-Sachs disease in Ashkenazi Jews; thalassemia testing for populations of Mediterranean or Asian descent). For disorders with a very high carrier rate in the population (such as hemochromatosis, which has a carrier rate of about 1 in 10 people), cases may appear in succeeding generations, a feature not usually observed for recessive disorders.

Just as with dominant disorders, genetic heterogeneity may occur. For example, a couple, both deaf because of being homozygous for a recessive gene that causes hearing loss may have normal children if the genetic lesion in one parent is not allelic to that in the other. There is also variability seen in recessive disorders, just as in dominantly inherited disorders. This may be because of molecular heterogeneity—that is, the lesion in the gene is different on the two chromosomes—or because the recessive genes act on different backgrounds of other genes.

In an increasing number of recessive disorders, prenatal detection is now possible. Unfortunately, a particular couple usually does not realize the need for prenatal detection until they have had one affected child; however, they may wish to have the opportunity to avoid having another affected child. In some disorders that cause severe shortness of stature or particular morphological abnormalities, x-ray or ultrasound studies may be diagnostic. In others with a known biochemical defect, enzyme activity or other metabolites can be measured either directly in the amniotic fluid or in cultured fetal cells. In yet others, DNA diagnosis is possible. An enzyme deficiency has already been demonstrated in about a third of the known recessive disorders in humans. Two alternatives that should be mentioned to couples who do not wish to take the one in four risk of an affected child and for whom prenatal diagnosis is not possible are adoption and gamete donation.

**X-linked Recessive Disorders**

Some examples of X-linked single-gene disorders are hemophilia and Duchenne’s muscular dystrophy. In X-linked recessive disorders, the problem gene is located on the X chromosome. Since females have two Xs, if one is normal, that female will be healthy. Since males only have one X, if this has the X-linked disease gene, the male will be affected. In these families, therefore, females may be healthy, unaffected carriers of the gene, but half of their sons will have the disease. Carrier detection tests for the female relatives of male patients are very important in giving them the option to avoid having affected sons, and prenatal diagnosis is becoming available for an increasing number.
X-linked Dominant Disorders

There are fewer disorders in this category, with some examples being familial (XL) hypophosphatemia with rickets, and Alport’s syndrome (hereditary nephropathy and deafness). X-linked dominant disorders occur in females as well as in males, and an affected female transmits the gene to half her daughters and half her sons, whereas an affected male transmits it only to his daughters, all of whom will have the gene. There is no male-to-male transmission.

Mitochondrial Disorders

The mitochondria in human cells have circular chromosomes that contain genes that code for proteins involved in oxidative phosphorylation, providing the cell with energy. Since the mitochondria are cytoplasmic organelles, these are always inherited from the mother. A characteristic of cytoplasmic inheritance is that segregation ratios characteristic of Mendelian disorders are not observed, but many offspring in the maternal line are affected. By 1997, 37 mitochondrial loci had been identified. Some clinical entities identified with mitochondrial mutations are Leber’s optic atrophy, infantile bilateral striatal necrosis, and Kearns-Sayre syndrome. The situation is complex in that a wide range of abnormality is possible, depending on the numbers of abnormal mitochondria included in the egg and the differential multiplication of these organelles in different tissues. They may explain some errors of development and congenital malformations, as well as later-onset disorders.

Multifactorial Disorders

In this group, interactions between environmental factors and the genes of an individual cause disease in ways only partly understood. Some examples are common congenital malformations, such as neural tube defects (spina bifida and anencephaly), congenital dislocated hips, and some adult-onset disorders such as atherosclerosis, hypertension, schizophrenia, and some cancers. It is likely that most chronic diseases of adult onset with a major impact on health care and social systems fall into this group. This is by far the largest category of disease where genetics plays a role; it appears that even by age 25 at least 1 in 20 individuals in the population is affected by multifactorial disorders; over a lifetime, probably a much greater number are affected. The situation is not simple, and at the population level a given disease category is likely to consist of individuals who have reached that endpoint by a variety of genetic “routes,” some interacting with environmental factors.

It is likely that many individuals with a common disease such as Alzheimer’s disease, atherosclerosis, manic depression, or diabetes have a gene that determines whether external influences will result in illness. In the future, the use of DNA markers may give the opportunity to prevent expression of the disease. For example, 1–2% of the population has a single gene type of hyperlipidemia. These individuals constitute over a quarter of individuals with heart attack at less than 60 years. Such individuals may avoid this by early detection, followed by diet and medication. Since genes underlying predisposition to these “multifactorial” conditions cluster in families, there is an opportunity to identify and pull out of the larger group subsets of individuals (and members of their families) who are identifiable as being at increased risk.

THE HUMAN GENE MAP AND GENE SEQUENCING

A detailed knowledge of the structures of genes would open the door to diagnosis and treatment of human genetic disease. A collaborative project—the Human Genome Project—to obtain such knowledge for all human genes, by determining the sequence of the DNA in all 23 different human chromosomes, has been undertaken by human and molecular geneticists worldwide.

Several remarkable technological developments have made it possible to determine the human sequence and to “map” the location of any gene. The first is molecular cloning, the insertion of a stretch of DNA of interest from one source into another DNA molecule that can reproduce itself independently in special strains of laboratory bacteria. This allows the collection of purified DNA molecules in very large amounts that could not be obtained from their original sources. Another is DNA sequencing, the ability to determine the order of the bases for any stretch of DNA that has been cloned, and automation of that sequencing.

Several complementary and useful approaches to developing the human gene map include somatic cell hybridization, in situ hybridization, cell sorting, deletion and duplication mapping, linkage development of yeast artificial chromosomes, and sequence scanning. These methods are even more powerful and informative when used in a complementary way.

EVIDENCE FOR CLUSTERING IN FAMILIES

Obviously, if a disease is common, it may occur in more than one member of a family simply by chance. Several features, if present, provide evidence that the familial clustering is nonrandom:

1. Healthy individuals who have a family history of the disorder when followed over time develop that condition more often than other comparable individuals without any family history.
2. The relatives of afflicted individuals have a greater frequency of the disorder than comparable control subjects.
3. The relatives of afflicted individuals have a greater frequency of the disorder than is found in the general population.
4. If the trait can be quantitatively measured (e.g., blood pressure), there is a positive correlation between pairs of related individuals.

It is essential that the endpoint or disease being evaluated for familial clustering is as homogeneous as possible. If the disease being evaluated is actually a clinical picture that can be reached in several different ways (some with a genetic determinant, others where an environmental factor is the main determinant), then a very confused picture may result, with some studies finding familial clustering and others not.

There are many common diseases in adults that by the foregoing criteria have been shown to aggregate in families. For example, coronary heart disease shows familial clustering even after all known risk factors have been adjusted for (e.g., smoking, weight, serum lipids, blood pressure, diabetes, behavior pattern). There is also evidence for familial clustering of each of these risk factors. Several birth defects, neurological and behavioral disorders, and cancers also cluster in families by the usual criteria. Identification of this clustering is the first step in untangling the complex web to elucidate the genetic components that determine a disease. Clustering in families may be due not to sharing of genes but to sharing of a common environment or cultural transmission of disease determinants. Even showing that the correlation in the disease frequency is greater the closer the genetic relationship is not sufficient, since shared environmental and cultural factors may also increase as the relationship gets closer.

Methods to Elucidate Cause of Familial Clustering

Usually several methods are used because they are complementary.

Twin Studies

Monozygotic (MZ) twins are genetically identical; they result from the splitting of one fertilized ovum. Dizygotic (DZ) twins are only as genetically alike as any two siblings. This allows comparison of genetically identical and genetically different individuals who are usually raised in a similar environment. It therefore makes possible an estimation of the degree of genetic influence on the disease. It is
also possible to look at identical twins reared apart and together to help estimate the effect of environmental factors.

If a disease were completely determined by gene(s), then the concordance rate in MZ twins should be 100% and the concordance in DZ twins should be the same as in the other siblings of a proband. Studies in MZ and DZ twins for many common adult disorders show much higher concordance in MZ than in DZ pairs. This is true for schizophrenia, multiple sclerosis, alcoholism, affective disorders, epilepsy, the neuroses, non-insulin-dependent diabetes mellitus, and allergies, clearly demonstrating a genetic contribution. However, the concordance rate in these studies in MZ twins is less than 100%, demonstrating that an environmental component is also present. Interestingly, the concordance rate for DZ twins in these studies is often greater than that shown between twin probands and their other siblings, which could reflect a greater similarity in environment of DZ twins compared with other siblings or could reflect some selection bias.

**Heritability Studies**

*Heritability* ($h^2$) in the narrow sense is defined as the contribution of additive genes to the phenotype of interest. It will be the proportion of variance in a population for the trait contributed by additive genes ($V_A$) compared with the total population variance for the phenotype ($V_P$).\

$$h^2 = \frac{V_A}{V_P}$$

In genetic aspects of human disease this definition of heritability is usually broadened to

$$h^2 = \frac{VG}{V_P}$$

where VG refers to the total genotypic variance including nonadditive interactions, such as dominance or epistasis, between genes. (Epistasis is the synergistic effect of genes at different loci.) Estimates of heritability of a trait relate to the particular conditions under which it is measured. For example, if the environment changes, it is no longer valid. Estimates of heritability have been made for many quantitative human traits. They should be interpreted only as indicators of whether the role of genes is relatively large or small in the population and of the circumstances in which the condition is measured.53

**Analysis of Familial Common Environmental Exposures**

Familial clustering may be due to clustering of culturally transmitted behaviors or family practices that result in particular exposures (e.g., dietary or smoking habits). Kuru, for example, was a disease thought to be genetic but in reality is due to an infection perpetuated by ritual cannibalism. It is likely that diseases such as lung cancer or alcoholism involve cultural inheritance of exposure behavior as well as genetically inherited determinants.

**Associations Between Genotype and Susceptibility**

Humans differ in an identifiable way in their human leukocyte antigen (HLA) system and their ABO blood group systems, thus allowing evaluation of existing genotypes in these systems. Different genotypes within these systems are associated with the occurrence of any one of a variety of diseases. Increasingly, recombinant DNA polymorphisms will be evaluated and correlated with a variety of disease outcomes in the same way. There are now a number of well-documented examples where having a particular identifiable genotype is associated with disease susceptibility (or resistance).

**Methods for Determining Mode of Inheritance**

Most common diseases that cluster in families do not show simple Mendelian inheritance, since they result from an interaction of both genes and environmental factors. A number of methods elucidate the mode of inheritance of the genetic susceptibility.

**Multifactorial Model Analysis**

The genetic component to determination of a disease with a multifactorial etiology could be equal to additive effects of many genes or a few or one gene of large effect. Either model explains why individuals could be put over a threshold in the continuum of liability and thus show disease.

The introduction of methods to detect single genes (HLA typing, DNA polymorphisms, sophisticated statistical pedigree analysis) has, in recent years, shown that it is likely that one or a very few genes of major effect are involved in the multifactorial pathway. This finding is relevant to diabetes mellitus, rheumatoid arthritis, and some hyperlipidemias. Increasingly there will be opportunities to identify predisposed individuals, and the study of families (particularly those of early-onset cases) may give the opportunity to target clusters of higher risk individuals. The model where many genes of small effect are relevant (polygenic) may apply to pyloric stenosis.

**Segregation Analysis**

If a single gene has a major effect on disease susceptibility, it is essential to clarify how it is inherited—autosomal dominant, autosomal recessive, or X-linked. These alternative modes of inheritance give different disease risks for different classes of relatives (e.g., 50% of children are affected if dominant, compared with a low risk for the children of an individual with a recessive disorder). By comparing the observed disease incidence in each class with that expected based on alternative genetic models, it is possible to see how well these agree.

**Analysis of Maternal Effects**

As discussed previously, the DNA of the mitochondria is inherited only from the mother. This means that diseases that appear to affect both males and females but are transmitted only by the mother are candidates for this mechanism of inheritance.52 and data may be analyzed with this hypothesis in mind.

**Linkage Analysis**

If segregation analysis shows that inheritance of a single gene may be responsible for disease susceptibility, it is possible to look at whether a wide variety of genetic markers (including DNA polymorphisms) segregate along with the disease susceptibility. Already this approach has indicated that a dominant susceptibility allele may exist in linkage to particular DNA markers in certain families for Alzheimer’s disease, manic depression,52,53 and breast cancer.54

**Sibling Pair Methods**

These are particularly relevant where data on genetic haplotype (usually for the HLA region) is available in siblings. On the hypothesis that there is a disease susceptibility gene close (linked) to the HLA region, this gene should usually be inherited along with a particular haplotype. Thus, siblings who share this HLA haplotype are more likely to have also both inherited the susceptibility allele. This method evaluates coinheriance of HLA haplotype and disease. Siblings who are both affected with the disease would be expected to share the same haplotype more often. With sufficient data on affected sibling pairs, it is possible to evaluate the mode of inheritance of the disease-predisposing allele.52

Particular genes occur in higher frequency in a number of subgroups. One such gene is that for Tay-Sachs disease in Ashkenazi Jews. Between 1970 and 1980, over 300,000 Jewish adults were voluntarily screened.45 Screening for carrier detection for cystic fibrosis, now that the gene has been located, is likely to develop rapidly. This disorder is common (1 in 2000 to 2500 births) in individuals of northern European extraction. Thalassemia screening is offered to people from southeast Asia and China, since the frequency of this gene is similar to that of the cystic fibrosis gene in northern Europeans. Populations of Mediterranean origin may be screened for beta-thalassemia.65 Congenital hypothyroidism, though in most cases not genetic in nature, can vary from 1:1900 in Hispanics to 1:10,000 in African Americans, and is twice as frequent in females as males.66,67
Genetic methods are increasingly allowing us to identify genetically susceptible individuals. Tools from classic epidemiology can then be profitably used to compare environmental factors in affected and unaffected genetically susceptible individuals. Conversely, the other approach to disentangling the interaction is first to identify those individuals who have the environmental factor present and then compare the unaffected and affected in that group, looking for particular genetic subgroups. The new molecular genetic techniques now allow particular DNA sequences to be evaluated in patients and in control subjects and hold out the hope of more fruitful progress.

**SCREENING**

Let us now return to the field of public health genetics. Genetic screening may serve several objectives. A program may exist to identify individuals with a particular genotype so they may receive an intervention or treatment. Newborn screening programs are of this category. A program may exist to identify individuals who are at risk of having children affected by a genetic disease. Examples of such programs are Tay-Sachs screening in Ashkenazi Jews and aminoacetonuria for prenatal karyotyping in women over 35 years of age. Or, in some cases, public health provides a universally available prenatal screening program that is performed routinely, and assigns a risk for certain chromosomal abnormalities such as Down syndrome, and neural tube defects, such as spina bifida or anencephaly. A screening program may also exist to gather needed epidemiological information. Useful reviews of this topic are contained in a report of a Workshop on Population Screening and a report of the Office of Technology Assessment.

Newborn Screening Programs

Newborn screening exists in all 50 states and most countries worldwide. It is probably the best example of a public health genetics program, and provides the only real example of population-based screening. Virtually all newborn screening programs are both mandated and universal (not targeted to certain groups). What was once screening for phenylketonuria and congenital hypothyroidism has grown rapidly in recent years to include as many as 75 disorders, including over 30 metabolic diseases detectable by one test. Newborn screening uses a small dried blood spot obtained by heel stick of the newborn at a few days of age. Many of these programs are mandated by law, and appropriate resources must be provided to ensure that follow-up study and counseling are available as necessary and also to ensure laboratory quality and accuracy. An abnormal screening test is not diagnostic but is the signal for rapid and appropriate medical and biochemical evaluation as well as parental counseling.

The expansion from a few isolated disorders in the 1960s and 1970s took a quantum leap with the addition of screening for sickle cell disease in the 1980s, in a variety of ways. First, although the addition was facilitated by research indicating daily oral penicillin could prevent most of the deaths due to infection, which was most often the cause of death in young children, it was the first time a newborn screening did not completely fit with all the cardinal rules of newborn screening: most importantly, the treatment was not a “magic bullet” such as a dietary treatment or a daily dose of thyroxine. The prevention was more subtle, because it couldn’t prevent many of the symptoms of sickle cell disease. It did, however, reduce the number of deaths. It was also a leap because some of the screening methodologies, particularly high pressure liquid chromatography (HPLC), detected many more types of hemoglobinopathies variants such as Hb C, D, and E, and some types of thalassemia. So, although sickle cell disease was the impetus, programs were in a sense obligated to include several more hemoglobin disorders in the newborn screening results, because the information was presented to them in the testing, and it was not considered ethical not to inform. Sickle cell disease also introduced the concept of carrier status and counseling for the first time. Again because of the nature of the test, carriers of the Hb S trait who did not have the disease, were detected. It is important to provide adequate counseling, not only for the newborn’s information, but because it could indicate that the parents might be at risk for having a child with disease in a subsequent pregnancy. Therefore parent testing was included in many states. The most recent technological change is the addition of tandem mass spectrometry. This methodology can detect over 30 different metabolic disorders by a single test. Like sickle cell disease, many of these disorders were not good candidates for screening because there was not a good treatment available, or they were very rare. But because the methodology provided the information, programs were obligated to report the results. This quandary has actually led to some important benefits to be discussed in the following section.

**Benefits of Newborn Screening in the Public Health Sector**

The problems and controversies posed by the increase in disorders being made to result from new technology, ironically, has led to some important benefits beyond the normal prevention of serious health consequences. First, because children are now being screened for very rare disorders of unknown or not well-known etiologies, it is contributing to the knowledge of these disorders. With universal screening in such large numbers, researchers and specialists will now have much better ideas of the prevalence rate of these disorders. Also, identifying them at birth before the serious clinical consequences have occurred provides at least the possibility of developing new interventions even in diseases thought not to be treatable. At the very least, it gets them into medical care at the very beginning. A good example of how this concept has evolved is the example of cystic fibrosis. This very common genetic disorder was never a candidate for newborn screening because it was felt that the outcome could not be prevented by early detection. But after important research at the University of Wisconsin and the Wisconsin Department of Health was conducted, it was found that indeed there were significant advantages of early detection. Growth rates could be normalized for example, and possibly even deaths are prevented. As a result of this and continuing research, cystic fibrosis is now part of the newborn screening program in 12 states, with more being added each year. Another advantage is that early detection, even when there is not the “magic bullet,” can prevent the nightmare to parents known as the diagnostic odyssey. Many children with cystic fibrosis, as well as many other rare metabolic disorders, have gone for months or even years of severe symptoms and incorrect diagnoses until the correct one was found. This is all avoided with newborn screening.

**Disadvantages of Newborn Screening**

Few people today describe serious disadvantages of newborn screening when compared to the benefits, but they exist. Again we turn to the example of cystic fibrosis. Since the testing methodology is usually mutation analysis, not all cases will be detected because of rare mutations. Conversely, because of newborn screening and the initial protein screen, cases of cystic fibrosis with benign or partially benign mutations will be detected. This may cause a great deal of anxiety for the patient, family, and health-care professionals. Attempts are now being made to limit the types of mutations screened, so that nonclinical cases are not detected in newborn screening.

**PRENATAL DIAGNOSIS**

Prenatal diagnostic techniques are used to diagnose genetic disorders and birth defects that result in marked disability or death early in life. Although one option that it permits is termination of the affected fetus, in a few disorders diagnosis permits therapy in utero or special management during pregnancy and delivery to minimize further damage to a vulnerable infant. For example, for a fetus with methylmalonic acidemia, the mother will be given vitamin B12; for a galactosemic infant, the mother may receive a low-galactose diet.
Furthermore, chromosomal anomalies such as Down syndrome often involve significant health issues such as heart defects, and the outcome is much better when health-care professionals and parents are expecting the result at birth and can be ready for treatment. There are a number of indications for prenatal diagnosis. Sometimes the test that is done prenatally is targeted specifically to the indication for prenatal testing. For example, a mother with a previous child with Tay-Sachs disease will have hexosaminidase A measured in the amniotic fluid sample, whereas a woman who is at risk because of increased age will have chromosome analysis of the fetal cells obtained at sampling. The following is a breakdown of indications for prenatal testing on an individual basis.

**Increased Maternal Age**
As maternal age increases, so does the risk of Down syndrome, and this is also true for the other trisomies. For this reason, many jurisdictions offer prenatal diagnosis to pregnant women 35 years and over. Such testing can decrease the birth incidence of Down syndrome by approximately 25% in most North American populations.

**Neural Tube Defects**
These birth defects, anencephaly and spina bifida, are relatively common, occurring in approximately 1 in 700 births in many North American populations. Once a couple has had an affected child, the recurrence risk in subsequent pregnancies is about 2%. Close relatives may be at increased risk.

**Family History of Specific Disorders**
A previous child may have had a Mendelian disorder, chromosome anomaly, or birth defect. Also, the family history may indicate that the woman may be a carrier for an X-linked disorder. If a test is available (biochemical, cytogenetic, or DNA) or it is possible to evaluate for abnormal morphological findings (e.g., short limbs), then this testing is offered. For example, maternal exposure to a known teratogen (e.g., valproic acid) or a maternal disorder (diabetes mellitus) may justify offering prenatal diagnosis in some cases.

**Public Health-Based Prenatal Screening**
Because some disorders are common and inexpensive to test for once a sample is obtained, they are done on any pregnant woman who is already being subject to sampling, whether or not they have an indication for prenatal testing or a family history. This has led to public health-based prenatal screening programs. In California and Iowa, all pregnant women are given the option of a prenatal screening test called the triple marker or quadruple marker test. This screening test on the mother’s serum can detect increased risk for Down syndrome, trisomy 18, and several types of neural tube defects. Many women choose to have this test even though there is a significant risk of a false positive or false negative, because they would rather base a decision on risk from an easy test than have an invasive procedure such as amniocentesis, which in rare instances cause a spontaneous termination of pregnancy. The screening and follow-up data collection on such a large number of women in a very representative population (75% of women elect to have the test) has, like newborn screening, led to a wealth of knowledge on prevalence rates, pregnancy success rates, and outcomes of pregnancy. The California Program, in cooperation with the California Birth Defects Monitoring Program, another Public Health Agency involved with genetics, has resulted in a great deal of published research on neural tube defects and Down syndrome.

**GENETIC SERVICES**
Genetic services, both diagnosis and counseling, are offered only to those who have been identified as in need, by their physicians or by themselves. There are two main avenues for service receipt: by having an individual in the family with a genetic disorder or being identified as “at risk” by a population screening program.

Genetic service programs usually have arisen in association with a university or teaching hospital, fostering a research-service interaction. All provinces and states have at least one center, often many. However, the availability and expertise differ from one region to another. There is a useful directory of such programs published by the March of Dimes Birth Defects Foundation. Many university centers also have associated training programs.

The process of genetic consultation and counseling is complex and time consuming and has not yet been well integrated into the clinical practice of medicine. Funding mechanisms for provision of this service are not satisfactory in many jurisdictions and differ from place to place, having grown in an “ad hoc” fashion. If the rapidly escalating new insights into human diseases being made in genetics are to be brought to practical use, we will need a cadre of trained individuals to deliver these services in the coming decades. Already it is not possible to offer on a population level many beneficial genetic programs (e.g., DNA diagnosis for a variety of Mendelian disorders).

An important principle in genetic medicine is the need for diagnostic accuracy and precision. Genetic heterogeneity is a complicating issue in many disorders. Accuracy of diagnosis may be especially difficult to achieve in the sporadic case, when the possibilities of new dominant mutations or phenocopies exist, or more commonly, when rare mutations are not clearly visible by testing. Paternity is an issue that must be borne in mind, since in a significant proportion of cases (which will differ with the particular population) the husband cannot be assumed to be the father. This needs sensitive and empathetic handling. If the genetic mechanism leading to the particular condition diagnosed is known, it is possible to quantitate risk precisely for different relatives. If the genetic mechanism is not clear, as is the case for many “multifactorial” conditions (e.g., congenital malformations, mental retardation, schizophrenia), then if a thorough evaluation of the family history, pregnancy history, medical history, and physical findings reveals no specific etiology, empirical risk figures can be given regarding recurrence risk. These should be employed with caution, and communication of their meaning and limitations is not a simple process.

**OPPORTUNITY AND DANGER: SOME SOCIAL AND ETHICAL IMPLICATIONS**
We have known for a long time that many common diseases are familial, but the genetic aspects have been ill-defined. It is clear that most common diseases are genetically heterogeneous, but susceptibility is due to major genes in many cases. Genotypes relatively unusual in the population may come to make up a large proportion of those with common diseases. Individuals at risk may soon be identified by DNA testing for intervention, and there may be ample time to intervene. For example, the immunological process in diabetes can precede onset of symptoms by many years; carcinogenesis also takes many years. The phenotype of disease, what we observe clinically, is somewhat removed from the primary action of the particular gene. This means that there may be considerable modulation possible. Rather than ignore the internal genetic component of disease causation, we should evaluate the genetic input and then attempt to tailor preventive or therapeutic programs to take it into account. If the new molecular genetic capability is incorporated into health care planning, it could allow public health to enter a new era of prevention. Through this new technology, rather than exposing the whole population to the same preventive medical programs, they could be directed to those individuals at risk, with relevant health messages focused to particular individuals.

The path to planning how the new capabilities in genetic risk identification might best be used in prevention and treatment is not simple. Although it has the potential to better the human condition, it is essential that enthusiasm for this approach be tempered with the realization that it is possible to cause great harm because we have not carefully weighed the pitfalls, ramifications, and dangers of this approach.
Well-designed research projects should be undertaken before there is any implementation at the population level. These should address aspects such as psychological and family impact, confidentiality, long-term outcome, compliance, safety, cost benefits, and appropriate laboratory quality control procedures. It is also important that genetic risk identification not be offered before the personnel and facilities to provide appropriate counseling and follow-up study are identified and funded.

The new capabilities raise many questions that will require scrutiny, relating, for example, to ownership of the information on genetic makeup. With regard to confidentiality, policies and procedures must be put in place on who should have access to genetic test results so that the values of personal privacy and autonomy are respected. There may be potential situations where the public good may override the value of personal confidentiality, but these must be thoroughly considered before inclusion in policy.

As we become capable of identifying individuals in whom the disease outcome is less clear because of unpredictable gene-environment interactions, we may need guidelines to evaluate whether such programs should be offered. We might cause harm by identifying individuals as having a genetic vulnerability. Much of illness is perception and attitude, and it is important to avoid harm by causing identified individuals to view themselves as ill. In addition to stringent guidelines regarding data confidentiality, policies to avoid possible discrimination against identified individuals are also needed.

All of us are genetically unique, and all of us have weaknesses and strengths. This realization has the potential to break down the current generally held perception of the distinction between the majority “normal” population and the small minority with “genetic diseases.” A better perception—that everyone is vulnerable in his or her own way—would weaken or remove any basis for stigmatization of those with “genetic diseases.” However, genetic identification could also be negative if it causes a population each of whose members was aware of and continuously concerned about a particular genetic predisposition and the likelihood of becoming ill. In the case of newborn screening, however, these issues are generally outweighed by the benefit of early detection and prevention of serious birth defects, mental retardation, and death.

Some specific issues of legal and social consequence raised by DNA testing are discussed below. DNA testing can identify each individual (except for identical twins) uniquely. It can also be used to identify genetic relationships with unprecedented accuracy. These new abilities raise issues in several areas.

**Paternity**

The paternity tests that were previously available could disprove paternity when a child had a genetic factor that wasn’t present either in the mother or in the putative father. It could not usually prove that a particular man was the father. The new DNA testing can achieve levels of probability that establish beyond any reasonable doubt (1 in 100 million) the real father, if the tests are of high quality. This has been accepted as evidence in a number of courts. At the same time, it means that quality control of laboratory tests and procedures to safeguard against human error, such as mislabeled samples, are also necessary.

**Workplace Testing**

DNA testing can also be used to identify persons at risk in situations where costs may be incurred, for example, by an employer or an insurance carrier. DNA testing could show predisposition to cancer, emphysema, hemolysis, ischemic artery disease, hypertension, and so on with implications for both the employer’s cost and the insurance carrier’s profits. For many U.S. companies, offering health benefits adds substantially to the costs of production, and this added cost is becoming important in an increasingly competitive global market. Employers may, therefore, wish to screen potential employees so that their medical and life insurance plan costs will be lower. Appropriate safeguards against discrimination and misuse must be put in place.

**Insurance**

Laws may be needed to address how the new genetic knowledge should be limited in its application by the insurance industry as well as by employers. Guidelines or legislation may be required for medical and life insurance companies concerning genetic testing before coverage. It is possible that insurance companies could require testing before coverage and then charge higher premiums or refuse coverage to those at higher risk because of their genotype. Because the principle of insurance is to spread risk over many individuals, it seems unjust to disadvantage individuals who through no fault of their own are likely to become ill. Legislation to ban insurance discrimination based on genetic status was recently passed overwhelmingly in the U.S. Senate, but has languished in the Republican-led House of Representatives for reasons that are not clear. This is not as dramatic a problem in Canada, which has a universal health-care system, but it could be a very important problem in the United States. If the U.S. insurance industry is not regulated in this regard in some way, it may be necessary for government to set aside funding for health care of such noninsurable individuals.

### SUMMARY AND CONCLUSIONS

It is evident that the role of genetics in society and public health is growing as fast as the new genetic discoveries. New DNA technology will affect many areas of our society and will pose often difficult choices. It presents an opportunity and a useful tool if it is used wisely and humanely, but it is also a danger if the implications for social justice of its use are not thought through. Screening programs, in particular, if applied prematurely may cause harm and waste resources. However, if done well and with fully informed communication, they could decrease disease and better the human condition. The new DNA technology opens up questions that have wide-ranging social, ethical, and legal ramifications. Our new abilities with the technology often highlight the difficulty of balancing the individual’s and the group’s rights. These issues require ongoing discussion by scientists, public health practitioners, lawyers, politicians, and the public.
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Overview

Richard P. Wenzel

The most important function of public health in its broadest sense is to seek an optimal harmony between groups of people in society and their environment. This goal can be achieved in three ways: (a) by methods to improve host resistance of populations to environmental hazards; (b) by effective plans to improve the safety of the environment; and (c) by improving health-care systems designed to increase the likelihood, efficiency, and effectiveness of the first two goals. With respect to infectious diseases there are special elements within each of the three categories (Table 8-1). One might then view communicable diseases as an imbalance in the relationship of people and their environment which favors microbial dominance in populations.

It is argued that improved host resistance is the purview of clinical medicine and that both environmental safety and public health systems are public health efforts. However, improved resistance in populations cannot be divorced from necessary educational and effective health delivery systems. For that reason it may be considered an essential component of public health. In this schema of public health, the infectious agent is considered not as a separate focus but as one important component of the environment. This organization is designed to integrate the schema with a concept of health, and of public health in particular. The implication is that the organism is a necessary but not sufficient cause of ill health; it is only one of many risk factors. Moreover, humans constantly encounter myriads of potential microbial pathogens, and removing all such organisms is untenable. It seems more fruitful to develop effective barriers between humans and problematic environmental microbes or at the very least to create pathways for peaceful coexistence. In addition, to many authors it has seemed that public health has focused excessively on environmental controls and too little on the health-care system. Yet all of these categories are interrelated: a change in any aspect of the three areas perturbs the entire system and has a direct effect on public health.

With respect to improved host resistance, McKeown1 has argued that improved nutrition, personal hygiene, and public sanitation have more to do with the control of infectious diseases than vaccines and health care. There is no question, however, that vaccines and new antibiotics have greatly reduced morbidity and mortality from infectious diseases.2 For example, with respect to smallpox, the vaccine—in concert with a public health system for identifying and isolating cases and contacts—was essential for its eradication.3

In the last two decades, it has been proposed that exercise may improve both mental and physical health.4 And that there may be important interactions between psychological factors and immunity.5 Furthermore, with the explosion of activities in the field of molecular biology and the cloning of the human genome, it is not far-fetched to think that within a few decades genetic alteration of cells will enable us to enhance host resistance to adverse environmental challenges.6

The environment has long been a primary focus of public health, with efforts to improve the cleanliness of food and water, upgrade public sanitation, and clean the air of toxic pollutants. Efforts to remove infectious agents by reducing animal reservoirs and vectors have been another focus for public health in general and in veterinary medicine in particular. Recently, many have postulated that adequate personal space is important for prevention of many urban problems. It has long been recognized that control of streptococcal infections in the military could be minimized by increasing space between the bunks of recruits and that crowding is a major risk factor.7 In addition, since large droplets are known to be important for many viral respiratory agents,8 it is generally accepted that spatial considerations are important for the prevention and control of communicable diseases.

A third method for public health control of infectious diseases involves the systems approach or management aspects. The social, economic, legal, and administrative forces important for health must operate in the interest of the public. Progress toward such goals must begin with access not only to health care but also to preventive health services and to health education. To that end, resources must be made available and important public health problems given sufficient priority—usually a political process—to demand necessary resources. Proper management at federal, state, and local levels needs to be operative for efficiency, effectiveness, and cost-effective delivery of care and education. Moreover, surveillance needs to be developed and maintained to detect new problems, new epidemics, and the efficacy of control measures.9

MAJOR PROBLEMS

There is always risk in attempting to prioritize the most important infectious agents, and readers may construct a different list from that of the author (Table 8-2). Nevertheless, the agents listed are important and serve as a focus for discussion of public health issues. An example of how one might apply the proposed schema to a communicable disease is discussed below with the example of acquired immunodeficiency syndrome (AIDS).

There is no question that AIDS—caused by the human immunodeficiency viruses 1 and 2 (HIV-1 and HIV-2)—remains the principal viral problem today. It is a global epidemic that affects the young in our society—not only as victims but also as orphaned children of victims. Though therapy is evolving, there is no cure in sight and it involves the strongest of human emotions. The interaction of host, virus and the environment is writ large in sub-Saharan Africa and Asia, where the majority of the 40 million HIV-infected people live.10 The poor nutrition in these resource-limited geographic areas has a huge impact on both morbidity and mortality.

As to a preventive approach, it has been suggested that an effective global intervention program targeting sexual transmission and intravenous drug use transmission began immediately could avert 28 million new HIV infections in the next ten years.11 In the analysis,
TABLE 8-1. METHODS OF IMPROVED PUBLIC HEALTH CONTROL OF COMMUNICABLE DISEASES

- **Improved Resistance to Environmental Hazards**
  - Hygiene
  - Nutrition
  - Immunity
  - Antibiotics
  - Psychological factors
  - Exercise
  - Genetic alteration

- **Improved Environmental Safety**
  - Sanitation
  - Air
  - Water
  - Infectious agents
  - Vectors
  - Animal reservoirs

- **Public Health Systems**
  - Access
  - Efficiency
  - Resources
  - Priorities
  - Containment
  - Contact tracing for prophylaxis and therapy
  - Education
  - Social forces
  - Laws

- Measurement of problems and of the efficiency and effectiveness of control

such efforts would affect over 50% of the etiological fraction and cost $3900 to prevent a new infection.

An approach to control via vaccination is ideal, but so far it has eluded scientists in the field. Experts who follow the genetic diversity within strains of HIV viruses report increases over time and space, with great relevance to vaccine development. It has been recognized furthermore that variations in HIV-1 clades affect both host immune responses and drug resistance. The point is that an increasing partnership of public health and molecular geneticists will be beneficial and probably essential for disease control. The current lack of understanding of the molecular biology of HIV infection and prevention is highlighted by the fact that only three candidate vaccines have made it to phase III clinical trials.15

With respect to improved environmental safety, the office of the surgeon general of the United States in 1988 had recommended barrier protection, that is, safer sexual practices, and the Centers for Disease Control then recommended universal precautions for health-care workers to minimize transmission in hospitals and clinics.16 However, the use of condoms—despite their value in preventing infections—has become a political issue in some countries, and a social issue in still others; both issues need continual attention with a focus on science in the AIDS era.

From a public health systems point of view, a great deal of discussion has occurred regarding access to medical care for AIDS victims, and in December 2005, the UN General Assembly called for universal access to antivirals by 2010.17 This is a timely resolution since it has recently been shown that providing treatment free of charge in low income settings was associated with lower mortality.18

One can apply the proposed paradigm (Table 8-1) to HIV infection and understand not only the illness but also the disease in populations as a function of the three components of public health control.

Other illnesses needing special attention in the next decade (Table 8-2) are discussed elsewhere in this text.

A NEW ROLE FOR PUBLIC HEALTH

With the spiraling costs of medical care and the corresponding interest in cost containment and accountability,19 it is reasonable to avoid duplications. We need a closer link of clinical and public health disciplines and activities. A recent example of the control of a new epidemic by the collaborative efforts of the World Health Organization (WHO), basic scientists and clinicians followed the outbreak of SARS—Severe Acute Respiratory Syndrome.20 WHO forcefully assumed international leadership, coordinated scientific investigations, and quickly reported all new advances from the laboratory and field epidemiological studies to clinicians. In medical schools it is propitious for these disciplines jointly to develop curricula and research projects.

In the health service arena, closer ties between clinicians and public health officials will be efficient and effective for the good of the population. A special role for public health officials could be to "translate" important epidemiological data for clinicians giving primary care. This could be particularly important and useful in enhancing prevention. Examples of useful data would be the risk ratios for becoming an alcohol abuser for persons with and without a family history of abuse; cigarette smoking for the smoker, those nearby, and the unborn fetus; and for fatal versus nonfatal injury in persons driving with and without a seat belt. In the field of communicable diseases it is useful to know the risk of AIDS in those practicing intravenous drug abuse or unprotected sexual activities, the relative risk of Lyme disease in those using effective insect repellents versus those not using such agents, and the relative risk of hepatitis B in health-care workers who have received the vaccine and those who have not.

In 2006, a key role for a public health-clinicians partnership is the continual education of the public about the real risks of avian (H5N1) influenza and the progress toward its prevention and control.21

An epidemiological approach to community-wide education about local health risks, perhaps with a well-designed periodical, would further link the clinician and public health official. The Centers for Disease Control and Prevention (CDC) has done this successfully with Morbidity and Mortality Weekly Report. A community-wide modification for consumption by local practitioners would be helpful. Such networking is feasible and desirable.

Networking with schools, businesses, health clubs, and senior citizen groups might increase compliance with behavior designed to enhance resistance to environmental hazards. Fundamentals of general and dental hygiene, nutrition, exercise, and stress control would be essential components. It would be reasonable to reinforce such basic principles as maintaining immunizations and proper use of antibiotics. In summary, we need a proactive and integrative role in education, one that involves networking with clinicians and the public directly.

Improving environmental safety has been the focus and strength of public health. Essentially, the goal has been to reduce the microbial hazards to humans. For the most part, this is carried out by systematic measurement or a series of inspections of the environment. Good general sanitation and safe air, water, and food are hallmarks of public health. Environmental activist groups have heightened interest in environmental safety. This is an opportune time to build a coalition between informed public health officials and interested and energetic activists genuinely concerned with improving the environment.

From infectious diseases point of view, an important goal would be to reduce the degree of exposure while preserving the vitality of the ecosystem. The government of Brazil was reported to have instituted a $200 million program to control malaria in the Amazon region by spraying dichlorodiphenyltrichloroethane (DDT) in thousands of

TABLE 8-2. CHIEF INFECTIOUS DISEASES IN THE LATE 2000s

<table>
<thead>
<tr>
<th>Microbial Class</th>
<th>Major Problem</th>
<th>Other Major Problems</th>
</tr>
</thead>
<tbody>
<tr>
<td>Virus</td>
<td>AIDS</td>
<td>Hepatitis C</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Influenza</td>
</tr>
<tr>
<td></td>
<td></td>
<td>S. pneumoniae</td>
</tr>
<tr>
<td></td>
<td></td>
<td>S. pyogenes</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Nosocomial pathogens</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Leishmania</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Onchocercias</td>
</tr>
<tr>
<td>Bacterium</td>
<td>Staphylococci – Especially methicillin-resistant strains</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Malaria</td>
<td></td>
</tr>
<tr>
<td>Parasite</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Emerging Microbial Threats to Health and Security

Stephen M. Ostroff • James M. Hughes

INTRODUCTION

Our relationship to infectious pathogens is part of an evolutionary drama.

Joshua Lederberg

Traditionally, the world learns prevention the day after the epidemic.

Today, we have the responsibility of preparing for the prevention of an emerging threat not only of known but also unknown conditions.

William H. Foege

Note: The findings and conclusions in this chapter are those of the authors and do not necessarily represent the views of the Centers for Disease Control and Prevention.

Despite great progress in the prevention and management of infectious diseases, microbial threats continue to evolve, proliferate, and result in human infection—the consequence of social and ecologic changes associated with a globalized society. The far-reaching effects of the 2003 outbreak of severe acute respiratory syndrome (SARS) highlight the ability of a previously unrecognized agent to appear unexpectedly, spread rapidly in the absence of diagnostics and effective disease prevention strategies, and cause widespread suffering as well as political, economic, and social turmoil. The emergence of SARS, a single example among many in recent years (Table 8-3), also illustrates the potential dangers of infectious agents and underscores the importance of preparedness for the unexpected. Previously known infectious diseases also continue to present new challenges. Some such as West Nile virus infection and Rift Valley fever have recently jumped to new continents, whereas others such as dengue are showing renewed intensity. Many established diseases, such as malaria and tuberculosis, continue to exact a high burden,
This chapter describes recent infectious diseases that present particular public health concerns, either because of the significance of their emergence or their continued or potential impact. The increasing problem of antimicrobial resistance—a major factor contributing to the impact of these diseases—is also discussed.

### EMERGING ZOONOtic INFECTIOUS DISEASES

Microbes that originate in animals and are transmitted to humans, either via direct transfer (zoonotic diseases) or through an intermediate vector (vector-borne diseases), are the source of a growing number of emerging infectious diseases.\(^1\) Aided by a complex mix of social, technological, ecological, and viral changes, zoonotic agents are increasingly crossing the barriers that once limited their geographic or host range and igniting the emergence, reemergence, and spread of infectious diseases. Many of the new diseases that have appeared in recent years, as well as the established diseases that are increasing in incidence or expanding their range, are caused by zoonotic agents with wildlife reservoirs.\(^2\) Wild mammals and birds provide a potentially rich pool of disease agents and hosts that can come into contact with humans either naturally or, more likely, because of disruption or destabilization of their natural ecosystems. For example, hantavirus pulmonary syndrome appeared in the U.S. Southwest in 1993 when the deer mouse population increased rapidly due to climate-related food surpluses and spilled into nearby human habitations. The mice were carrying a previously unrecognized subtype of hantavirus that was transmitted to humans by direct contact with rodents or their excretions or by inhalation of aerosolized infectious material (e.g., contaminated dust arising from disruption of rodent nests).\(^3\)\(^,\)\(^4\)

More recently, the highly lethal Nipah virus appeared after changes in agricultural practices and land use created first an emerging disease in livestock and then a health crisis in humans. The virus naturally infects *Pteropus* fruit bats, which are widely distributed in Asia and likely serve as the reservoir for the disease agent.\(^5\) Nipah virus was discovered in Malaysia in 1998–1999 during an outbreak of encephalitis that killed 105 persons, most of whom had occupational exposure to ill pigs.\(^5\)\(^,\)\(^6\) Changes from traditional to modern animal husbandry practices had increased the size and density of pig farms in Malaysia, extending their reach into nearby orchards that harbored fruit bats, whose natural habitats had been destroyed. Aerosolization of virus-containing bat droppings caused infection of the pigs, overcrowded conditions led to efficient pig-to-pig transmission, and close contact with ill animals led to infection in pig handlers.\(^7\)\(^,\)\(^8\) The virus has since appeared in Bangladesh, causing a series of limited but deadly outbreaks that appear to have been caused by children who had direct contact with bat-contaminated fruit.\(^9\) Genetic analysis showed Nipah virus to be closely related to Hendra virus, which was discovered in Australia as the cause of a fatal outbreak that killed 14 racehorses and 2 humans and also is maintained in pteropid hosts. The viruses constitute a new genus in the paramyxovirus family.\(^10\)

International travel and trade also provide opportunities for the amplification and penetration of zoonotic microbes, as evidenced by the U.S. outbreak of monkeypox associated with the exotic pet trade and the epidemic of SARS that spread globally by travelers. In 2003, monkeypox, a rare viral disease that occurs mainly in the rainforest countries of central and West Africa, was reported among prairie dogs and humans in the midwestern United States, the first such outbreak recognized in the Western hemisphere.\(^11\) \(^12\) Traceback investigations implicated a shipment of animals from Ghana as the probable source of introduction of monkeypox into the United States. The shipment contained approximately 800 small mammals of nine different species, including six genera of African rodents, imported to the United States as pets. Laboratory testing of animals from this shipment found evidence of monkeypox virus in several species, including one Gambian giant rat, three dormice, and two rope squirrels. Prairie dogs became infected by contact with the Gambian rats during their transport and warehousing for distribution as exotic pets.\(^13\)\(^,\)\(^14\) Human infection occurred from contact with ill prairie dogs that were

---

**TABLE 8-3. SELECTED INFECTIOUS DISEASE CHALLENGES, 1993–2004**

<table>
<thead>
<tr>
<th>Year</th>
<th>Disease/Event</th>
</tr>
</thead>
<tbody>
<tr>
<td>1993</td>
<td>Hantavirus pulmonary syndrome (United States)</td>
</tr>
<tr>
<td>1994</td>
<td>Plague (India)</td>
</tr>
<tr>
<td>1995</td>
<td>Ebola fever (Democratic Republic of Congo)</td>
</tr>
<tr>
<td>1996</td>
<td>New variant Creutzfeldt-Jakob disease (United Kingdom)</td>
</tr>
<tr>
<td>1997</td>
<td>H5N1 influenza (Hong Kong); vancomycin-intermediate Staphylococcus aureus (Japan, United States)</td>
</tr>
<tr>
<td>1998</td>
<td>Nipah virus encephalitis (Malaysia, Singapore)</td>
</tr>
<tr>
<td>1999</td>
<td>West Nile virus encephalitis (Russia, United States)</td>
</tr>
<tr>
<td>2000</td>
<td>Rift Valley fever (Kenya, Saudi Arabia, Yemen); Ebola fever (Uganda)</td>
</tr>
<tr>
<td>2001</td>
<td>Anthrax (United States); foot-and-mouth disease (United Kingdom)</td>
</tr>
<tr>
<td>2002</td>
<td>Vancomycin-resistant Staphylococcus aureus (United States)</td>
</tr>
<tr>
<td>2003</td>
<td>Severe acute respiratory syndrome (SARS) (multiple countries); monkeypox (United States)</td>
</tr>
<tr>
<td>2004</td>
<td>H5N1 influenza (Southeast Asia)</td>
</tr>
</tbody>
</table>

---

**BOX 8-1. FACTORS CONTRIBUTING TO THE EMERGENCE OF INFECTIOUS DISEASES**

- Human demographics and behavior
- Technology and industry
- Economic development and land use
- International travel and commerce
- Microbial adaptation and change
- Breakdown of public health measures
- Human susceptibility to infection
- Climate and weather
- Changing ecosystems
- Poverty and social inequality
- War and famine
- Lack of political will
- Intent to harm

being kept or sold as pets. In total, 72 cases, 37 of which were laboratory confirmed, were reported from six midwestern states.

The respiratory illness later designated SARS was first reported in late 2002 from the southern Chinese province of Guangdong. In February 2003, the disease spread beyond China when several international travelers staying in a hotel in Hong Kong became infected as a result of contact with an ill physician visiting from Guangdong. These persons returned to their home countries, where some seeded multiple chains of transmission that, over the course of only four months, led to more than 8,000 cases of SARS and nearly 800 deaths in 29 countries or areas and generated widespread panic, paralyzed travel, and threatened the global economy. Genetic analysis of the previously unknown SARS-associated coronavirus (SARS-CoV) determined that it was unlike other known members of the coronavirus family. Retrospective analyses of banked respiratory and serologic specimens detected no evidence of human infection before the explosive outbreak was recognized in China in late 2002. Surveys in south China found potential zoonotic reservoirs for the virus in live animals to people but also from person to person. After crossing the species barrier to humans, the virus was transmitted from clinically ill persons to household members, health-care workers, and other close contacts, raising fears of possible pandemic spread. Fortunately, despite the occurrence of several so-called "superspreading events" in which certain infected persons were linked to large numbers of subsequent cases, SARS proved to be less transmissible than most respiratory infections and was controlled relatively quickly by use of infection control and community containment measures. Concerns about a possible recurrence of SARS remain, but, to date, a few sporadic cases have been reported since the original outbreak; most of these cases were directly or indirectly linked to inadvertent laboratory exposures.

In the wake of the SARS outbreak, public health officials are increasingly concerned about the pandemic potential of avian influenza, another zoonotic agent with a wildlife reservoir. Avian influenza is an infectious disease of birds caused by type A strains of the influenza virus. Infection causes a wide spectrum of symptoms in birds, ranging from mild illness to rapidly fatal disease. To date, all human outbreaks of the highly pathogenic form have been caused by influenza A viruses of subtypes H5 and H7. Of these, H5N1 is of particular concern because of its ability to mutate rapidly and exchange genes with viruses from other species. Migratory waterfowl, the natural reservoir of avian influenza viruses, are the most resistant to infection, whereas domestic poultry are particularly susceptible to fatal disease. Direct or indirect contact of domestic flocks with wild migratory waterfowl has been implicated as a cause of outbreaks.

In recent years, sporadic human infections with avian influenza viruses have raised concerns that currently circulating avian influenza viruses will adapt to humans through genetic mutation or reassortment with human influenza strains and evolve into a pandemic strain. Avian influenza viruses were first shown to cross the species barrier and cause respiratory disease and death in humans in 1997, when highly pathogenic influenza A (H5N1) spread directly from infected chickens to humans in Hong Kong and killed 6 of 18 infected persons. Culling of nearly 2 million chickens in Hong Kong’s markets and farms successfully contained the outbreak. Since that time, outbreaks of different subtypes of avian influenza have caused disease in poultry, with secondary but mild infections reported in pigs and humans. In January 2004, another H5N1 strain spawned disease outbreaks in poultry in several Asian countries, ultimately leading to the culling of more than 100 million birds in an effort to control the spread of the virus. Unprecedented in geographic scale and impact, the outbreaks have caused more than 50 human cases and more than 40 deaths among persons in Cambodia, Thailand, and Vietnam through early 2005.

To date, human infections with avian influenza viruses detected since 1997 have not resulted in sustained human-to-human transmission. However, virulent avian influenza A (H5N1) viruses have become endemic in eastern Asia, posing an immediate risk of transmission to humans and increasing opportunities for human infection with avian-like and human influenza viruses. In addition, recent studies have yielded evidence of continued evolution of the virus, with increased pathogenicity and an expansion of its host range. Given the close living conditions of humans and poultry in parts of Asia, such factors increase the possibility that an avian-human reassortant virus may emerge and give rise to a pandemic.

Emerging Vector-Borne Infectious Diseases

Viruses with a zoonotic origin that are spread by arthropod vectors have posed particular challenges, both in tropical areas where many previously controlled diseases have resurfaced and throughout the world as endemic diseases have appeared in new areas. One example is Rift Valley fever, an enzootic infection of domestic cattle, sheep, goats, and camels caused by a mosquito-borne phlebovirus. Originally confined to parts of the African continent where it has caused major epizootic cross-infections with other domesticated animals, its spread for the first time in 2000 into southwest Saudi Arabia and Yemen, probably by infected imported livestock or windborne infected mosquitoes. By mid-2001, the infection had killed several thousand animals and more than 230 people.

West Nile virus (WNV) provides another example of a vector-borne disease that has spread swiftly into new areas. WNV is a mosquito-borne flavivirus that is maintained in a cycle primarily involving bird-feeding mosquitoes, with wild birds as the principal amplifying hosts. The virus has been found to be particularly lethal among American crows (Corvus brachyrhynchos). It is occasionally transmitted to humans, horses, and other mammals in which disease may occur. The virus was first isolated in the West Nile district of Uganda in 1937 but was not encountered in the Western hemisphere until 1999, when it was identified as the cause of an epidemic of aseptic meningitis and encephalitis in New York City. After its introduction into North America by an unknown vector, the virus spread rapidly across the continent, causing an estimated 940,000 infections and 190,000 illnesses through mid-October 2004. The virus is transmitted to humans, horses, and other mammals in which disease may occur. The virus was first isolated in the West Nile district of Uganda in 1937 but was not encountered in the Western hemisphere until 1999, when it was identified as the cause of an epidemic of aseptic meningitis and encephalitis in New York City. After its introduction into North America by an unknown vector, the virus spread rapidly across the continent, causing an estimated 940,000 infections and 190,000 illnesses through mid-October 2004. The virus is transmitted to humans, horses, and other mammals in which disease may occur. The virus was first isolated in the West Nile district of Uganda in 1937 but was not encountered in the Western hemisphere until 1999, when it was identified as the cause of an epidemic of aseptic meningitis and encephalitis in New York City. After its introduction into North America by an unknown vector, the virus spread rapidly across the continent, causing an estimated 940,000 infections and 190,000 illnesses through mid-October 2004. The virus is transmitted to humans, horses, and other mammals in which disease may occur. The virus was first isolated in the West Nile district of Uganda in 1937 but was not encountered in the Western hemisphere until 1999, when it was identified as the cause of an epidemic of aseptic meningitis and encephalitis in New York City. After its introduction into North America by an unknown vector, the virus spread rapidly across the continent, causing an estimated 940,000 infections and 190,000 illnesses through mid-October 2004. The virus is transmitted to humans, horses, and other mammals in which disease may occur. The virus was first isolated in the West Nile district of Uganda in 1937 but was not encountered in the Western hemisphere until 1999, when it was identified as the cause of an epidemic of aseptic meningitis and encephalitis in New York City. After its introduction into North America by an unknown vector, the virus spread rapidly across the continent, causing an estimated 940,000 infections and 190,000 illnesses through mid-October 2004.

The resurgence and spread of dengue and DHF have been dramatic in Asia and Latin America, where the uncontrolled...
growth of urban shantytowns with poor sanitation and unreliable water systems has led to the proliferation of the *Aedes aegypti* mosquito vector in open water pools.64

**EMERGING FOODBORNE AND WATERBORNE DISEASES**

Despite improvements in the treatment of diarrheal diseases, an estimated 2.5 million people worldwide still die annually from diarrhea caused mainly by contaminated food and water.65 Although the vast majority of diarrhea-associated mortality occurs in less developed countries, the problem is also significant in more developed settings. In the United States, foodborne infections cause an estimated 76 million illnesses and 5000 deaths each year, although many more infections likely go undiagnosed and unreported.66 The epidemiology of foodborne illness continues to evolve as changes in food production, distribution, and consumption create opportunities for new pathogens to emerge, well-recognized pathogens to increase in prevalence or become associated with new food vehicles, and widespread outbreaks to occur.67 Recently identified foodborne pathogens, many of which are zoonotic in origin, include bacteria (*Escherichia coli* O157:H7, *Listeria monocytogenes*, *Campylobacter jejuni*, *Yersinia enterocolitica*), parasites (*Cryptosporidium*, *Cyclospora*), and viruses (noroviruses). In addition, prions have been discovered to cause fatal neurodegenerative conditions (transmissible spongiform encephalopathies) in animals and humans.

First recognized as a human pathogen in 1982, *E. coli* O157:H7 has rapidly become a major cause of hemorrhagic colitis and

---

**Figure 8-1.** Spread of West Nile virus in mosquitoes, birds, horses, other animals, and humans in the United States, 1999–2004. The incidence of human neuroinvasive disease (meningitis, encephalitis, and acute flaccid paralysis) is indicated according to county. Data for 2004 are reported cases as of October 15. (Source: Krista Kniss, CDC, Reprinted from N Engl J Med. 2004;351(22):2257–9. Copyright © 2004 Massachusetts Medical Society. All rights reserved.)
hemolytic uremic syndrome. In the United States, E. coli O157:H7 is estimated to cause more than 73,000 cases of illness and approximately 60 deaths per year. A zoonotic agent, E. coli O157:H7 colonizes the intestinal tract of agricultural animals, most often cattle, and is transmitted to humans through fecally contaminated food, milk, or water and through direct animal contact. Foodborne transmission is believed to account for 85% of the 73,000 estimated cases of E. coli O157:H7 cases per year in the United States. Outbreaks have also been reported in Australia, Canada, Japan, various European countries, and southern Africa. Although most foodborne outbreaks were initially associated with consumption of undercooked ground beef, more recent outbreaks have been linked to other food vehicles, including unpasteurized fruit juice, lettuce, alfalfa sprouts, and game meat.

A significant proportion of reported foodborne outbreaks is traced to fresh produce. Globalization of the food supply and centralization of food production have increased the volume of fresh produce grown in the developing world for export to other countries. Added to increases in U.S. consumption of “heart-healthy” and “cancer-preventing” fruits and vegetables and a growing demand for organic, exotic, and out-of-season produce, these factors have increased opportunities for the introduction of foodborne pathogens into susceptible populations. As a result, U.S. foodborne outbreaks associated with fresh produce have increased in absolute numbers and as a proportion of all reported foodborne outbreaks, rising from 0.7% in the 1970s to 6% in the 1990s. In the United States from 1973 through 1997, 32 states reported 190 produce-related outbreaks, associated with 16,058 illnesses, 598 hospitalizations, and 8 deaths. The produce items most frequently implicated include salads, lettuce, juice, melon, sprouts, and berries. In addition to E. coli O157:H7, major pathogens associated with produce-related outbreaks are Salmonella spp, Shigella sonnei, Cyclospora cayetanensis, and hepatitis A.

Viruses are associated with an estimated two thirds of the foodborne illnesses caused by known pathogens. The Caliciviridae family, known as Norwalk-like or noroviruses, account for the overwhelming majority of these illnesses and have emerged as the leading cause of acute viral gastroenteritis worldwide. Noroviruses are transmitted most commonly by direct contamination of food (e.g., salads, sandwiches, bakery products) by infected food handlers, but also via foods contaminated at their sources, such as oysters and raspberries. Transmission is facilitated by the high prevalence of these viruses in the community, their stability in the environment, their low infectious dose, and the prolonged duration of viral shedding among asymptomatic persons. These factors presumably account for both the frequency of norovirus as an important cause of epidemic gastroenteritis in nursing homes, hospitals, schools, and cruise ships and the difficulty in controlling norovirus outbreaks.

Changes in agricultural practices are the basis for the recognition of a new class of foodborne pathogen, the prion. Although prion diseases in animals have been long recognized, the emergence in 1996 of a new variant form of Creutzfeld-Jakob disease (vCJD) brought these agents to international attention. The etiologic agent proved to be indistinguishable from that of bovine spongiform encephalopathy (BSE), a fatal neurodegenerative disease of cattle that caused a large-scale bovine epidemic in Great Britain beginning in 1986. Cattle in Britain had presumably been exposed to the BSE agent since about 1982, when changes in the rendering process allowed contamination of cattle feed with infected tissues from previously slaughtered cows. Consumption of BSE-infected feed allowed the agent to recirculate within the cattle population and subsequently enter the human food chain via contaminated meat products.

Since 1986, BSE has been confirmed in Japan, Israel, Canada, the United States, and 20 European countries; most BSE cases outside Britain have been traced to the cattle feed supply. BSE transmission to humans has led to more than 150 cases of invariably fatal vCJD, the vast majority occurring in Britain. Compared with the extent and speed of transmission of BSE in cattle, vCJD cases have increased very slowly. However, a likely long interval between exposure and development of symptoms raises concerns about the future appearance of additional cases as well as the risk of bloodborne transmission.

Infections are also emerging through the waterborne route, i.e., from ingestion of contaminated drinking water or through immersion in contaminated water. Increases in recreational water-associated outbreaks have also been reported, from both treated and fresh water sources. The commonly recognized waterborne pathogens include several groups of enteric bacteria, protozoa, and viruses. For example, contaminated drinking water has been implicated in outbreaks of campylobacteriosis, and E. coli O157:H7 has been transmitted via recreational water, well water, and contaminated municipal water.

In 1992, Vibrio choleræ O139, a novel strain, was first detected in South Asia and quickly spread to many regions of India and Bangladesh. Since then, its impact has fluctuated throughout South Asia. The most important parasitic protozoa associated with waterborne transmission are Guaria amblyla and chlorine-resistant Cryptosporidium parvum, the latter of which caused a municipal water outbreak of cryptosporidiosis that affected more than 400,000 people in Milwaukee, Wisconsin, in 1993, and motivated authorities to reassess the adequacy of water-quality protections. Although waterborne outbreaks of norovirus gastroenteritis are far less common than foodborne outbreaks, norovirus outbreaks have been associated with contaminated municipal water, well water, stream water, commercial ice, lake water, and swimming pool water.

HUMAN IMMUNODEFICIENCY VIRUS, TUBERCULOSIS, AND MALARIA

Despite the steady emergence of new pathogens with significant public health, economic, and geopolitical impact, three well-known but poorly contained diseases—HIV/AIDS, tuberculosis, and malaria—persist in contributing to more than half the global burden of infectious disease mortality. These diseases seriously affect health and economic growth and development in many of the world’s poorest nations. They also continue to affect developed countries, often related to factors such as immigration, international travel, and poverty.

The appearance and rapid global dissemination of HIV is the most vivid example of the ability of an infectious agent to suddenly emerge and proliferate with long-lasting impact. Studies of the origin of AIDS suggest that humans first became infected with HIV in the early to the mid-twentieth century from contact with nonhuman primates in Africa. After crossing over to humans, HIV spread rapidly around the world due to a convergence of social, behavioral, and economic changes that interacted to facilitate viral adaptation and transmission. Despite advances in prevention and treatment and declining incidence in some population groups, the HIV/AIDS epidemic continues to expand and evolve. Current global estimates include approximately 28 million deaths from HIV/AIDS, nearly 40 million persons living with the disease, and more than 14 million children orphaned. In 2004 alone, it is estimated that approximately 3 million people died from AIDS and that almost 5 million people, including 700,000 children, became newly infected. HIV/AIDS is the fourth leading cause of death worldwide. Increasing mortality over the past five years is attributed to both the nature of the epidemic and the low coverage of antiretroviral therapy in developing countries.

Nearly two thirds (65%) of all persons living with HIV/AIDS and 75% of all women living with HIV/AIDS reside in Sub-Saharan Africa, the worst affected region. However, new epidemics are igniting in other parts of the world—primarily Eastern Europe and central Asia, where the number of persons living with HIV/AIDS increased by more than nine-fold in less than a decade. HIV has spread to all of China’s provinces, several of which are experiencing rapidly expanding epidemics, and serious outbreaks are underway in some areas of India. Injecting drug use is a major driver of HIV transmission in these regions, where large populations and adverse socioeconomic conditions provide the potential for explosive spread. Although the epidemic appears to have stabilized or decreased in much of the developed world, increasing rates have been observed in some populations, including men who have sex with men and racial and ethnic minorities in the United States.
Unlike HIV, Mycobacterium tuberculosis has a history spanning thousands of years. Nonetheless, its impact continues into the present, with one third of the world’s population currently infected. Although not all of these persons will become ill, those who develop active tuberculosis will infect an estimated 10 to 15 other people each year. In 2002, approximately 2 million people, most (98%) from developing countries, died as a result of tuberculosis, and 8–9 million became ill, many with strains of M. tuberculosis resistant to antituberculosis drugs.

In most countries, tuberculosis incidence has been increasing by approximately 0.4–3% per year. However, much higher rates of increase have been reported in areas such as Eastern Europe and sub-Saharan Africa, and the largest number of cases occurs in southeast Asia. After more than a decade of falling rates attributed to implementation of directly observed therapy, the rate of decline in the United States is also slowing (Fig. 8-2). From 2000 to 2001, reported cases dropped by only 2%, with 50% of the 15,990 annual cases occurring in foreign-born persons. HIV infection is an important risk factor for the progression of tuberculosis infection to active disease. Tuberculosis is now one of the most common infections complicating HIV/AIDS in sub-Saharan Africa and a major contributor to death. War, poverty, overcrowding, mass migration, and declining medical and public health infrastructure due to lack of political will are also important factors in the development, transmission, and spread of tuberculosis. In addition to HIV and tuberculosis, malaria remains a major threat to global health and development, causing as many as 500 million cases and 3 million deaths each year, most of which occur among young children in sub-Saharan Africa.

Four species of Plasmodium are capable of producing malaria in humans: P. falciparum, P. vivax, P. malariae, and P. ovale. All are transmitted to humans by Anopheles species mosquitoes. P. falciparum and P. vivax cause the majority of malaria cases in humans, but falciparum malaria is considered the greater public health concern due to its more severe clinical manifestations and higher mortality.

Although treatable and preventable, malaria is endemic in more than 90 countries, placing approximately 50% of the world’s population at risk. The disease is transmitted primarily in tropical and subtropical regions in sub-Saharan Africa, Central and South America, Hispaniola, the Middle East, India, Southeast Asia, and Oceania. Within these areas, the risk of transmission is highly variable, affected largely by climate. Although most malaria transmission occurs in rural areas, explosive population growth has contributed to increased transmission in many urban areas, and weakening public health infrastructures have triggered large-scale epidemics in countries of the former Soviet Union and elsewhere during the last decade.

Added to the health impact and challenges of emerging infections is the growing resistance of infectious agents to antimicrobial drugs. Not only are antimicrobial-resistant organisms increasing in number, but they are also expanding their geographic range, increasing the breadth of their resistance, and spreading from health-care settings into the community. Drug-resistant organisms include all major groups of disease-causing agents: strains of HIV and other viruses; bacteria such as staphylococci, enterococci, and gram-negative bacilli, which cause serious infections in hospitalized patients; bacteria that cause respiratory diseases such as pneumonia and tuberculosis; foodborne pathogens such as Salmonella and Campylobacter; sexually transmitted organisms such as Neisseria gonorrhoeae; Candida and other fungi; and parasites such as P. falciparum. Staphylococcus aureus is one of the most common causes of hospital- and community-acquired infections. Methicillin-resistant S. aureus (MRSA) was first recognized as a nosocomial pathogen in 1961, shortly after the introduction of methicillin. By 2000, approximately half of all nosocomial S. aureus isolates in the United States were methicillin-resistant. Risk factors for health-care–associated MRSA infection include recent hospitalization, residence in a long-term care facility, dialysis, and indwelling percutaneous medical devices and catheters. In recent years, MRSA infections have started to spread from the health-care setting and into the community, where outbreaks are occurring among persons with no prior hospital exposure. Transmission has occurred by close physical contact in situations involving children in day care centers, children and adults on Indian reservations, athletes, military personnel, inmates in correctional facilities, and men who have sex with men.

Available data suggest that community-associated strains are more likely than health-care–derived isolates to carry virulence factors associated with pneumonia in children and skin and soft tissue infections in adults. A steadily increasing proportion of MRSA also shows low-level resistance to vancomycin, currently considered the treatment of last resort. In 1996, the first appearance of intermediate resistance to vancomycin in S. aureus with minimum inhibitory concentrations (MICs) of 8 ug/mL was reported from Japan, and additional cases were subsequently found in other countries. By the end of 2004, 12 infections with vancomycin-intermediate S. aureus (VISA) had been confirmed in the United States. The first two confirmed clinical infections caused by S. aureus isolates with complete resistance to vancomycin (VRSA) occurred in the United States in 2002, both in outpatient settings. These strains reportedly acquired the resistance trait from vancomycin-resistant enterococci (VRE), which were first documented in 1980 and are now endemic in many hospitals.

A third documented clinical isolate of VRSA from a U.S. patient was reported in 2004.

![Figure 8-2. U.S. tuberculosis cases, 1983–2003](source: CDC, September 2004.)
Driven in large part by the use of antibiotics in livestock and poultry, antimicrobial resistance among foodborne bacterial pathogens is making the health impact of foodborne infections even more serious. For example, fluoroquinolone-resistant *Campylobacter* infections emerged in the United States in the early 1990s, coincident with the licensing of fluoroquinolones for treatment of respiratory disease in poultry. Similarly, the emergence of *Salmonella* strains resistant to ceftriaxone is thought to be associated with the widespread use of third-generation cephalosporins in cattle. 

Multidrug-resistant definitive phage type (DT) 104 strains of *S. Typhimurium* increased in prevalence from 0.6% in 1979–1980 to 34% in 1996, after spreading first among food animals. 

Multidrug resistance has also expanded rapidly to other pathogens, fueled by antimicrobial use and misuse as well as economic decline and failing health infrastructures in many parts of the world. Since the early 1990s, resistance of *Streptococcus pneumoniae* to penicillin and other antimicrobial agents has spread, and an increasing trend of invasive pneumococcal resistant to three or more drug classes threatens the treatment of pneumonia and ear infections, especially in children. 

The frequency of fluoroquinolone-resistant *E. coli* has reached 70% in parts of Southeast Asia and China and nearly 10% in some industrialized countries, including the United States, and some strains of *E. coli* are resistant to as many as six drug classes. Strains of *N. gonorrhoeae* have been widely resistant to both penicillin and tetracycline since the 1980s. The more recent appearance of fluoroquinolone-resistant strains is severely limiting therapeutic options for gonorrhea, the second most frequently reported communicable disease in the United States. 

In many countries, the failure to treat all patients properly is leading to the emergence of *M. tuberculosis* strains that are resistant to increasing numbers of antituberculosis drugs and undermining disease elimination efforts. Of the estimated 300,000 new cases of drug-resistant tuberculosis occurring globally each year, 79% are resistant to three of the four first-line drugs. *M. tuberculosis* strains resistant to at least isoniazid and rifampin (MDR TB) are currently ten times more frequent in eastern Europe and central Asia than elsewhere in the world, although incomplete reporting precludes a true measure of the burden in all areas. A WHO survey of 77 locations showed that in 1999–2002, the prevalence of resistance to at least one antituberculosis drug ranged from 0% in some western European countries to 57% in Kazakhstan. In the United States, the incidence of drug resistance in new cases of tuberculosis is highest in foreign-born persons (1.2%). The increased costs of treatment associated with the more expensive second-line drugs pose a major barrier to completion of treatment and increase the risk of progressive disease and death. 

Globally, drug resistance has also become one of the greatest challenges to malaria control. Drug resistance has been associated with the spread of malaria to new areas, the reemergence of malaria in previously affected locales, and the occurrence and spread of epidemics. Resistance to chloroquine, the main affordable and available antimalarial treatment, is now widespread in 80% of the 92 countries where malaria continues to be a major killer, and resistance to newer antimalarial drugs is widespread and growing. The diminished efficacy of chloroquine represents a tremendous setback for malaria control, leading to a resurgence of malaria-related morbidity and mortality in Africa. 

### BIOTERRORISM THREATS

Any consideration of new infections arising unexpectedly from nature must include the possibility of the deliberate release of infectious agents by dissident individuals or terrorist groups. Biological agents are attractive instruments of terror because they are relatively easy to produce, capable of causing mass casualties, difficult to detect, and likely to generate widespread panic and civil disruption. The dissemination of *Bacillus anthracis* through the U.S. postal system in 2001 demonstrated the vulnerability of the United States and the world to the unleashing of any of a host of dangerous microbes and accelerated research and preparedness activities. The six pathogens identified by experts as having highest potential for bioterrorism—designated Category A agents—are: *B. anthracis* (anthrax), *Clostridium botulinum* toxin (botulism), *Yersinia pestis* (plague), variola virus (smallpox), *Francisella tularensis* (tularemia), and viral hemorrhagic fever viruses. A more lengthy list of Category B agents and diseases that are thought to pose the next highest level of risk includes brucellosis, viral encephalitis, and food and water safety threats. Category C includes emerging infectious diseases such as Nipah and hantaviruses. Further information on these categories and the designated threat agents is available at http://www.bt.cdc.gov/agent/agentlist.asp.

All six of the Category A agents can be effectively introduced through aerosol dissemination, considered the likeliest route for intentional dissemination of a biologic agent. However, other dispersion methods are also possible. Increasing centralization of food processing and distribution has heightened the risk of a serious strike against the food supply. Deliberate mass contamination of a widely consumed food item could sicken millions of citizens and cripple national agriculture and food industries. For example, fluoroquinolone-resistant strains of *M. tuberculosis* have reached 70% in parts of Southeast Asia and China and nearly 10% in some industrialized countries, including the United States, and some strains of *E. coli* are resistant to as many as six drug classes. Strains of *N. gonorrhoeae* have been widely resistant to both penicillin and tetracycline since the 1980s. The more recent appearance of fluoroquinolone-resistant strains is severely limiting therapeutic options for gonorrhea, the second most frequently reported communicable disease in the United States. 

### STRATEGIES FOR ADDRESSING EMERGING INFECTIOUS DISEASES

Since earliest history, human populations have struggled against an evolving array of infectious diseases. However, the unprecedented succession of recent infectious disease emergencies—and the threat of more to come—bring new challenges that require novel solutions. Unlike previous eras of infectious disease, the scale is global and changes are occurring on many fronts, requiring the readiness of a coordinated international response.

The mainstay of infectious disease control continues to be public health surveillance and response systems that can rapidly detect unusual, unexpected, or unexplained disease patterns; track and exchange information on these occurrences in real time; manage a response effort that can quickly become global in scope; and contain transmission swiftly and decisively. The surveillance methods, investigational skills, diagnostic techniques, and physical resources needed to detect an unusual biologic event are similar, whether a seasonal influenza epidemic, a contaminated food in interstate commerce, or the intentional release of a deadly microorganism.

Internationally, the World Health Organization (WHO) coordinates these efforts through the Global Outbreak Alert and Response Network (GOARN), which was launched in 2000 as a mechanism for combating international disease outbreaks, ensuring the rapid deployment of technical assistance to affected areas, and contributing to long-term epidemic preparedness and capacity building. The importance of such a network was demonstrated during the SARS epidemic, when WHO effectively coordinated disease surveillance, investigation, pathogen identification, laboratory diagnostics, and information dissemination.

In the United States, CDC works with state and local health departments and other agencies to detect and monitor microbial threats. Surveillance for notifiable diseases is conducted by state and local health departments, which receive reports from clinicians and laboratorians at the clinical front lines. To supplement routine public health surveillance functions, CDC funds and coordinates 11 Emerging Infections Program (EIP) sites (Fig. 8-3) in collaboration with state and local health departments, public health laboratories, and clinical and academic organizations. These sites form a national network that tracks and responds to communicable disease threats on a local, state, and national level.
network for population-based studies on emerging infectious diseases of public health importance. Two International Emerging Infections Program (IEIP) sites have been established in Thailand and Kenya through collaborations with the ministries of health and other partners in those countries; plans for other IEIP sites are underway. CDC also works in partnership with sentinel specialists in infectious diseases, emergency medicine, and travel medicine to track conditions that are likely to be seen by clinicians but that may be missed by traditional surveillance approaches. Much-needed collaborations with veterinary partners are improving the detection and monitoring of zoonotic agents.

Increased security concerns since 2001 have placed a new focus on the importance of identifying unusual health events and responding rapidly to prevent large-scale devastation. A special strategic challenge is how to integrate bioterrorism preparedness into overall infectious disease preparedness in ways that are synergistic and cost-effective. One example of such “dual-use” capability is the Laboratory Response Network (LRN), a multi-level network of more than 120 laboratories that links U.S. public health agencies to advanced-capacity diagnostic facilities and provides laboratory support during responses to naturally occurring as well as intentionally caused outbreaks. Operational since 1999, the LRN builds on the nationwide system of public health and affiliated laboratories that conduct routine disease surveillance and are needed to combat the threat of emerging diseases. Between 2001 and 2003, LRN member laboratories helped detect and monitor cases of SARS, West Nile virus infection, and monkeypox, as well as intentionally caused outbreaks. Operational since 1999, the LRN builds on the nationwide system of public health and affiliated laboratories that conduct routine disease surveillance and are needed to combat the threat of emerging diseases. Between 2001 and 2003, LRN member laboratories helped detect and monitor cases of SARS, West Nile virus infection, and monkeypox, as well as intentionally caused outbreaks.

Control of foodborne illnesses provides added challenges due to the size and complexity of the food industry, the rapid changes that have occurred in its organization, products, and workforce, and the difficulty in tracking and monitoring these diseases. Prevention-based regulatory approaches that address the entire food supply chain are needed to ensure the safety of every food product “from farm to table.”

Global food supplies and large distribution networks also demand strengthened capacity for disease surveillance and response to outbreaks that can quickly cross local, national, and international borders. To address these needs, laboratory-based surveillance and molecular epidemiology tools have been developed to improve the understanding of the scope and source of foodborne outbreaks and direct investigative and research efforts. These include FoodNet, an active surveillance system designed to determine the frequency and severity of foodborne diseases in the United States, monitor trends, and determine the proportion of disease attributable to specific foods, and PulseNET, a national molecular subtyping network for foodborne bacteria that facilitates rapid identification of and faster responses to outbreaks of foodborne disease.

New technologies are stimulating the development of other innovative public health tools that are invigorating disease surveillance and response systems. Internet-based information technologies are being used to improve national and international disease reporting, as well as facilitate emergency communications and the dissemination of public health information. Data from the Human Genome Project provide the foundation for public health genomics, a field that holds great promise for understanding the role of human genetic factors in susceptibility to disease, disease progression, and host responses to vaccines and other interventions. As the genomic sequences of microbial pathogens become available, discoveries in microbial genetics are suggesting new methods for disease detection, control, and prevention. Scientific advances are also facilitating the development of improved diagnostic techniques and new vaccines to prevent infection by emerging microbial agents such as HIV, West Nile virus, dengue virus, and H5N1 avian influenza virus. Sophisticated geographic imaging systems are being used to monitor environmental changes that might influence disease emergence and transmission. Other novel technologies, although less sophisticated, nonetheless provide hope for the control of some persistent diseases. For example, the CDC Safe Water System uses point-of-use disinfection and safe water storage to prevent waterborne diseases in developing countries. In rural Africa, insecticide-impregnated bednets have proven highly effective in reducing morbidity and mortality from malaria.

Important as each of these strategies is, however, none can succeed in the long-term without the political will and actions to address the root causes of infectious diseases. As demonstrated by many of the examples cited above, infectious diseases do not exist in a social vacuum. Ultimately, disease transmission may be affected less by the features of the etiologic agent than by factors...
such as poverty, overcrowding, poor nutrition, social inequities, inaccessibility of health care, workforce shortages, economic instability, and social and ecologic disturbances. In the midst of rapid global change, persistent health disparities, and increasingly vulnerable populations, governments need to supplement scientific and technologic breakthroughs with long-term actions that recognize the complex social context of disease emergence and that focus on underlying health, development, and sociopolitical determinants.

**CONCLUSION**

Microbes share our biosphere and possess the intrinsic genetic capacity to adapt, shift, and gain new hosts. Despite advances in science, technology, and medicine that have improved disease prevention and management, endemic and emerging infectious diseases continue to pose a threat to domestic and global health. The ever-increasing speed and volume of international travel, migration, and trade create new opportunities for microbial spread, increases in the world’s most vulnerable populations, and the prospect of a deliberate release of pathogenic microbes underscore the importance of preparedness to address the unexpected.

The best defense against these pathogens is a multifactorial solution characterized by international collaboration and communication; coordinated, well-prepared, and well-equipped public health systems; improved infrastructure and methods for detection and surveillance; effective preventive and therapeutic technologies; and strengthened response capacity. Partnerships among clinicians, laboratorians, and local public health agencies, as well as linkages between human health and veterinary organizations and professionals, are also essential components in preparedness and response efforts. Above all, political commitment and adequate resources are needed to address the underlying social and economic factors that increase the vulnerability of human populations to infectious microbes.

---

**Health Advice for International Travel**

Christie M. Reed • Stefanie Steele • Jay S. Keystone

According to the World Tourism Organization (WTO), in 1999 an estimated 80 million travelers from industrialized countries (US/Canada, Europe, Japan, and Australia/New Zealand) visited developing areas of the world, where the risk for infectious diseases, many of them vaccine-preventable, has increased. Each year millions of U.S. citizens travel internationally in search of exotic vacation destinations or to conduct business, government, or humanitarian activities in remote areas of the world. Studies show that 35–64% of short-term travelers report some health impairment, usually caused by an infectious agent. Although infectious diseases are the major contributors to illness associated with travel, they account for only 1–4% of deaths among travelers. Cardiovascular disease and injuries are the most frequent causes of death, accounting for approximately 50% and 22% of deaths, respectively. While mortality due to cardiovascular disease in adults is similar to that in non-travelers, deaths from injury, mostly from motor vehicle accidents, drowning, and aircraft accidents, are several times higher among travelers.

Most travel-related illnesses are preventable by immunizations, prophylactic medications, or pretravel health education. Included in health education should be mention of the role of hand hygiene in reducing the transmission of pathogenic organisms. If hand washing with soap and water is not feasible and hands are not visibly soiled, alcohol-based hand gels may be considered for use by travelers to reduce travel-related infections. In a recent study, hand gels containing 60% alcohol were shown to reduce respiratory illness transmission in the home.

Health recommendations for international travel are based primarily on individual risk assessment and any requirements mandated by public health authorities of the countries the traveler plans to visit. The risk for acquiring illness depends on the area of the world visited, the length of stay, activities and location of travel within these areas, and the underlying health of the traveler. A health advisor should know the travel itinerary and the sequence in which countries will be visited and transited; the length of stay in each country; whether travel will be rural or urban; the style of travel (first-class hotels vs. local homes); the reason for travel; whether the traveler has any requirements mandated by international health regulations (e.g., yellow fever and meningococcal disease); the reason for travel; whether the traveler has any underlying health problems, allergies, or previous immunizations; and, in the case of a female traveler, whether she is planning pregnancy or is pregnant or breast-feeding.

Travelers may also be at risk for infectious diseases when they travel by cruise ship. The unique environment of a cruise ship, in which large groups of people from different regions of the world congregate, has been a factor in several influenza and norovirus outbreaks. Cruise ship passengers may also be exposed to infectious diseases when they disembark at ports of call, although such risks are difficult to quantify.

**IMMUNIZATIONS**

Immunizations for international travel can be categorized as:

1. **Routine:** childhood and adult vaccinations (e.g., diphtheria/tetanus, polio/MMR)
2. **Required:** those needed to cross international borders as required by international health regulations (e.g., yellow fever and meningococcal disease)
3. **Recommended:** according to risk of infection (e.g., typhoid, hepatitis A, rabies)

---

**Routine Immunizations**

Travel is an excellent opportunity for the practitioner to update an individual’s “childhood” or adult immunizations, such as diphtheria/tetanus, measles, mumps, polio, rubella, *Haemophilus influenzae* type b (infants and children), hepatitis B, varicella, and influenza. These immunizations are discussed in the guide for adult immunization and

**Note:** The findings and conclusions in this chapter are those of the authors and do not necessarily represent the views of the Centers for Disease Control and Prevention.
the recommendations of the Advisory Committee for Immunization Practices (ACIP).\textsuperscript{11,12}

## Required Immunizations

Each year the World Health Organization (WHO) updates a list of required immunizations by country. “Health Information for International Travel,” published biennially by the Centers for Disease Control and Prevention (CDC), combines data from this list with information obtained directly from ministries of health.\textsuperscript{13} In accordance with the International Health Regulations, required vaccinations must be recorded in the document “International Certificate of Vaccination” and validated by a stamp issued by state health departments. Yellow fever is the only vaccination designated by WHO as required for entry into specific countries. WHO also recognizes the Saudi Arabian requirement for meningococcal vaccine for pilgrims visiting Mecca for Hajj or Umrah. These travelers must show documentation of vaccination against meningococcal meningitis A,C,Y,W-135 when applying for a visa for Hajj or Umrah. Documentation must also be shown to the Saudi Arabian passport authority upon entry to the country. Countries requiring immunization against either of the above infections could refuse the right of entry to travelers who do not have a recorded valid immunization or a written statement by a physician (on the physician’s letterhead) indicating why immunization was not given. WHO eliminated the requirement for cholera vaccine for travelers in 1988; however, there are occasional reports that health officials at international borders may still seek evidence of immunization. No vaccinations are required for entry into the United States.

### Yellow Fever

Yellow fever, which occurs only in tropical Africa, certain countries in South America, Panama, and Trinidad and Tobago, can be prevented by a single subcutaneous injection of a live attenuated virus vaccine. A certificate of yellow fever vaccination is valid for 10 years after a 10-day waiting period, although protection probably lasts longer.\textsuperscript{14} The vaccine is not recommended for infants less than nine months of age. Like all other live virus vaccines, yellow fever vaccine should not be administered to immunocompromised patients and should be avoided during pregnancy. However, pregnant women and HIV-positive individuals with CD4 counts greater than 200 should discuss immunization with their health-care provider if they are at high risk of infection.

Because the vaccine is grown in chick embryos, it should not be given to persons who have egg allergies. Rare, serious adverse events, including fatalities, have been documented, primarily in persons over 60 years of age who receive yellow fever vaccine for the first time.\textsuperscript{15} A history of allergic dysfunction may also be an independent risk factor for yellow fever vaccine-associated viscerotropic disease, a disease that clinically and pathologically resembles naturally acquired yellow fever.\textsuperscript{16} Before administering yellow fever vaccine, health-care providers should ascertain the traveler will be going to an area of risk and ask about any history of thymus disorder or dysfunction (i.e., myasthenia gravis, thymoma, thymectomy, or DiGeorge syndrome), regardless of the age of the traveler. Patients who cannot be immunized safely should receive a physician’s letter on the physician’s letterhead, stating that the immunization is contraindicated and that the traveler has been counseled about measures to prevent mosquito bites, such as the use of insect repellent and insecticide treated bednets.

### Meningococcal Meningitis

Vaccination against meningococcal meningitis is required for entry to Saudi Arabia for those attending the annual Hajj (see Meningococcal disease below under recommended immunizations).

### Recommended Immunizations

#### Tetanus

Seroresurveys in the United States indicate that prevalence of immunity to tetanus declined with increasing age. Only 45% of men and 21% of women aged >70 years had protective levels of tetanus antibodies. These same studies show that prevalence of immunity to diphtheria progressively decreased with age from 91% at age 6–11 years to approximately 30% by age 60–69 years.

Tetanus immunization must be kept up-to-date; it is protective for at least 10 years. Because diphtheria is endemic in many countries and became a widespread problem several years ago in eastern Europe, tetanus immunization should be given in combination with diphtheria vaccine, either as tetanus and diphtheria (Td) for adults or as diphtheria-tetanus-acellular pertussis (DTaP) vaccine for children less than seven years of age. Adults aged 19–64 years should receive a single dose of diphtheria-tetanus-acellular pertussis (Tdap) to replace a single dose of Td for active booster vaccination against pertussis to reduce the morbidity associated with pertussis in adults. Some physicians vaccinate adult travelers at 5- to 10-year intervals to avoid the need for a booster or tetanus immune globulin if a person has a tetanus-prone wound within five years. This approach reduces the traveler’s likelihood of receiving an injection in a developing country where the sterility of needles may be in question.\textsuperscript{17}

#### Poliomyelitis

All travelers to countries where polio is or has recently been endemic should be immunized adequately. Although poliomyelitis has been eliminated from the Western hemisphere, it remains endemic in India, Pakistan, Nigeria, Egypt, and Afghanistan. Beginning in 2003, cases of poliomyelitis have been reported from several countries in sub-Saharan Africa and more recently, Indonesia and Yemen, where polio had recently been eliminated through global efforts. These cases have been linked to outbreaks in northern Nigeria, where eradication efforts were interrupted. Individuals who have written documentation of having completed the primary series of at least three doses require only one lifetime booster dose of enhanced-potency inactivated polio vaccine or oral live attenuated vaccine. The live vaccine is no longer available in the United States.

#### Measles

Indigenous transmission of measles has been interrupted in the Western Hemisphere. Recent cases in the United States have been imported or epidemiologically linked to international travel. Half of these cases were in returning residents and the other half in foreign visitors, including adoptees. Measles remains a common infection outside the Western Hemisphere, particularly in developing countries. All international travelers, including those who are infected with HIV (except those who are severely immunosuppressed) should have documented measles immunity. The vaccine is recommended for all persons traveling abroad born after 1956 who do not have documentation of physician-diagnosed laboratory evidence of measles immunity, or documented evidence of two prior doses of live measles virus vaccine. Children may be immunized as early as six months of age. In such cases, they should receive measles-mumps-rubella (MMR) vaccine at 12–15 months and again at entry to kindergarten or first grade. A dose of MMR vaccine can be considered for persons born in 1956 or earlier whose history of measles disease is uncertain. Pregnant women and immunocompromised patients other than HIV-infected individuals (e.g., those on chemotherapy for cancer) should not be given MMR vaccine.

#### Hepatitis A

Hepatitis A is one of the most frequently reported vaccine-preventable infections of travelers. Although most infants and young children are asymptomatic when infected, they do pose a health risk to others because of the ease of fecal-oral spread of this virus. Mortality from hepatitis A increases with age and reaches 1.2% in patients over the age of 60.\textsuperscript{18} The risk of hepatitis A infection among travelers from industrialized countries to developing countries has been estimated to be 3–6 per 1000 persons per month for the average non-immune traveler or business traveler, increasing to 20 per 1000 per month for the traveler who ventured off the usual tourist routes prior to widespread use of vaccines.\textsuperscript{19} More recent estimates indicate 14–24% of Canadian travelers are immunized prior to departure and that the risk of acquiring Hepatitis A during one month of travel in the developing world...
among unimmunized Canadian travelers may be lower: 1 case per 3000.20 Hepatitis A vaccination is recommended for all travelers to the developing world, as even in major tourist destinations the purity of water and the cleanliness of food and food preparation cannot be guaranteed. Two well-tolerated parenteral hepatitis A vaccines are highly efficacious, with seroconversion rates of almost 100% by the second dose.21 These inactivated hepatitis A vaccines require two doses 6–12 months apart. Within two weeks of the first dose, 70–85% of vaccinees will have protective antibodies. Studies of antibody decline suggest that these vaccines will provide protection for 25 years or more in adults and 14–20 years in children.22 ACIP recommends that persons traveling to a high-risk area less than four weeks after the initial dose should also be administered immune globulin (0.02 mL/Kg) at a different anatomic injection site, because protection might not be complete until four weeks after vaccination.23 However, in view of the rapidity of vaccine-induced seroconversion and the several-week incubation period for hepatitis A, travel advisors in most countries do not recommend simultaneous administration of immune serum globulin even for imminent travel. A combined hepatitis A and hepatitis B vaccine is also available (see below).

**Hepatitis B**

Persons working in areas of high or intermediate hepatitis B virus (HBV) endemicity for six months or longer have infection rates of 2–5% per year.21 Short-term travelers are also at risk for infection if they engage in unprotected sexual contact or injection drug use with residents of these areas; receive medical care that involves parenteral exposures, such as might occur after a traffic accident; or are exposed to blood, such as might occur while engaging in medical procedures or disaster relief activities.24 Currently available recombinant vaccines are highly effective and may provide lifetime protection. ACIP recommends hepatitis B immunization for unvaccinated adults and children who plan to travel to areas that have intermediate to high rates of HBV infection. Regardless of destination, all persons who might engage in practices that might put them at risk for HBV infection during travel should receive hepatitis B vaccination if previously unvaccinated.25 Many travel health experts advise that all travelers receive this vaccine, as it is virtually impossible to predict who may be involved in an accident leading to injury that would require needle insertion or who may engage in risk-taking behaviors. Low-risk areas for hepatitis B include Western Europe and parts of Central and South America. Primary immunization with monovalent hepatitis B vaccine consists of three doses, given on a 0-, 1-, and 6-month schedule. At present, no booster dose is recommended after the primary series. A combination hepatitis A and hepatitis B vaccine, approved for persons aged 18 years and older, has been found to be of equivalent immunogenicity to the monovalent hepatitis vaccines.26 Primary immunization consists of three doses, given on a 0-, 1-, and 6-month schedule, the same schedule as that used for single-antigen hepatitis B vaccine. Clinicians may choose to use an accelerated schedule (for either the monovalent B or combined hepatitis A and B vaccine) (i.e., doses at days 0, 7, and 21). The FDA has approved the accelerated schedule for the combined hepatitis A and B vaccine, but not for the monovalent hepatitis B vaccine. Persons who receive a vaccination on an accelerated schedule should also receive a booster dose at one year after the start of the series to promote long-term immunity.

**Typhoid Fever**

More than half of the approximately 400 cases of typhoid fever reported each year in the United States are acquired during foreign travel.27 The typhoid fever infection rate among travelers (residents and nonresidents) arriving in the United States from typhoid-endemic regions (i.e., all countries except Canada, Japan, and countries in Europe and Oceania) was found to be 0.93 cases per 100,000. For countries for which data were available, individual rates for U.S. residents traveling ranged from 0.30 per 100,000 (Mexico) to 16.7 per 100,000 (India).28 In a recent CDC study, unvaccinated travelers to areas where typhoid fever is prevalent were found to be at risk for the disease even when their visits were less than two weeks. Risk was particularly high for travelers returning to their homeland to visit and stay with relatives and friends (VFR) in six countries: India, Pakistan, Mexico, Bangladesh, the Philippines, and Haiti.29 Typhoid vaccination is highly recommended for those traveling off usual tourist routes, VFR travelers, and those who plan to stay abroad short- or long-term, even in highly developed urban centers. The typhoid vaccines available are the live, attenuated multidose oral vaccine developed from the Ty21a strain of *Salmonella* Typhi and the Vi capsular polysaccharide vaccine (ViCPS) administered intra-muscularly in a single dose. Both vaccines have demonstrated efficacy in preventing infections; however, they differ in duration of induced immunity.30 The oral vaccine is administered as one capsule on alternate days for four doses. The regimen should be completed at least one week before travel. A booster is required after 5–7 years. The oral vaccine should not be given concurrently with antibodies. Because oral vaccine is self-administered, there may be associated compliancy problems. The parenteral, polysaccharide vaccine is administered at least two weeks before departure in a single dose, with a booster at two-year intervals.

**Meningococcal Meningitis**

Meningococcal meningitis poses a sporadic or epidemic risk—most notably to pilgrims to Saudi Arabia during the Hajj, and travelers to sub-Saharan Africa. Although the risk for meningococcal disease has not been quantified, it appears to be greatest among travelers who have direct close contact with indigenous populations in overcrowded conditions in high-risk areas. Because of the lack of established surveillance and timely reporting from many of these countries, travelers to the meningitis belt during the dry season should be advised to receive meningococcal vaccine, especially if prolonged contact with the local population is likely. Vaccination against meningococcal disease is not a requirement for entry into any country, except Saudi Arabia, for travelers to Mecca during the annual Hajj. A single dose of quadrivalent polysaccharide A/C/Y/W-135 vaccine is protective for 3–5 years in adults and older children.31 The polysaccharide vaccine is not effective in children younger than 2–3 years of age. A quadrivalent conjugate vaccine for the prevention of meningococcal disease Groups A, C, Y, and W-135 was recently licensed in the United States for use in adolescents and adults aged 11–55 years.32

**Rabies**

Few cases of rabies have been reported in travelers, but no data are available on the risk of infection. However, 33% of the 36 rabies cases in the United States since 1980 were presumed to have been acquired abroad.33 Pre-exposure rabies vaccine is appropriate for adults and children planning extended stays in much of the developing world (or for those anticipating shorter stays, but who may be at increased risk due to activities such as bicycle riding) and for persons who might be at occupational or avocational risk for exposure (e.g., veterinarians, cavers) in areas where rabies is a significant threat. Children may be at particular risk of rabies because of their stature, usual carefree attitude toward petting stray animals and the fact that they do not typically report that they have been bitten. Modern cell culture vaccines, such as the human diploid and purified chick embryo cell vaccines are inactivated products that are more immunogenic and less reactogenic than earlier neural tissue rabies vaccines, and are given on days 0, 7, or 21 or 28 for preexposure vaccination. Since the three-dose series almost always yields a satisfactory antibody level, routine measurement of titers is no longer recommended after the third vaccine dose. Travelers should be advised that pre-exposure vaccine eliminates the need for rabies immune globulin (RIG) after rabies exposure, but does not eliminate the need for additional postexposure rabies vaccinations. Unavailability of RIG in many developing countries is a problem that can necessitate repetition for an unvaccinated traveler if bitten. Revaccination is not needed for unexposed travelers. Evaluation for
booster vaccination is only recommended for persons in high-risk categories, such as veterinarians and rabies laboratory workers. In addition, travelers should be counseled to avoid animals, particularly dogs, and to clean animal bite wounds promptly and thoroughly.

**Japanese Encephalitis**
The estimated risk of Japanese encephalitis (JE) in highly endemic areas during the transmission season can reach 1 per 5000 persons per month. The infection was reported in 24 U.S. travelers over the 15-year period from 1978 through 1992 and one additional U.S. traveler in 2004. Although most infections are asymptomatic, among patients who develop clinical disease the case-fatality rate may be as high as 30%, with severe neurologic sequelae in 50% of survivors. The vaccine should be reserved for those traveling in endemic areas, especially when there is rural exposure in rice and pig farming areas during summer months. The primary series consists of three injections on days 0, 7 and 30; the last dose should be administered at least 10 days before departure. If risk continues, a booster dose at 24 months or more is recommended. An abbreviated schedule of two doses (on days 0 and 7) has been shown to provide seroconversion in 80% of vaccinees. Because serious adverse reactions to the vaccine (generalized itching, respiratory distress, angioedema, and anaphylaxis) can occur in some individuals up to one week after vaccination and adequate immune response is not achieved for several days, if possible, travelers should receive the last dose of vaccine 10 days before departure.

**Influenza**
The risk for exposure to influenza viruses can occur throughout the year in tropical and subtropical areas. The attack rate for infection was found to be 1.2–2.8% in travelers of all age groups, making influenza the most common vaccine-preventable disease affecting travelers. ACIP recommends influenza vaccination before travel for persons at high risk for complications of influenza if they travel to the tropics, with large groups at any time of the year, or to the Southern Hemisphere from April through September. Because vaccine may not be available in the summer in North America, vaccine for travel should be administered in the spring if possible. Some health-care providers recommend vaccination for all travelers if vaccine is available. An inactivated parenteral vaccine and a live, attenuated influenza vaccine (LAIV), administered by nasal spray, are currently available in the United States. LAIV is approved for use only in healthy persons aged 5–49 years.

**Typhus**
Since typhus is rarely seen in travelers, routine immunization is not recommended. Typhus vaccine is not available in the United States.

**Tuberculosis**
Tuberculosis (TB) has now become the number one killer infectious disease globally. Each year, approximately nine million persons become ill from TB; of these, two million die. Persons who live for prolonged periods in developing countries and those who will have close contact with local residents are at increased risk of exposure. Recent prospective studies in the Netherlands showed that the risk of TB infection was approximately 3% per year of travel in a high endemic area and 10% among those traveling to the Hajj in Saudi Arabia. The efficacy of Bacille-Calmette-Guerin (BCG), a live vaccine derived from a strain of Mycobacterium bovis, is still debated in the United States, where the incidence of the disease is low. In developing countries, BCG appears to be most effective in preventing severe complications of tuberculosis in children. Most European countries recommend BCG vaccine for persons with a negative tuberculin skin test who are planning an extensive stay in a developing country. However, in Canada and the United States, under these same conditions, travel medicine practitioners will occasionally recommend BCG only for infants to reduce the risk of TB meningitis and disseminated disease. Side effects, ranging from draining abscesses at the site of immunization (common) to disseminated infection (rare), must be weighed against the risk of exposure to active tuberculosis for the traveler—a risk that varies directly with the intimacy and duration of contact with the indigenous population. BCG vaccine is very rarely used in the United States because it can negate the utility of the tuberculin skin test used for early detection of latent TB infection, as well as use of an effective intervention (isoniazid) for treatment. It is recommended that travelers who will stay longer than six months should have a baseline tuberculin skin test placed before travel and repeated at 1- to 2-year intervals if risk continues.

**Cholera**
Cholera has continued to remain an important cause of severe diarrheal disease globally, especially with its recent spread in the 1990s into Central and South America. Cholera among European and North American travelers is extremely rare (0.2 per 100,000 travelers). However, in 1991 the rate among Japanese travelers was 13 per 100,000 travelers in those returning from Indonesia. The standard phenol-killed whole cell cholera vaccine requires two injections and confers a maximum protection of only 50% for 3–6 months. It is no longer available in the United States and is generally no longer recommended because of the brief and incomplete immunity it confers. New oral vaccines, not yet available in the United States, provide 60–80% protection for about six months to one year, but are not effective against the new serotype O139, which spread rapidly through Asia in the mid-1990s.

**TIMING OF VACCINES**
Many travelers visit a physician only a short time before their anticipated date of departure. When necessary, inactivated vaccines may be administered simultaneously at separate sites with separate syringes. Theoretically, live vaccines should be administered 30 days apart because of possible impairment of the immune response. However, this restriction does not apply to oral polio virus (OPV), MMR, and varicella, which may be given together. Ideally, immunoglobulin administration should be delayed until after the administration of certain live attenuated vaccines because of the possible reduction in antibody response. This caveat does not apply to OPV or yellow fever vaccines but does apply to MMR and its component vaccines. Killed or inactivated vaccines usually pose no danger to the immunocompromised host, although the immune response to these vaccines may be suboptimal; also, these vaccines are not usually contraindicated during pregnancy. Regardless of how long a vaccination schedule has been interrupted, there is no need to restart a primary series of immunizations. It is sufficient to continue where the series was interrupted. Finally, all immunizations should be recorded in the international certificate of vaccination booklet and carried with the passport.

**MALARIA PROTECTION**
More than 30,000 North American and European travelers develop malaria each year. Although malaria is a reportable disease in most industrialized countries, reliable estimates of the true number of imported cases is difficult to obtain because of underreporting; TropNet Europe (with 46 collaborating centers in 15 European countries) reported 976 cases in 2003 but estimates that the average number of cases in the European Union is closer to 11,000 a year. The most recent national data available from Canada reveal 369 cases in 2004, 1089 imported cases in the United States in 2004, and 1747 in the United Kingdom in 2006. The risk of malaria per month of stay without prophylaxis is highest in sub-Saharan Africa and Oceania (1:50 to 1:1000), intermediate (1:1000 to 1:12,000) for travelers to Haiti and the Indian subcontinent, and low (less than 1:50,000) for travelers to Southeast Asia and to Central and South America. Sub-Saharan Africa is also the most common region of acquisition reported among travelers in the surveillance systems cited above and
via the GeoSentinel Surveillance Network, a global sentinel surveillance network through the International Society for Travel Medicine and CDC, with 30 sites on six continents. Travel for the purpose of visiting friends and relatives is accounted for most of the cases in all five surveillance systems cited above and represented an eightfold relative risk compared with tourists among the cases reported to GeoSentinel (personal communication, David Freedman, January 2005).

With the worldwide increase in chloroquine and multidrug-resistant Plasmodium falciparum malaria, decisions about chemoprophylaxis have become more difficult. In addition, the spread of malaria due to both primaquine-tolerant and chloroquine-resistant P. vivax has added further complexity to the issue of malaria prevention and treatment. Compliance with antimalarial chemoprophylaxis regimens and use of personal protection measures to prevent mosquito bites are keys to prevention of malaria. Travelers, particularly VFRs, must be educated about the risk of malaria, personal protection measures against mosquito bites, appropriate chemoprophylaxis, symptoms of the disease, and measures to be taken in case of suspected malaria during and after travel. To make the above determinations, travel medicine advisors must conduct a careful review of the itinerary, whether urban and/or rural areas will be visited, the length of stay, style of travel, and medical history, including allergies and the likelihood of pregnancy. Current information on malaria transmission by country is provided by WHO at www.who.int/ith/en and by CDC in the United States at www.cdc.gov/malaria.

Detailed recommendations for the prevention of malaria are available from CDC 24 hours a day from the voice information service (1-877-FYI-TRIP; 1-877-394-8747), or on the Internet at http://www.cdc.gov/travel.

Health-care professionals who require assistance with the diagnosis or treatment of malaria should call the CDC Malaria Hotline (770-488-7788) from 8:00 a.m. to 4:30 p.m. Eastern time. After hours, during weekends and holidays, health-care providers requiring assistance should call the CDC Emergency Operation Center at 770-488-7100 and ask the operator to page the person on call for the malaria branch. Information on diagnosis and treatment are available on the internet at www.cdc.gov/malaria.

Personal Protection Measures

Anopheles mosquitoes, the vectors of malaria, are exclusively nocturnal in their feeding habits; protection from mosquito bites from dusk to dawn is highly effective in reducing infection. When practical, travelers should wear protective clothing, such as long-sleeved shirts and long pants when outside during evening hours. Combining a pesticide such as permethrin on clothing with an insect repellent containing DEET (N,N-diethyl-m-toluamide) applied to exposed skin is highly efficacious at protecting against mosquito bites. DEET is the most effective and best-studied insect repellent currently on the market. When used in concentrations less than 50%, it has a remarkable safety profile after 40 years of worldwide use. Toxic reactions can occur, but usually when the product has been misused (e.g., ingestion). DEET has not been associated with an increase in adverse pregnancy outcomes. Thirty percent DEET is recommended for use in children older than two months of age. Plant-based repellents are generally less effective than DEET-based products. Where possible, travelers who cannot stay in air-conditioned quarters should use a bed net impregnated with permethrin, which has an efficacy of up to 80% in the prevention of malaria. Permethrin may also be sprayed on or soaked into clothing for added protection. A pyrethroid-based flying insect spray should be used to clear the bed net and room of mosquitoes.

Chemoprophylaxis

Personal protection measures greatly reduce but do not eliminate risk of malaria. Most antimalarials are only suppressives, acting on the erythrocytic stage of the parasite beyond the liver phase, thereby preventing the clinical symptoms of disease but not infection. No drug guarantees protection against malaria. For this reason, travelers must be informed that any febrile illness that occurs during or up to one year after travel to a malaria-endemic area should be evaluated immediately by a health-care professional. Because health-care providers may not have patients’ travel history, it is important upon febrile returned travelers to inform their health-care provider of their travel to malarious areas and the need to rule out malaria, regardless of the prophylactic used.

Chemoprophylaxis with mefloquine or chloroquine should be started 1–2 weeks prior to entry into a malarious area, during exposure, and for four weeks after departure from a malarious area. Prophylaxis with atovaquone/proguanil or primaquine can begin 1–2 days before travel, during exposure, and for seven days after departure from a malarious area. Similarly, prophylaxis with doxycycline can begin 1–2 days prior to travel and can be used during travel; however, it must be continued for four weeks after departure from the malarious area. Beginning antimalarials early allows the drug to be in the blood before travel and enables travelers to switch to alternative drugs should adverse effects occur. The postexposure period of prophylaxis is particularly important to enable the antimalarial to eradicate any organisms that have been released from the liver into the bloodstream after departure from a malarious area.

Atovaquone/proguanil may be used in all malarious areas. It should be taken with food or milk to reduce the rare incidence of gastrointestinal side effects and to increase absorption. Atovaquone/proguanil is administered daily as a single tablet containing 250 mg atovaquone and 100 mg proguanil hydrochloride. Atovaquone/proguanil is contraindicated in persons with severe renal impairment (creatinine clearance <30) and is not recommended for pregnant women or women breast-feeding infants weighing less than 5 kg. Pediatric dosages are available for prophylaxis of children weighing greater than 5 kg.

Chloroquine is still recommended for travelers to Central America north of the Panama Canal, Haiti, and parts of the Caribbean. However, the global spread of chloroquine-resistant falciparum malaria has necessitated the use of alternative regimens for most areas of the world. Chloroquine should be taken with meals to reduce gastrointestinal side effects. Chloroquine can be given safely to children and pregnant women. However, since the difference between a prophylactic dose and a potentially fatal toxic dose is relatively small, the tablets and pediatric elixir should be kept in closed, childproof containers. Non-allergic, intense pruritus is well documented, almost exclusively in black Africans. The dose of chloroquine for adults is 300 mg base or 500 mg salt taken weekly.

Doxycycline may be used for all malarious areas, and given its low cost and low rate of side effects, it is increasingly used for adults. The side effects of gastrointestinal upset, exaggerated sunburn, and vaginal candidiasis can be reduced or managed by taking the drug with food, using a sunscreen containing a ultraviolet A (UVA) blocker, and carrying an antifungal medication for self-treatment. The drug is contraindicated during pregnancy and in children less than 8 years of age. The adult dose is a 100-mg tablet taken daily.

Mefloquine may be used for travel to all malarious areas, with the exception of the Thai-Cambodian and Burmese (Myanmar) borders, in the western provinces of Cambodia, in the eastern states of Burma (Myanmar), and recently on the border between Burma and China, in Laos along the borders of Laos and Burma, the adjacent parts of the Thailand-Cambodia border, as well as in southern Vietnam. Gastrointestinal side effects can be reduced by taking the drug with food. Mefloquine is contraindicated in persons allergic to mefloquine or related compounds (e.g., quinine and quinidine). It should be used with caution in persons with psychiatric disturbances, or a previous history of depression, and it is not recommended for persons with cardiac conduction abnormalities. Despite limited data, CDC recommends mefloquine for young children weighing less than 5 kg if they are at high risk. Mefloquine is administered to adults as a 250-mg tablet taken weekly. The pediatric dose is as follows: for children weighing 59 kg: 4.6 mg/kg base (5 mg/kg salt) orally, once/week; 10–19 kg: 1/4 tablet once/week; 20–30 kg: 1/2 tablet once/week; 31–45 kg: 3/4 tablet once/week; and ≥46 kg: 1 tablet once/week.
Primaquine, which has in the past been used to prevent relapses of *P. vivax* malaria, has recently been shown to be a very effective antimalarial when taken daily. It is an option in special circumstances and should be used in consultation with malaria experts. It is contraindicated in persons with G6PD deficiency, so the patient’s G6PD status must be known before this medication is prescribed. It is therefore also contraindicated during pregnancy and lactation, unless the infant being breast-fed has a documented normal G6PD level. Primaquine is administered to adults as two tablets of 15-mg base, taken daily. The pediatric dose is 0.6 mg/kg base (1.0 mg/kg salt) up to the oral adult dose, taken daily.

Regardless of the chemoprophylactic regimen recommended, it is important for travel health advisors to tell the traveler that (a) globally there is no uniformity concerning malaria chemoprophylaxis recommendations and (b) they are likely to meet other travelers and health-care providers overseas who give conflicting advice as to the optimal regimen for malaria chemoprophylaxis. Persons who are unable to obtain medical care in less than 48 hours may consider carrying a self-treatment regimen. Unfortunately, however, evidence suggests that those who carry self-treatment regimes often use them inappropriately. The drugs used for self-treatment are no different from the agents used for malaria treatment (quinine plus doxycycline, mefloquine, atovaquone plus proguanil). CDC now recommends only atovaquone/proguanil for standby therapy. The global spread of drug-resistant malaria has stimulated the search for new approaches to prevention and treatment of malaria. Tafenoquine is currently the only major alternative prophylactic agent in the clinical trial stage.

**TRAVELERS’ DIARRHEA**

Diarrhea is the most frequent health impairment among travelers, with a risk of 7% of travelers to the developed countries and risks of 0-90% of travelers to some parts of the developing world. The most common symptoms, in addition to diarrhea and fecal urgency are abdominal cramps, nausea, vomiting, and general malaise, often resulting in incapacitation for more than 10% of the international excursion. The most frequent etiologic agents at most destinations are enterotoxigenic *Escherichia coli* (ETEC), and enteroaggregative *E. coli* (EAEC). The most common causes of travelers’ diarrhea, in addition to *E. coli*, are *Shigella* spp., *Campylobacter* spp. *Vibrio parahaemolyticus* (in Asia), *rotavirus* (in Latin America), and *protozoa* (*Giardia, Cryptosporidium*, and *Cyclospora* spp., and *Entamoeba histolytica*), but no pathogen is identified in over half of patients. Noroviruses, which cause the majority of acute viral gastroenteritis cases worldwide, are increasingly being recognized as a cause of outbreaks and illness among travelers. When counseling travelers about diarrhea, health-care providers must consider several issues: food and water precautions, hand hygiene, chemoprophylaxis, self-treatment of illness, and immunization.

**Food and Water Precautions**

Unpeeled fruits, uncooked vegetables, food that has been cooked or stored at insufficient temperatures, unpurified water, and ice cubes made from it are believed to be the main sources of enteric pathogens for the traveler. Tap water and ice cubes should be avoided unless there are strong assurances of proper treatment. Tea or coffee is safe when consumed hot; commercially bottled, carbonated beverages are highly recommended; and unpasteurized milk and milk products should be avoided. If safe beverages are not available, travelers may need to disinfect water by bringing it to a boil, using chemical disinfection (iodine or chlorine) by means of commercial tablets or iodine crystals, or using purification devices. Raw foods other than vegetables and fruits (e.g., bananas and avocados) that can be peeled by the traveler should be avoided, and cooked foods should be eaten only when served hot.

**Chemoprophylaxis/Self-Treatment**

The standard food and water precautions outlined above are not always easy to follow, particularly among vacationers who, wanting to relax and indulge in local cuisine, are more likely to be noncompliant with food precautions. For this reason, the concepts of chemoprophylaxis and self-treatment have gained popularity in recent years. Since bacterial pathogens account for most episodes of travelers’ diarrhea, antibiotics and bismuth subsalicylate have been the focus of testing for both treatment and prevention. The overriding principle in the management of travelers’ diarrhea is the maintenance of adequate food and electrolyte balance. Fluids can be replenished with bottled soft drinks, juices or electrolyte-containing oral rehydration solutions. Because of damage to the intestinal lactase-producing cells by enteric pathogens, dairy products should be avoided during illness.

Most travel advisors recommend that travelers should carry an antimotility agent (such as imodium or lomotil) and an antibiotic for self-treatment of diarrhea occurring during travel. Many studies have shown that antimicrobial therapy leads to symptomatic improvement and reduction in the duration of illness, particularly among those infected with ETEC and *Shigella*. Widespread resistance of enteric pathogens to trimethoprim-sulfamethoxazole, ampicillin, and doxycycline have, for the most part, rendered these drugs ineffective. The drugs of choice for treatment of travelers’ diarrhea are the quinolone antibiotics. Standard therapy with ciprofloxacin (500 mg), norfloxacin (400 mg), and ofloxacin (300 mg) consists of one dose twice a day for three days. Single-dose therapy with ciprofloxacin (500 mg to 1 gram), and norfloxacin (800 mg), with or without an antimotility agent, can be as effective as the standard 3-day course of treatment. Travelers should be cautioned that antibiotic resistance is on the rise globally, as indicated by a recent study in Thailand in which campylobacter isolates in U.S. troops with diarrhea showed 70% and 30% resistance to ciprofloxacin and azithromycin, respectively.

Bismuth subsalicylate (Pepto-Bismol), two tablets four times a day, has shown a protective effect of up to 65%. Antibiotic agents, on the other hand, have shown up to 90% efficacy in protecting against travelers’ diarrhea, particularly a single daily dose of ciprofloxacin (500 mg), norfloxacin (400 mg), or ofloxacin (300 mg). However, prophylactic antimicrobials are generally not recommended because of their potential for increasing antibiotic resistance and the risk of untoward drug reactions or superinfection with other, more pathogenic microorganisms. In addition, antimicrobial prophylaxis may engender a false sense of security that puts the traveler at increased risk, as it does not protect travelers from other foodborne or waterborne infections with viral agents (e.g., norovirus, hepatitis A and E), or any of the parasitic agents. Some authors recommend prophylactic therapy with bismuth subsalicylate or a quinolone antibiotic in specific circumstances for travel of less than three weeks’ duration for travelers who repeatedly develop diarrhea during travel; have diminished protective gastric acidity; cannot afford incapacity for even one day (e.g., athletes, military personnel); or would poorly tolerate travelers’ diarrhea due to an underlying medical condition (e.g., inflammatory bowel disease, brittle insulin-dependent diabetes mellitus, chronic renal failure, or AIDS). Rifaximin is a new antibiotic that is FDA-approved for use against toxigenic *E. coli*. Some experts use it as a first-line treatment (or self-treatment) for travelers to Mexico or the Caribbean.

Recent studies have shown that the oral cholera B subunit whole-cell vaccine provides short-lived protective efficacy against the ETEC bacteria responsible for most travelers’ diarrhea and other vaccines against ETEC have been studied. On the horizon are new antibacterial vaccines against ETEC, *Salmonella*, and *Shigella* species.
VECTOR-BORNE DISEASES

Although malaria is the most important vector-borne infection in travelers, others also require attention. Of these, dengue is an increasing problem, as noted by a dramatic rise in the infection globally, particularly in the Caribbean, Central and South America, and Southeast Asia. Dengue is transmitted by the Aedes mosquito, which prefers an urban and often indoor habitat. This mosquito bites during the day, particularly in the early morning and late afternoon. Therefore, it is important to take insect precautions during the day, in addition to those required between dusk and dawn for malaria.

Tick-borne encephalitis is acquired by the bite of an infected tick or rarely, by ingesting unpasteurized dairy products in endemic foci between latitude 39° and 65°. The risk for travelers to urban or nonforested areas who do not consume unpasteurized dairy products is thought to be negligible. Travelers with occupational exposure (e.g., forestry) and unprotected exposure (e.g., camping in endemic areas) might be at high risk even if the visit is brief. Two effective vaccines are available in Europe; however, protection lasting three years requires three doses (the first two separated by 4–12 weeks and the last at least nine months after the second). An accelerated schedule is used by some physicians. Travelers anticipating high-risk exposure, expatriates, or those planning to live in endemic countries for an extended period of time may need special consideration.

In addition to insect precautions, some vector-borne diseases can be prevented by prophylactic medication. For example, loiasis can be prevented by taking 300 mg (adult dose) of diethylcarbamazine once each week while in a very heavily infested area such as Central or West Africa. Tick- and mite-borne typhus, relapsing fever, bartonellosis, and plague can be prevented by using doxycycline prophylaxis, 100 mg daily, during exposure. For the most part, prophylaxis of these latter infections is not recommended except for a very select group of individuals at high risk for infection.

SEXUALLY TRANSMITTED DISEASE

During international travel, individuals often feel a sense of anonymity, may be less sexually inhibited, and may therefore put themselves at greater risk for the acquisition of sexually transmitted disease. The risk is increased by exposure to multiple or professional partners. Safer sexual practices, including the use of condoms throughout intimacy, are particularly important in the era of HIV/AIDS. Immunization against hepatitis B is a must for those who may engage in casual sex while abroad.

SOIL- AND WATERBORNE DISEASE

Schistosomiasis, a helminthic disease that infects over 200 million people in parts of South America, the Caribbean, Africa, the Middle East and Southeast Asia, can be avoided by advising travelers to stay out of slow-moving, fresh water in developing countries in these areas of the world. Swimming in the ocean or freshwater pools without snails is safe. Barefoot walking exposes the traveler to a variety of hazards, including tungiasis (sand flea), snake bites, cutaneous larva migrans from dog and cat hookworms, human hookworm infection, and strongyloidiasis. Sandals provide only partial protection; closed footwear should be fully protective.

ADAPTATION TO THE ENVIRONMENT

Excessive sun exposure can cause erythema and sunburn, chemical hypersensitivity, eye damage, bleeding of the skin, and predisposition toward skin cancers, including malignant melanoma. The least potent sunscreen that should be used is one with a sun protection factor (SPF) of 15, offering 93% protection. Adaptation to a hot climate can take from one to several weeks, depending on the ambient temperatures and humidity. Clothing should be made of natural fibers such as cotton and linen to allow air to circulate. Light colors reflect light and are preferable to dark fabrics. Since sweat contains both water and salt, it is important to replace salt by eating salty foods or adding extra salt to food. In hot weather and in the absence of strenuous exercise, the average person must replace at least 1½ liters of fluid per day.

SPECIAL RISK TRAVELERS

It is beyond the scope of this review to cover health issues related to pregnant and infant travelers and to chronically ill or HIV-infected individuals. However, excellent reviews are available on these subjects.

ILLNESS AFTER RETURN

It is more the exception than the rule that physicians ask “Where have you been?” of travelers who become ill after their return. Therefore, before departure travelers should be warned that if they become ill on return, regardless of how carefully they have followed recommended precautions, they should immediately inform their physicians that they have traveled recently. This advice is particularly important for febrile travelers, since no antimarial drug guarantees protection against malaria.
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INTRODUCTION
Measles has been recognized as a distinct clinical disease for more than 10 centuries and in the developing world is associated with high mortality rates in early childhood. The epidemiology of measles is markedly affected by population size, density, movement, and social behavior. In the absence of vaccination, the disease infects essentially everyone at some time during life except in isolated populations. Beginning in 1963 the availability and increasing use of live attenuated measles vaccines have made prevention possible. Countries in the Americas, Europe, and the Eastern Mediterranean have undertaken the interruption of measles transmission. Measles has not been endemic in the United States since 1997. Indigenous transmission of measles was interrupted in the Americas in 2002.

Clinical Characteristics
Following an incubation period averaging 10–12 days (range 8–16 days), the patient typically has fever and malaise, followed shortly thereafter by cough, coryza, and conjunctivitis. An enanthem, characterized by small bluish white spots on a red background (Koplik’s spots), may be seen on the buccal mucosa within the two days before and after the onset of rash. The characteristic maculopapular rash of measles usually appears an average of 14 days after infection begins and typically 2–4 days after the onset of the prodromal symptoms. The exanthem classically starts on the face and hairline and then spreads to the trunk and extremities. The patient’s temperature usually peaks 1–3 days following the onset of rash. The rash, areas of which fade in order of appearance, typically lasts 5–7 days, and the illness is entirely gone by 10–14 days after the onset of symptoms. There are few clinically inapparent primary infections.

The patient is infectious during the prodromal period and for the first few days of rash. The infectious period is usually considered to stretch from four days before to four days after the onset of rash. Measles is usually transmitted in large respiratory droplets, requiring close contact between patients and susceptible persons. However, measles virus can survive for at least two hours in fine droplets, and airborne spread has been documented. Neither a long-term infectious carrier state nor an animal reservoir is known.

Complications
The risk of complications and death is highest in young children and adults. In the United States, the most common complications of measles are otitis media and pneumonia, which occur in 2–14% and in 2–9% of cases, respectively. In developing countries, complications and case fatality rates may be higher. Pneumonia, the most common cause of death, may be caused by the measles virus itself or by secondary bacterial infection. These complications frequently require specific antibiotic therapy. Secondary viral infections may play a prominent role in measles pneumonia-related deaths in the developing world. Severe diarrhea and malnutrition may result from measles infection, particularly in the developing world. A substantial proportion of patients in less developed countries who survive during the first month after measles succumb during the ensuing year.

Measles encephalitis, which occurs typically 4–7 days after the onset of rash (range generally 1–15 days), is reported approximately once in every 1000 cases of measles. Approximately 15% of patients with measles encephalitis die, and another 25–35% have permanent neurologic residua. Less common complications include bronchiolitis, sinusitis, mastoiditis, myocarditis, keratoconjunctivitis, mesenteric adenitis, hepatitis, and thrombocytopenic purpura. In the United States, the reported death to case ratio has been 1 to 3 deaths per 1000 cases. In contrast, the death-case ratio in the developing world, particularly where malnutrition and crowding are common, frequently ranges from 5–10% and in some situations is even higher.
Atypical measles syndrome, characterized by high fever, pneumonia, pleural effusions, edema of the hands and feet, hepatic abnormalities, and an unusual rash, is a rare manifestation of measles infection. It appears to result from infection with a distinct virus, possibly a variant of the wild-type measles virus. This condition is characterized by a prolonged rash and complications such as pneumonia, pleural effusions, and encephalitis.

Measles virus infection is associated with spontaneous abortion and with delivery of low birth weight infants. Although there are rare reports of congenital malformations associated with measles infection during the first trimester, there is no good evidence for the existence of a congenital measles syndrome.

In addition to the acute complications noted above, measles virus can cause a degenerative disorder of the central nervous system known as subacute sclerosing panencephalitis (SSPE). The reported risk of SSPE ranges from 1 case per 100,000 measles cases in persons infected after four years of age to 18 cases per 100,000 measles cases in persons infected in infancy. A recent study in the U.S. noted a rate of 22 cases of SSPE per 100,000 reported measles cases. This illness begins insidiously an average of seven years following the initial infection and is characterized by progressively severe personality changes, myoclonic seizures, motor impairment, coma, and death over the course of several months to years.

Before the introduction and widespread use of measles vaccine, measles infection was essentially universal in the United States. Approximately 95% of persons living in urban areas were infected by age 15 years. The disease typically appeared in cycles with major peaks every 2–3 years. A marked seasonal pattern was apparent with peaks during the late spring months. The highest reported age-specific incidence rates were in children 5–9 years old. In the decade from 1950–1959, an annual average of more than 500,000 cases was reported. The true number of infections was estimated to be nearly 10 times as high. During the same period, nearly 500 measles deaths were recorded each year.

**Etiological Agent, Immunology, and Diagnosis**

Measles is caused by a single-stranded RNA virus of the paramyxovirus group. It is very sensitive to acid conditions, drying, and light, but can survive in aerosolized droplets. Three membrane proteins appear to play critical roles in the pathogenesis. The hemagglutinin protein (H), which projects from the virion, attaches to cell surfaces. The fusion (F) protein allows cell-to-cell spread. Finally, the matrix (M) protein, associated with the inner surface of the viral envelope, appears important for successful generation of intact viral particles.

Abnormalities in the synthesis of these proteins have been postulated to play an important role in the pathogenesis of SSPE.

Laboratory confirmation of suspected measles cases is a critical component of measles surveillance and a Global Measles Laboratory Network with more than 700 laboratories has been formed to support measles control activities. Measles virus infection with either wild-type measles or live virus vaccine induces the production of a variety of antibodies. Immunoglobulin M (IgM) antibodies are detectable in approximately 80% of cases within the first 72 hours after rash onset and in nearly 100% of cases thereafter. Because IgM antibodies decline to undetectable levels within 1–2 months, they provide evidence of recent infection. Testing a single specimen for measles IgM antibody is the preferred method for evaluating suspected measles in most countries.

IgG antibodies appear shortly after rash onset, and peak 2–4 weeks later and appear to last a lifetime. Therefore, single serum IgG antibody tests are typically used to assess immunity to measles. A significant rise in total antibody (IgG and IgM) in paired titers, with acute serum drawn shortly after rash onset and convalescent serum two weeks later, provides laboratory confirmation of acute measles infection. Although testing of paired sera is less convenient and takes longer than IgM testing, it is more accurate and may help to validate IgM results in some situations. Serologic tests cannot distinguish between antibody produced by wild type infection and that resulting from live measles virus vaccination.

Because of the widespread availability and ease of use, enzyme linked immunosorbent assays (ELISA) tests are the most commonly used method to measure measles IgM and IgG antibodies. Several commercial ELISA kits have been shown to be sensitive and specific. Plaque reduction neutralization (PRN) assays are considered the gold standard for antibody testing because they provide a quantitative measure of the antibodies’ ability to prevent measles virus pathology. However, PRN testing is laborious and generally confined to research settings. In addition to the humoral immunity represented by the antibodies, cellular immunity is also critical in protection against measles. However, there are no standardized tests for cellular immunity to measles.

Measles virus can be cultured from respiratory secretions, urine or whole blood or detected by reverse transcriptase polymerase chain reaction (RT-PCR) in these specimens. These tests can support the laboratory diagnosis of measles but they do not currently serve as frontline diagnostic tools because they take too much time to provide results and the sensitivity of the tests is highly dependent on the timing and quality of the specimen collection and on proper shipping. However, testing of viral specimens by culture and RT-PCR allows determination of the genotype of the virus, which enhances the ability to identify sources of infection and track chains of transmission. Obtaining respiratory (nasal or throat swabs), urine, or whole blood specimens for viral isolation from each isolated measles case and each chain of transmission is highly recommended.

**Passive Immunity**

Passive immunity against measles disease can be induced by the administration of commercially prepared immune globulin (IG) (formerly called immune serum globulin [ISG]), which typically has a high measles antibody titer. Administration of 0.25 mL of IG per kilogram (maximum dose 15 mL) can modify or prevent the development of measles in the exposed person. This IG preparation is most effective if administered within six days of exposure, preferably as soon after the exposure as possible. IG is particularly indicated for susceptible household contacts, especially those who are immunocompromised. Persons in the latter groups are at greatest risk of complications from measles.

Almost all infants acquire passive immunity against measles from the transfer of maternal antibodies across the placenta. Such infants are usually immune to measles for at least the first six months of life. Immunity gradually wanes thereafter, and by 12–15 months essentially 100% of infants are susceptible. Children born to mothers who have vaccine induced antibodies tend to become seronegative earlier than infants born to mothers who have had measles disease. Measles disease induces higher levels of antibodies than measles vaccination.

“Modified” measles is a mild form of illness occasionally seen in persons with passively acquired antibody. The incubation period may be prolonged up to 20 days. Immunity after modified measles is believed to be permanent.
Active Immunity. In 1963, two types of measles vaccine were licensed in the United States. One was a vaccine prepared from live-attenuated virus grown in chick embryo tissue culture (Edmonston B strain). Because there was a high rate of reactions to this vaccine, including fever, rash, and cattarhal symptoms, the concomitant administration of IG was recommended.36

A second vaccine used the same virus, but the virus had been inactivated (killed) by formaldehyde. Immunity to the killed measles virus vaccine (K MV), or KMV followed by live measles vaccine within three months, was short lived and induced hypersensitivity to measles virus in some persons, resulting in atypical measles syndrome (see above).

Beginning in 1965, vaccines prepared from further-attenuated strains of measles virus and not requiring the concomitant administration of IG became available and quickly became the most common vaccines in use in the United States (Schwarz strain licensed in 1965 and Moraten strain licensed in 1968). From 1965–1989, when one dose of measles vaccine was recommended, more than 172 million doses of measles containing vaccines were distributed in the United States. Following the recommendation of a routine two-dose schedule in late 1989 (see below), more than 213 million doses were distributed from 1990 to 2005.

The age at which measles vaccine is administered represents a balance between the ability of the vaccinee to respond to vaccination and the risk of measles. The proportion of vaccine recipients who developed antibodies to measles virus increases with increasing age at administration up to 12–15 months of age, presumably because of the persistence of passively acquired maternal antibodies in the infant and young child.57 When measles vaccine was first introduced in the United States, it was administered at nine months of age because of the high risk of measles, even though seroconversion rates were not optimal. As the risk of measles declined, the age at administration was raised to 12 months (1965) and 15 months (1976) to assure maximal seroconversion rates. Recent studies, performed when an increasing proportion of infants are born to mothers with vaccine-induced immunity, indicate seroconversion rates at 12 months are comparable to rates at 15 months.30,34 Thus, in 1994 the Advisory Committee for Immunization Practices (ACIP) recommended that the first dose of measles vaccine as part of measles-mumps-rubella (MMR) vaccine could be administered any time between 12 and 15 months of age. Administration of further-attenuated live measles vaccine to children at 12–15 months of age or older can be expected to produce measurable circulating antibodies in 95% or more of recipients.34 During measles outbreaks, vaccine can be given to children as young as six months of age with subsequent revaccination.46 The vast majority of persons with seroconversion have long-term, probably lifelong immunity, although waning immunity may occur in a small percentage.60–62

Measles vaccine is indicated for all persons without contraindications who are at least 12 months of age, who were born after 1956, and who lack documented proof of the receipt of at least one dose of live measles vaccine or after the first birthday, proof of physician-diagnosed measles, or laboratory evidence of immunity.34 Whenever such proof is lacking, persons should be vaccinated. The risk of adverse events following vaccination is not increased among persons who have previously been vaccinated.42

Because measles transmission had been documented among the 2–5% of persons who did not respond to a first dose of measles vaccine, in 1989, both the Committee on Infectious Diseases of the American Academy of Pediatrics (AAP) and the ACIP recommended a change from a one-dose schedule to a routine two-dose schedule for measles vaccination.11,44 The second dose recommendation focused on school children. States and localities generally implemented second dose vaccination for one school grade cohort at a time, although some desired to vaccinate multiple grade cohorts to achieve more rapidly the goal of vaccinating school children with two doses. By 2001, 82% of school children in the United States were in grades for which their states had a requirement for two doses of measles vaccine.44 In addition to routine revaccination at entry to kindergarten or first grade, all children should be checked at the adolescent visit at 11–12 years of age to assure they have received a second dose.44 Both recommended doses should be combined MMR vaccine. The primary purpose of the second dose is to induce immunity in persons who failed to mount an adequate immune response to the first dose. Waning of vaccine-induced immunity, while documented, appears to play only a limited role in sustaining measles transmission among vaccine failures.46 Approximately 95% of persons who failed to respond to the first dose make a primary immune response, characterized by IgM antibody, following a second dose.46

In addition to school age children, other groups of people are at increased risk of exposure to measles including persons who work in health-care facilities, students in post high school institutions and international travelers. Persons in these groups should receive two doses of measles vaccine if they do not have other evidence of measles immunity (i.e., documented prior physician diagnosed measles or laboratory evidence of immunity). Because almost half of imported measles cases occur in United States residents returning from overseas trips, infants 6–11 months of age traveling internationally should receive a dose of measles vaccine before departure and persons over 13 months of age should receive the second dose of measles vaccine before departure, given at least 28 days after the first dose.34,47,48

Fever higher than 103°F (39.4°C) and fleeting rash are reported in 5–15% of recipients of measles vaccine.44 Encephalitis has been reported after the use of measles vaccine. Comparing the number of cases reported to have occurred within the 30 days after immunization to the number of doses distributed in the United States yields an estimate of approximately one case of encephalitis per million doses of vaccine distributed.46 This rate is similar to that of reported encephalitis of unknown cause seen in a comparable period in the general population in the same age group. The Institute of Medicine has concluded that available evidence is not sufficient to prove that vaccination causes encephalopathy or encephalitis.46 SSPE has been reported in recipients of measles vaccine, but the incidence rate is approximately 5% of that following natural illness. Genotyping of specimens from persons with SSPE consistently demonstrates wild type virus rather than vaccine strains, even among persons who have a history of measles vaccination, but no history of measles disease.73,51 The risk of SSPE has fallen following the decrease in measles resulting from vaccination programs.17

Some have raised concerns that MMR vaccine can cause autism. However, an exhaustive review by the Institute of Medicine of at least 13 studies that addressed the question concluded that the evidence favors rejection of a causal relationship between MMR and autism.72 Children with anaphylactic reactions to egg ingestion may be vaccinated without prior skin testing.35 They should be observed for 30 minutes before releasing to assure they do not develop severe allergic reactions. Persons with a history of anaphylactic hypersensitivity to neomycin or gelatin should not be vaccinated because measles vaccine contains neomycin and gelatin. On theoretical grounds, vaccine should not be administered to a woman known to be pregnant.54

Measles vaccine is contraindicated in persons with immunodeficiency or immunosuppression. However, it should be administered to persons with asymptomatic human immunodeficiency virus (HIV) infection since measles disease may be severe or fatal in such persons. One 20-year-old man with hemophilia and HIV infection was reported to have been hospitalized with giant cell pneumonia, determined to be caused by the vaccine strain of measles virus. He had been vaccinated 11 months before this episode of pneumonia and had a CD4 T-lymphocyte cell count of “too few to enumerate.” These data suggest that severely immunocompromised persons with HIV infection should not be vaccinated.43,44 Severe immunosuppression is defined as (a) CD4+ T lymphocyte counts less than 750 for children younger than 12 months, less than 500 for children 1–5 years, or less than 200 for persons 6 years old or older; or (b) CD4+ T lymphocytes less than 15% of total lymphocytes for children younger than 13 years or less than 14% for persons 13 years old or older.44

MMR vaccination causes clinically evident thrombocytopenia in 1:30,000 to 1:40,000 vaccinations.20 Because persons with a history
of idiopathic thrombocytopenic purpura (ITP) may be at increased risk for thrombocytopenia following measles vaccination, a history of ITP is a contraindication to measles vaccination.\textsuperscript{34,39} Vaccination of persons who received IG, whole blood, or other antibody-containing blood products should be postponed for 3–7 months or longer depending on the product and dose received to avoid potential interference with seroconversion.\textsuperscript{34,39} Vaccination should be postponed in persons with severe febrile illnesses. Persons with mild illnesses such as upper respiratory tract infections may be vaccinated.\textsuperscript{34,39}

**Impact of Vaccination on Disease.** The licensure and widespread use of live virus vaccine, beginning in 1963, have brought about both a dramatic reduction in the reported occurrence of measles and a substantial alteration in its epidemiological characteristics. By 1968, the reported level in the U.S. dropped by 95%, reaching a low of 22,231 cases (Fig. 9-1). Between 1968 and 1978 the reported occurrences varied from a low of 22,094 cases to a high of 75,290 cases. In 1978, an effort began to eliminate indigenous measles in the United States. Between 1981 and 1988, reported measles incidence averaged about 3100 cases annually, ranging from a low of 1497 cases in 1983 to a high of 6282 in 1986.\textsuperscript{60} Between 1989 and 1991, the United States experienced a resurgence of measles peaking in 1990 with 27,786 cases and 64 deaths. During the 3-year period, 55,622 cases, 11,252 hospitalizations, and 123 deaths were reported. The epidemic disproportionately affected members of racial and ethnic minority groups and children living in inner cities.\textsuperscript{60} The major cause was failure to achieve high levels of immunization coverage during the second year of life with measles coverage in two-year-old children in some cities as low as 52%.\textsuperscript{60,69}

After 1991, reported measles incidence declined dramatically with fewer than 1000 cases annually since 1993 and 120 or fewer cases annually since 1998. Based on provisional reports, a record low of 37 cases was set in 2004. The vast majority of measles cases in the United States since 1997 are internationally imported or linked to importation.\textsuperscript{60} Further analysis of the gene sequences of the hemagglutinin (H) and nucleoprotein (N) genes of measles viruses isolated in the United States since 1993 documented they are significantly different from strains circulating between 1989 and 1992 and that they are related to strains isolated elsewhere in the world.\textsuperscript{60} None of the recently detected genotypes occur in a repeating pattern that would suggest a new endemic genotype has been established.\textsuperscript{61} All measles in the United States since 1997 are believed to be due to international importation with very limited local transmission.\textsuperscript{41,61}

**Absence of Endemic Measles in the United States**

The United States has made three attempts to eliminate indigenous measles transmission beginning in 1966. The current elimination strategy has four components: (a) maximizing population immunity by achieving and maintaining high immunization levels, (b) ensuring adequate surveillance, (c) aggressive outbreak control, and (d) working to improve the global control of measles. The most important component is maintaining high immunization levels with both recommended doses of measles vaccine. The enactment and enforcement of comprehensive school immunization laws covering all students, from kindergarten through high school, have been instrumental in achieving high two-dose coverage levels.\textsuperscript{40} To ensure adequate surveillance a national case definition has been instituted. A probable case of measles is defined as an illness with (a) fever equal to or higher than 101°F (38.3°C), if measured; (b) generalized rash of three days or more duration; and (c) either cough, coryza, or conjunctivitis. A confirmed case is any case with laboratory confirmation, or one that meets the clinical definition given above and that is epidemiologically linked to a laboratory confirmed case. The consistent detection of imported measles cases is evidence of adequate surveillance for measles in the United States. Aggressive outbreak control consists of rapidly identifying contacts of measles cases and vaccinating those who are not immune. Historically, in school-based outbreaks, exclusion of students lacking proof of immunity played a key role in terminating transmission.\textsuperscript{40} Two-dose immunization requirements for school students have made school-based outbreaks extremely rare in the United States.\textsuperscript{62}

In 2000, an expert panel concluded that measles is no longer endemic in the United States. The basic evidence supporting this conclusion is the continued low annual incidence level since 1997 (<1 case/million people), the predominance of imported cases among the few cases that do occur, the absence of an endemic genotype, and the high levels of population immunity documented through immunization coverage estimates and serological surveys.\textsuperscript{1} Further decreases in measles incidence have been reported since 2000, demonstrating a continued lack of endemic transmission.\textsuperscript{62} Sustained elimination will require continued high coverage with the first dose in preschool populations and second dose for all school age children, continued adequate surveillance for measles, and aggressive response to cases. The fourth component of the strategy—to improve the global control of measles—is needed because all measles today in the United States is believed to be due to recent importations. Efforts to improve measles control in other countries are necessary to sustain elimination in the United States.
MUMPS

Francisco Averhoff • Melinda Wharton

In the fifth century BC, Hippocrates described a distinct illness characterized by unilateral or bilateral swelling of the cheeks occasionally associated with inflammation of the testes in males. In eighteenth-century England, Hamilton described a similar entity and reported the presence of central nervous system (CNS) complications annually. Worldwide in 2000, there were still an estimated 777,000 mumps deaths, of which 58% were in sub-Saharan Africa. In the developed world, two doses of measles vaccine are usually recommended; the first dose during the second year of life, typically at 12, 15, or 18 months of age, and the second dose before entry into school, depending on the country. In contrast, in the developing world, measles vaccine is generally administered in a single dose at nine months of age. This younger age was chosen for two reasons. First, measles attack and complication rates are often high during the first year of life in the developing world. Waiting until the second year would result in substantial morbidity and mortality. Second, seroconversion rates after measles vaccination at nine months of age are higher in developing countries than in developed countries. Since the mid-1990s, an increasing number of developing countries have begun offering a second opportunity for measles immunization through regular supplementary immunization activities. This serves to protect children who either missed their nine month vaccination or did not develop immunity from the vaccination.

Etiologic Agent, Immunology, and Diagnosis

Mumps is caused by a ribonucleic acid (RNA) virus in the family Paramyxoviridae. Transmission occurs by contact with an infected person or by droplet spread. The incubation period averages 18 days but can range from 14–21 days. The infectious period, when virus is excreted, ranges from seven days before to nine days following the onset of disease. Man is the only known natural reservoir. Immunity following infection is long lasting, although reinfections may occur. Most reinfections result in an asymptomatic rise in antibody titer, however reinfections can occasionally cause a mild illness. Reports of more severe reinfections have lacked adequate documentation.

The diagnosis of mumps has historically been made on clinical grounds, although there are other known causes of parotitis. With increased control of mumps due to vaccination in the United States, it is increasingly likely that sporadic cases of parotitis encountered are caused by agents other than mumps virus. Therefore, it is necessary to confirm the clinical diagnosis with laboratory testing. Laboratory diagnosis of mumps is made by viral isolation, serologic testing, or by molecular techniques such as reverse transcriptase polymerase chain reaction (RT-PCR). The presence of IgM antibodies indicates acute (recent) mumps virus infection although an IgM response may not occur in vaccinated persons. IgM antibodies are detectable within the first few days of illness, may peak at seven days following onset of illness, and remain elevated for several weeks to months. Paired sera of total or IgG mumps antibody using various assays may also be used in the diagnosis; the acute (initial) serum should be obtained as close to onset of symptoms as possible and the convalescent serum 4–6 weeks later. Mumps virus may be isolated from the Stensen’s duct, saliva, urine, or cerebral spinal fluid (CSF) during the first five days of illness. Reverse transcription polymerase chain reaction (RT-PCR) has also been used to detect virus in the same fluids and wild virus can be distinguished from vaccine virus. Laboratory confirmation in previously vaccinated persons may be problematic due to absence of IgM response, lower viral load, and shorter duration of viral excretion.

Note: The findings and conclusions in this chapter are those of the authors and do not necessarily represent the views of the Centers for Disease Control and Prevention.
Mumps is a generalized viral infection that may cause a prodrome characterized by fever, headache, malaise, myalgias, anorexia, and fatigue followed by parotitis that occurs in up to 70% of infections. Inflammation of the submandibular or sublingual glands may occur alone or in combination with parotitis. Uncomplicated mumps illness resolves typically within 10 days. Mumps is the only infectious agent known to cause epidemic parotitis.

Complications
Complications associated with mumps infection are more severe in adults than children. Epididymo-orchitis may occur in 25–38% of postpubertal men and oophoritis in 5% of postpubertal women; no clear association with sterility has been documented. CNS involvement occurs in 4–6% of clinical cases; aseptic meningitis is the most common CNS complication and is typically mild. Encephalitis is a rare, serious complication that may result in death in 1–2% of cases but does not usually result in permanent sequelae. Although the overall mortality rate is low, death due to mumps infection is more likely to occur in adults. Sensorineural deafness associated with mumps infection can occur in up to 4% cases and may result in permanent hearing loss. Pancreatitis occurs in up to 4% of cases and is usually mild. An association with diabetes mellitus has been suggested, but further research is necessary to determine a causal link. Mumps infection during pregnancy has not been associated with congenital malformations but first trimester infections may result in spontaneous abortion.

Immunization
Passive immunization with either immune globulin or mumps immune globulin has not been shown to be effective for post-exposure prophylaxis or for the prevention of complications. Maternal antibody crosses the placenta and provides for protection during the first year of life.

An inactivated virus vaccine was developed in 1948 but did not provide lasting protection and was withdrawn. In 1967, the Jeryl Lynn strain of live attenuated vaccine was licensed in the United States. The vaccine is available in combination with measles and rubella vaccine and is the only mumps vaccine licensed in the United States. Several strains of mumps vaccine are in use throughout the world and the World Health Organization (WHO) reports that 118 member countries include mumps in their routine vaccination program. The Jeryl Lynn vaccine induces seroconversion in more than 95% of vaccine recipients and studies have found long-term persistence of vaccine-induced antibody. Although the protective efficacy of the vaccine in controlled clinical trials has been found to be more than 95%, field studies of vaccine effectiveness following licensure have found the vaccine to be 75–91% effective in preventing disease. Vaccine virus cannot be isolated from blood, urine, or saliva of vaccinated individuals and is not transmitted to susceptible contacts.

There is no evidence that the vaccine provides protection when administered following infection with mumps. Non-immune persons who were exposed but not infected may be protected from subsequent infection and should be vaccinated; the vaccine does not increase the severity of disease when administered following exposure.

In the United States, mumps vaccine is usually administered in combination with measles and rubella vaccine as measles-mumps-rubella (MMR). The first dose of MMR is recommended at 12–15 months of age and a second dose at 4–6 years. Two doses for MMR vaccine are recommended for school-aged children, students in high school, educational facilities, health care workers born in and after 1957, and international travellers.

Persons in the United States can be considered immune to mumps if they (a) have documentary evidence of age-appropriate vaccination documentation (b) have laboratory evidence of mumps immunity, (c) were born before 1957, or (d) have a history of physician-diagnosed mumps.

Contraindications to vaccination include pregnancy because of the theoretical risk to the fetus of a live vaccine. Vaccine should not be administered within three months of the receipt of immune globulin (IG); the response to measles and rubella vaccine is known to be inhibited by IG and, although the effect of IG on mumps vaccine is unknown, it should not be considered effective. In addition, persons with altered immunity, severe febrile illness, and a history of prior hypersensitivity reaction to MMR vaccine or components such as gelatin and neomycin should not receive these vaccines. Persons with human immunodeficiency virus (HIV) infection who are not severely immunosuppressed may receive MMR vaccine. Persons with a history of anaphylactic reaction associated with egg ingestion were previously considered at risk of serious reaction following administration of MMR; research has shown this not to be the case and allergy to eggs is no longer considered a contraindication to vaccination nor is skin testing prior to vaccination recommended.

Persons with a history of thrombocytopoenia or thrombocytopenia purpura may be at increased risk of developing clinically significant thrombocytopenia following MMR vaccination, and the decision to vaccinate should be based on weighing the benefits of the derived immunity compared to the risk of developing a recurrence of thrombocytopenia.

In the United States, the most common adverse reactions to mumps vaccination are parotitis and low grade fever; parotitis occurs in 0.5–2% of vaccine recipients. Aseptic meningitis has not been associated with the Jeryl Lyon strain of mumps vaccine. The Urabe strain of mumps vaccine, which is widely available globally, has been associated with reports of aseptic meningitis following administration. Because most of the mumps vaccine administered in the United States is MMR, adverse reactions following receipt administration of MMR may be caused by any of the three components of the vaccine (measles, mumps or rubella vaccine).

In addition to the Jeryl Lynn strain, several strains of live attenuated mumps vaccine have been developed and are in use globally. The RIT 4385 strain which is derived from the Jeryl Lynn strain, the Urabe strain, the Leningrad-3 strain and the Leningrad-Zagreb strain, derived from the Leningrad-3 strain are the most widely used. Other strains have more limited distribution and use. The immunogeneity, efficacy, and adverse events associated with different vaccine strains may vary substantially.

Occurrence
Mumps occurs worldwide. Seroprevalence data from the prevaccine era suggests that although age of infection can vary, most infections occur during childhood. In the United States, prior to the introduction of vaccine, incidence was highest among children aged 5–9 years and there appeared to be no geographic differences. Cases followed a seasonal pattern with peak incidence during winter and spring. Incidence in the United States began to decrease following vaccine introduction in 1967 and recommendations for routine vaccination of children in 1977. Vaccine introduction caused a change epidemiology of the disease with the highest attack rates shifting from children 5–9 years of age to those 10–14 years of age and outbreaks occurring in high schools and on college campuses. There was a relative resurgence of mumps during the period 1985–1987 that was felt to be largely attributable to the under-immunized cohort of children born after vaccine introduction, between 1967 and 1977. Outbreaks also occurred among highly immunized population, suggesting primary vaccine failure; one dose vaccine effectiveness has been estimated to be between 75% and 91%. Secondary vaccine failure may occur, but does not appear to be of epidemiologic importance.

Since the 1990s there has been a further large decrease in the reported incidence of mumps in the United States (Fig. 9-2). This is attributable to both higher first coverage attained and the implementation of the recommendation for a second dose of MMR in response to the
measles resurgence of the late 1980s; the second dose of MMR likely provides protection against mumps to some persons who did not respond to the first dose.21

In the United States, mumps vaccine coverage among children enrolled in kindergarten is estimated to be 96% 22 while two dose MMR vaccine coverage among children aged 13–15 years is estimated to be 92% (CDC, unpublished data). High MMR coverage has contributed to the elimination of both measles23 and rubella (Rubella and CRS Elimination Meeting, Atlanta, October 29, 2004) in the United States. Mumps incidence has decreased from a greater than 100 per 100,000 persons annually during the prevaccine era (prior to 1968) to less than 0.1 per 100,000 persons annually during 2001–2004, a reduction of greater than 99.9%. However, in 2006, a large multi-state outbreak occurred among college-age adults in the United States.21A

Although further research may be needed, it appears that sustained declines in mumps incidence can be achieved by maintaining high immunization levels in infants and ensuring that children receive two doses of mumps containing vaccine. The experience from Finland demonstrates that high 2-dose mumps vaccination coverage can result in the elimination of mumps.24 Measles and rubella have both been eliminated in the United States,25,26 suggesting the possibility of mumps elimination since MMR vaccine is used almost exclusively. Population immunity and high vaccination coverage play key roles in elimination of vaccine preventable infectious diseases. With the high rates of seroconversion (> 95%) among vaccinees receiving mumps vaccine and the high vaccination coverage attained, it is possible that indigenous transmission of mumps can be interrupted as well.
Rubella

Susan E. Reef

In 1941, an epidemic of congenital cataracts in Australia was observed in the wake of a large outbreak of rubella. A usually mild and self-limited illness assumed new importance because of its ability to induce congenital defects in infants of women who acquire rubella during pregnancy. Subsequent success in developing and making available an effective vaccine to prevent rubella has been a major public health achievement. Even though several rubella vaccines became available in 1969, until recently the use of rubella-containing vaccine has focused mainly on developed countries. World Health Organization (WHO) conducts surveys to document the number of member countries that have introduced rubella-containing vaccine into their national immunization programs. In 1996, 78 (33%) countries/territories were using rubella vaccine in their national immunization programs, but by August 2006, 117 (61%) countries reported using rubella-containing vaccine into their national programs.

Etiological Agent, Immunology, and Diagnosis

Rubella (German or 3-day measles) is caused by an RNA virus of the togavirus family. Other agents in this family include eastern and western equine encephalitis viruses. Man is the only known reservoir. Rubella is a highly communicable but less so than measles or varicella. Virus is transmitted by the respiratory route, and infection usually occurs as a result of contact with nasopharyngeal secretions of infected persons by droplet spread. Primary rubella infection induces lifelong immunity. Reinfections of rubella have occurred in persons with natural or vaccine-induced immunity, but are usually asymptomatic and recognized only by serological testing. Reinfections in pregnant women apparently pose minimal risk to the unborn fetus.

Clinical diagnosis is often unreliable because symptoms, including rash, are absent in up to one half of persons infected with rubella. A history of exposure to rubella may be helpful in the absence of the full complement of clinical signs and symptoms. Culture of virus is difficult and not widely available. Serologic confirmation remains the definitive means of diagnosing rubella. Antibodies to the virus (initially, both IgM and IgG) appear shortly after the onset of rash illness. IgM antibodies generally do not persist more than 8–12 weeks after the onset of illness, while IgG antibodies usually persist for the lifetime of the patient. Many rubella antibody assay methods are available.

Approximately 90% of all neonates with congenital rubella infection have virus in most of their accessible extravascular fluids (e.g., pharyngeal secretions, cerebrospinal fluid, tears, urine). Because IgM antibody normally does not cross the placenta, the presence of rubella specific IgM antibody in cord blood is evidence of congenital infection. The presence and persistence of rubella-specific IgG at higher-than-expected levels postpartum (the half-life of maternal antibodies is one month) are also suggestive of intrauterine infection.

Clinical Characteristics

Postnatal Infection. Rubella is an acute, mild disease in children and young adults. The first symptoms occur after an incubation period ranging from 14 to 21 days. Communicability may begin as early as seven days before onset of rash and persists to seven days after rash onset. The cardinal manifestations of the disease are a non-specific maculopapular rash lasting three days or less (hence the term “3-day measles”) and generalized lymphadenopathy, particularly of the postauricular, suboccipital, and posterior cervical lymph nodes. However, asymptomatic infections are common: up to 50% of infections occur without rash. The rash, which is often the first sign of illness, appears first on the face and then spreads downward rapidly to the neck, arms, trunk, and extremities; pruritus is not unusual. In adolescents or adults, the rash may be preceded by a one- to five-day prodrome of low-grade fever, headache, malaise, anorexia, mild conjunctivitis, coryza, sore throat, and lymphadenopathy. The manifestations rapidly subside after the first day of the rash. Exanthems comparable to that observed with rubella infection have been described in infections with echovirus and coxsackievirus and other enteroviral infections, fifth disease (Parvovirus), and mild measles; these infections, however, are not commonly associated with postauricular or suboccipital adenopathy.

Prenatal Infection. The major disease burden of rubella virus is congenital infection. Primary rubella infection during pregnancy, whether clinical or subclinical, carries a significant risk of fetal infection. Congenital rubella is often associated with a disseminated and chronic infection that may persist throughout fetal life and for many months after birth. Spontaneous abortion, stillbirth, or congenital rubella syndrome (CRS) can result from chronic infection and the inhibition of cell multiplication in the developing fetus. Disrupted organogenesis and hypoplastic organ development lead to the characteristic structural defects; Table 9-1 lists manifestations associated with congenital rubella infection. Transplacental infection is not always reflected by immediately apparent disease; up to 50–70% of infants with congenital rubella infection may appear normal at birth. Deafness/hearing impairment is commonly diagnosed later when it is the sole manifestation. Other, relatively less frequent effects, including delayed developmental milestones to learning, and speech, behavioral, and psychiatric disorders, have been described. Autism has been reported to occur at a rate of 6%. Endocrinopathies such as thyroiditis with hyperthyroidism or hypothyroidism, diabetes mellitus, and Addison’s disease have also been occasionally reported to be late sequelae.

Congenital infection is not inevitable, however, and the fetal response to infection is not uniform; the gestational age of the conceptus at the time of primary maternal infection is the principal factor influencing the outcome of pregnancy. The risk of CRS as a consequence of maternal infection in the first 10 weeks of pregnancy may be as high as 90%, but the risk decreases sharply after the 11th week and is absent after the 20th week of gestation.

Complications

Although rubella is a mild disease in children, it may be more significant with complications in adults. Arthralgia and arthritis may occur in adults, particularly women, at a reported rate as high as 70%. Joint involvement usually occurs after the rash fades and typically lasts 5–10 days. Rare complications include optic neuritis, thrombocytopenic purpura, and myocarditis. Postinfectious encephalitis of short duration may occur 1–6 days after the appearance of rash; its incidence rate is estimated at 1 in 1600 to 1 in 5000 cases.

Occurrence

In temperate climates, rubella is endemic year-round, with a regular seasonal peak during springtime. Before the advent of rubella vaccination, major epidemics of rubella in the United States tended
to occur at six- to nine-year intervals. The last major epidemic of rubella in the United States occurred in 1964 and 1965, and resulted in an estimated 12,500,000 cases of rubella and an estimated 20,000 cases of congenital rubella syndrome and 11,250 fetal death or miscarriages. In 1964 and 1965, rubella resulted in an estimated 12,500,000 cases of rubella and an estimated 20,000 cases of congenital rubella syndrome and 11,250 fetal death or miscarriages.

In 1969, three rubella vaccines were licensed for use in the United States: the HPV-77 strain, prepared in duck embryo cell culture; the HPV-77 prepared in dog kidney cell culture; and the Cendehill strain, prepared in rabbit kidney cell culture. In 1979, the RA 27/3 strain, licensed in the United States. The goal of vaccination program was to prevent the congenital rubella infections. Initially, children from one year to puberty were targeted. During 1969–1977 (Fig. 9-3) the incidence declined in all age groups, including adults. In the late 1970s, a resurgence of rubella occurred mainly among adolescents and young adults. In 1978, ACIP recommendations were changed to include vaccination for susceptible postpubertal females, adolescents, persons in military service, and college students. By the late 1980s, rubella and CRS were at record low levels in the United States. In 1989, there was an increase in rubella cases that continued into 1991. Of the 117 CRS cases reported between 1990 and 1999, 66 (56%) were born in 1990 and 1991. Most of the rubella cases were associated with outbreaks that occurred in settings where unvaccinated adults congregated, including colleges, workplaces, prisons, and in religious communities that did not accept vaccination. Before mid-1990s, rubella occurred among non-Hispanic children; however, after the mid-1990s, rubella occurred mainly in Hispanic adults. Beginning in 1998, data on country of origin were collected for rubella cases. Between 1998–2000, of the cases with known country of origin, 77% (404 per 533) were born outside the United States. Of these, 93% were from the Western Hemisphere, of which over 50% were born in Mexico. Since 2001, the annual numbers of rubella cases have been the lowest ever recorded in the United States: less than 25 cases annually. Approximately half of these cases have occurred among persons born outside the United States. This was also seen with the significant decrease in CRS cases. During 1998 through 2004, 27 CRS cases were reported, of which 23 CRS cases were born between 1998 and 2000.

**Strategy for Prevention**

Since licensure of live attenuated rubella virus vaccines in 1969, efforts to control rubella in the United States have been directed primarily at preschool and elementary schoolchildren of both sexes. It was reasoned that, in addition to protection of children, circulation of the virus would be greatly reduced or interrupted, and susceptible pregnant women would be protected indirectly by virtually eliminating the risk of exposure. As noted above, although this strategy substantially reduced the incidence of rubella and congenital rubella infection in the United States, this program did not reduce susceptibility among persons less than 15 years old. In 1978, the Advisory Committee on Immunization Practices (ACIP) recommendations were modified to include the vaccination of susceptible postpubertal females and high-risk groups such as military recruits and university students. With combined routine childhood vaccination and vaccination of women of childbearing age, cases of rubella and CRS are at a record low in the United States. Another approach initially implemented elsewhere (e.g., in the United Kingdom) prescribed immunization of young adolescent girls at approximately 11–14 years of age, and all susceptible adult women of childbearing age. It was anticipated that this approach would not reduce the total number of cases of rubella but would have a direct protective effect as these girls enter their childbearing years. Indeed, there was little change in the reported occurrence of rubella and CRS in the United Kingdom through the mid-1980s, and major epidemics occurred in 1978, 1979, 1982, and 1983. Nonetheless, serological evidence indicates that the proportion of young adult women who are susceptible has declined in recent years. However, because the vaccine is less than 100% efficacious and immunization coverage is lower than 100% in girls, cases of rubella in women of childbearing age do occur with subsequent CRS. With the improvement of coverage and adequate surveillance, MMR vaccine was introduced in 1988 as part of the routine childhood immunization schedule, resulting in gradual decline in the number of cases of rubella. However, in 1993, a resurgence of rubella occurred among young adult males. To prevent a measles epidemic, in November 1994, a national vaccination campaign was offered to all children aged 5–16 years of age using measles vaccine to which rubella vaccine was added. Since 1996, there have been no large outbreaks of rubella reported.

In 1969, three rubella vaccines were licensed for use in the United States: the HPV-77 strain, prepared in duck embryo cell culture; the HPV-77 prepared in dog kidney cell culture; and the Cendehill strain, prepared in rabbit kidney cell culture. In 1979, the RA 27/3 strain,
which is prepared in human diploid cells, was introduced and has since been the only rubella vaccine that is distributed in the United States. In at least 95% of vaccinees, all these vaccines induce antibodies that have been shown to persist for more than 16 years, indicating that immunity is durable and probably lifelong. However, two studies have documented that there may be waning of rubella antibodies in adolescents that were vaccinated with rubella vaccine 9–14 years earlier. In recent years, outbreaks of rubella have occurred in young adults, but few cases were observed among persons with documented previous vaccination. This suggests that waning of antibody levels is not associated with loss of protection. Most of those persons who lack detectable antibody by standard tests have been shown to have antibody by more sensitive tests. When exposed to either natural disease or revaccination, such persons typically do not develop an IgM response and do not have detectable viremia.

In the United States, rubella vaccine is recommended for all susceptible persons 12 months of age and older, unless vaccination is contraindicated. Rubella vaccination is most cost-effective when offered as MMR vaccine. Persons should be considered susceptible to rubella unless they have documentation of (a) adequate immunity with rubella virus vaccine on or after their first birthday, (b) laboratory evidence of immunity, or (c) born before 1957 (except women who could become pregnant). Persons who are unsure of their rubella disease or vaccination history or both should be vaccinated. Adults born before 1957 may receive MMR vaccine, unless otherwise contraindicated.

Rubella vaccine given after exposure may not provide protection, but there is no contraindication to its use. The vaccine has not been observed to increase the severity of disease, and if the exposure did not result in infection, it should induce protection against subsequent infection. Immune globulin (IG) given after exposure to rubella will not reliably prevent infection or viremia but may only modify or suppress symptoms. Infections with congenital rubella syndrome as a result of disease or treatment because of the theoretical possibility that replication of the vaccine virus can be potentiated. Other contraindications to vaccination are recent administration of IG, and severe febrile illness.

The goal of elimination of indigenous rubella and congenital rubella syndrome in the United States was established for the year 2010. In October 2004, a panel of experts reviewed data indicating that less than 25 reported rubella cases had occurred yearly since 2001(Fig. 9-3), more than 95% vaccination coverage was documented among school-age children, more than 91% population immunity was present, adequate surveillance was in place to detect outbreaks of two or more cases, and the pattern of virus genotypes was consistent with the conclusion that cases in the United States are caused by virus originating in other parts of the world. Based on these available data, panel members concluded unanimously that rubella was no longer endemic in the United States.

With the elimination of endemic chains of rubella transmission in the United States, future patterns of rubella in the United States will most likely reflect global disease epidemiology. Since 2000, most non–U.S.-born cases of rubella reported in the United States have occurred among people born in Asia, the Middle East, or elsewhere in countries that have not implemented rubella vaccination or just recently implemented a vaccination program. According to a survey of the member countries in the World Health Organization, the number of countries that have incorporated rubella-containing vaccine into their routine national program increased from 78 (33%) in 1996 to 117 (61%) in 2006. However, rubella continues to be endemic in many parts of the world. While rubella circulates anywhere in the world, the United States must continue its vigilance on three fronts to prevent the reestablishment of rubella transmission and the occurrence of CRS: maintaining high vaccination rates among children; assuring immunity among women of childbearing age, with particular attention by health-care providers to those women born outside the United States; and continuing to conduct surveillance for both rubella and CRS.
Pertussis

Margaret Mary Cortese • Kristine M. Bisgard

Pertussis is a highly communicable respiratory illness caused by the bacterium *Bordetella pertussis*. It is typically manifested by paroxysms of severe coughing that can persist for many weeks and are often associated with inspiratory whooping and post-tussive vomiting. In the prevaccine era, pertussis was a significant cause of morbidity and mortality among infants and children in the United States, with an average of more than 160,000 cases and more than 5000 deaths reported annually in the 1920s and 1930s (Fig. 9-4).¹⁻²

**Clinical Characteristics**

The main clinical feature of classic pertussis is paroxysmal coughing (i.e., the sudden onset of repeated violent coughs without intervening respirations).³ The onset of illness is insidious. During the first one or two weeks of illness, coryza is accompanied by shallow, irritating, nonproductive coughing, which gradually changes into spasms of paroxysmal coughing. The patient generally remains well and free from cough between paroxysms. In classic pertussis, the coughing attacks become more severe and are commonly followed by inspiratory whooping or vomiting. After a few weeks of paroxysmal coughing, the disease peaks in severity and begins to subside, although convalescence (manifested by diminished but continuing cough) is protracted and can last over three months. In young unvaccinated children, leukocytosis and lymphocytosis are often present during the early paroxysmal stage of the disease. Classic pertussis can occur in a person at any age. Mild or atypical pertussis (without severe paroxysms or whooping) can occur in vaccinated children and in adolescents and adults whose protection from childhood vaccination or previous natural exposure has waned. A diagnosis of pertussis may be suggested in such patients by a history of persistent cough and exposure to a known or suspected case. In infants, serious apnea may follow coughing paroxysms. Very young infants (i.e., infants aged < 3 months) may present with apnea and/or bradycardia with relatively minimal cough or respiratory distress and pertussis may not be initially suspected.⁴⁻⁵ In a recent study of infants admitted to UK pediatric intensive care units with respiratory failure, an acute life-threatening event, or apnea/bradycardia, pertussis was initially suspected in only 28% (7/25) of those ultimately diagnosed with pertussis.⁶ Although boosting of antibodies is not uncommon in exposed household contacts who do not develop symptoms, asymptomatic infection with isolation of *B. pertussis* occurs only in a small minority of household contacts.⁷ Long-term carriage is thought not to occur. Whooping cough may also be caused infrequently by *Bordetella parapertussis* and by the animal pathogen, *Bordetella bronchiseptica*. Infection with adenoviruses, *Mycoplasma pneumoniae* and *Chlamydia pneumoniae* should be included in the differential diagnosis.

**Complications**

The major complications, including hypoxia, pneumonia, malnutrition, seizures, and encephalopathy, are most common in young unimmunized children. Of the 18,500 cases reported in U.S. infants aged less than 12 months from 1990–1999, 67% were hospitalized and 0.5% died.² Of the 90% or more with information provided on the following complications, 56% had apnea, 1.9% had seizures, and 0.3% had encephalopathy. Radiograph-confirmed pneumonia was reported for 22% of those infants with data provided (63% of infant cases had data, for a minimum pneumonia incidence of 14% in infected infants). Approximately 76% of infants aged less than four months with reported pertussis were hospitalized compared with 48% of infants 4–11 months of age. These older infants, unlike the younger infants, were eligible to have received at least two doses of vaccine. It is likely that infants hospitalized with pertussis are more likely to be reported to the surveillance system than those treated as outpatients. Because a large proportion of infants reported to the system were indeed hospitalized, the complication rates described above likely represent those infants with more severe disease. For children in developing countries, additional nutritional deficits from poor feeding and post-tussive vomiting are a serious complication of pertussis.

In developed countries, deaths from pertussis are almost always in infants, with the majority occurring in infants too young to have received three pertussis vaccinations.⁵⁻⁹ Of the 77 pertussis deaths reported in the United States from 1990–1999, 61 were among infants aged less than 12 months (average annual pertussis mortality rate among infants: 2.4 deaths per million), and 49 (80%) of the 61 fatal infant cases were in infants aged less than four months.⁸ Among these deceased infants, refractory pulmonary hypertension was a common, severe complication that contributed to death. Twelve percent of infants who died in 1980–1999 were reported to have encephalopathy. The term pertussis encephalopathy has generally been used to describe neurologic complications associated with pertussis, including seizures and coma. The pathophysiologic mechanisms for these complications are not clear; pathologic examination from previous reports of patients who died with pertussis encephalopathy generally had evidence of hypoxic damage or hemorrhage without inflammation in the brain.¹⁰⁻¹¹

Adolescents and adults can also develop complications from pertussis. Hospitalization rates were 0.8% and 3% for 1679 adolescents and 936 adults, respectively, with confirmed pertussis studied in Massachusetts during 1998–2000, and pneumonia was diagnosed in 2% of each group.¹² The most common complications reported in another Massachusetts cohort of 203 adults with pertussis were weight loss (33%), urinary incontinence (28%), loss of consciousness (6%), and rib fractures from severe coughing (4%).

**Bacteriology and Pathogenesis**

*B. pertussis* is a small, fastidious, gram-negative coccobacillus that was first isolated by Bordet and Gengou in 1906. Isolation requires a complex medium that contains blood or charcoal or both, on which the bacilli appear as small, pearly colonies. Pathologically, pertussis is a superficial respiratory infection, primarily of the subglottic respiratory tract. *B. pertussis* can be found attached to mucosal cells and inside alveolar macrophages. Systemic invasion does not occur. Pathological specimens from patients demonstrate local bronchial epithelial necrosis and inflammation. Pertussis appears to be a toxin-mediated disease resulting from local infection.¹³⁻¹⁴ The products of *B. pertussis* antigens that may be responsible for the local or systemic pathophysiological events, or both, include pertussis toxin (PT), endotoxin, dermatonecrotic toxin, tracheal cytotoxin, adenylate cyclase toxin, filamentous hemagglutinin (FHA), fimbriate 2.3 (FIM) and pertactin (PRN). PT is an ADP-ribosyl transferase (modulates host G proteins) and is considered responsible for the lymphocytosis and hypoglycemia that may be seen in whooping cough. PT and adenylate cyclase toxin are considered important mediators of altered
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Characterization of *B. pertussis* isolates using molecular methods (e.g., pulsed-field gel electrophoresis) may be a useful tool in epidemiologic investigations and in the study of the bacterial genome itself. 

**Diagnosis**

Laboratory confirmation of the clinical diagnosis can be difficult. Cultured specimens are obtained either by nasopharyngeal aspiration or by passing a fine wire tipped with Dacron or calcium alginate through the patient’s nose to the posterior portion of the nasopharynx. The nasopharyngeal swabs are streaked on Bordet-Gengou, Regan-Lowe, or other appropriate agar medium. A selective antimicrobial agent, such as cephalexin, greatly enhances recognition of pertussis colonies by suppressing the overgrowth of normal flora. The plates must be incubated for at least 5–7 days and preferably up to 12–14 days.

Recovery of *B. pertussis* from patients is affected by the patient’s age, prior vaccination, antimicrobial therapy, and by the stage of illness. If nasopharyngeal specimens are collected from children within 2 weeks of cough onset and cultured on proper media, *B. pertussis* can be isolated in an experienced laboratory in up to 80% of patients with clinical disease who have had no prior vaccination or antimicrobial therapy. The yield of culture, however, is reduced in older patients and patients who have been vaccinated so that less than 50% may be positive. Additionally, the frequency of positive cultures diminishes rapidly after onset of paroxysmal cough. Cultures obtained 21 or more days after cough onset are almost always negative.

In vaccine efficacy trials, increases in immunoglobulin (Ig) A and G to *B. pertussis* antigens between acute and convalescent serologic samples were used as one method of diagnosing pertussis. Practical application is limited, however, because the first serum specimen must be collected very soon after cough onset for a significant antibody increase to be detected. In persons who have not been recently vaccinated (e.g., >3 years from the last pertussis vaccination), the anti-PT IgG titer in a single serum sample (measured by enzyme-linked immunosorbent assay (ELISA) using standardized, validated methodology) taken 2–8 weeks after cough onset can be used to diagnose pertussis. Although not all *B. pertussis*-infected individuals will have increased anti-PT IgG, this test is useful in adolescents and adults to document pertussis in suspected outbreaks, and to help assess the extent of the outbreak.

Polymerase chain reaction (PCR) methods have been developed for *B. pertussis* and are being increasingly used in research and for routine diagnosis. Compared with culture, PCR testing is more rapid and could be more sensitive. However, this assay has not been well standardized, and there are concerns about false-positive test results. In addition, PCR does not provide a bacterial isolate that can be used for antimicrobial sensitivity testing or molecular characterization. During a suspected pertussis outbreak, the inability to culture *B. pertussis* from appropriately timed and handled specimens of at least several PCR positive persons can indicate the PCR results are falsely positive. Another test, direct fluorescence antibody (DFA) staining of mucous smears from nasopharyngeal swabs, has also been used for laboratory diagnosis. However, rates of false-positive and false-negative results can be high and DFA should not be used to diagnose pertussis.

**Immunity**

The mechanism of immunity in pertussis is not well understood. After natural infection, a rise in serum antibody level in most patients can be observed by ELISA measurement of class-specific antibodies to PT, FHA, FIM, and/or PRN. The timing of the appearance of IgG and IgA antibody corresponds roughly to the disappearance of culturable organisms from the nasopharynx (i.e., >2 weeks after cough onset). Studies in mice support a role for cell-mediated immunity in protection against pertussis. Immunity against clinical whooping cough induced by natural infection is believed to be long lasting; however, frequent exposure and infection with *B. pertussis* (“boosting”) during an individual’s life time may be required to maintain protection against clinical illness. Neonates are apparently generally susceptible to pertussis, suggesting levels of maternal antibodies are too low to provide protection.

The components of *B. pertussis* that induce protective antibody in humans have not been precisely identified. The protective effect of the whole-cell pertussis vaccine in humans, as measured by its effect on the secondary attack rate in household contacts, correlates moderately well with its potency in protecting mice against intracerebral challenge with the organism. In the mouse potency test, mice are inoculated intraperitoneally with dilutions of the vaccine being tested or with the U.S. standard pertussis vaccine. Fourteen days later the mice are challenged intracerebrally with live pertussis bacteria and then observed for 14 days. Protection is determined by comparing the survival rates in recipients of the test vaccine and of the standard vaccine. Experience gained in field trials of different acellular pertussis vaccines in the 1990s provided new information regarding immunity to pertussis. Inactivated pertussis toxin is an essential component of all acellular pertussis vaccines tested and, in vaccines with sufficient quantity, may account for most of their efficacy. The addition of one or more attachment factors such as FHA, FIM, and PRN to the acellular pertussis vaccine seems to result in increased efficacy compared to PT alone.
Transmission
Pertussis is spread from person to person by large respiratory droplets generated by an infected person or by direct contact with secretions from the respiratory tract. Humans are the only reservoir for B. pertussis and the bacterium does not survive outside the host. Pertussis is highly contagious with secondary attack rates in unimmunized susceptible household contacts as high as 90%. The incubation period is usually 7–10 days (range 4–21 days). A person is considered most infectious during the early (catarrhal) stages of the disease. The likelihood of isolating B. pertussis declines rapidly by three weeks after onset of coughing.

Occurrence
Pertussis is endemic worldwide. The World Health Organization (WHO) estimates a global total of 48.5 million cases of pertussis per year, with 295,000–390,000 deaths. In countries without an immunization program, WHO estimates that 80% of surviving newborn infants acquire pertussis in the first five years of life; case-fatality rates are estimated at 3.7% for infected infants and 1% for children aged 1–4 years. In communities with high vaccination levels, the reported number of cases of severe disease and deaths attributable to pertussis are substantially reduced, usually by more than 95%, compared with the prevaccine era.

Before the introduction of pertussis vaccines in the late 1940s in the United States, morbidity and mortality rates for pertussis had already begun to decline, indicating that other factors (e.g., household crowding) may affect the occurrence of pertussis. With the introduction and widespread use of infant/childhood vaccines, the age-specific incidence and clinical manifestations of reported pertussis in the United States have changed: the incidence of disease is now highest in infants too young to receive adequate immunization (i.e., at least 3 doses), and cases among adolescents and adults are increasingly reported (Fig. 9-5). Epidemic pertussis has a 3–5 year periodicity. During the period from 1997 to 2000, an average of 7400 cases were reported annually. Of patients whose age was reported, 29% were less than 1 year of age, 12% were aged 1–4 years, 10% were aged 5–9 years, 29% were aged 10–19 years, and 20% were aged at least 20 years. The proportion of reported pertussis cases aged at least 10 years has increased from 19% during 1980 to 1989 to 49% during 1997 to 2000. This increase has been most marked in states with improved surveillance. Massachusetts, in particular, contributes a substantial proportion of the total reported adolescent and adult cases due to the availability of Massachusetts of a serologic test for diagnosis in these age groups. Vaccine-induced protection against clinical disease wanes over approximately 6–12 years. Studies of

selected populations suggest that pertussis is an important cause of acute cough illness of more than seven days duration in adolescents and adults, with as many as 12–26% of such patients who sought medical care having serologic evidence of recent infection with B. pertussis. In a cohort of 2781 adolescents and adults followed prospectively for two years in an acellular pertussis vaccine trial, 1–7% of cough illness episodes were attributed to pertussis. In addition, outbreaks in middle schools, high schools, and among health-care workers in hospitals highlight the important role that older children and adults play in transmission. Better recognition, diagnosis, and reporting of pertussis in adolescents (including from school outbreaks) is responsible in large part for the greater number of cases reported in this age group; precisely how much of the increase reflects an actual change in the burden of disease is unclear. Nonetheless, the true burden of disease in adolescents and adults (estimated in two studies to be 450–507 cases per 100,000 person-years) is greatly underestimated by passive surveillance data systems because the pertussis cough is not pathognomonic, many persons do not seek medical care for a cough illness, and there is limited availability of reliable diagnostic tests in many states (Fig. 9-5).

Strategy for Prevention and Control

Active Immunization. Active immunization is the most effective method for preventing pertussis. The first generation of pertussis vaccines were developed and tested in the 1940s and consist of formaldehyde-treated whole-cell preparations of B. pertussis combined with diphtheria and tetanus toxoids (DTP). These vaccines have been used worldwide since the 1950s and have substantially reduced pertussis morbidity and mortality. Concerns about the safety of whole-cell pertussis vaccines led to the development of acellular vaccines which contain purified antigenic components of B. pertussis combined with diphtheria and tetanus toxoids (DTaP) and are much less likely to provoke common adverse events. Acellular pertussis vaccines have been in use in Japan since the early 1980s and were initially administered to children two years of age and older. In 1991, acellular pertussis vaccines were licensed in the United States for use as the fourth and fifth doses of the pertussis vaccination series; they were approved for use in the infant 3-dose series in 1996 when efficacy data became available.

Eight different acellular pertussis vaccines and four whole-cell vaccines were evaluated in large field studies in the 1990s for safety and efficacy when administered to infants. Because of differences in study design, clinical case definition, and laboratory methods used to confirm the diagnosis, comparison of efficacy estimates from

Figure 9-5. Age distribution of reported pertussis cases—U.S., 2003.
these studies should be made with caution. The protective efficacy of the acellular vaccines against moderately severe pertussis disease ranged from 59% to 85%. Vaccine efficacy for the four whole-cell vaccines ranged from 36% to 98%. One lot of whole-cell pertussis vaccine, manufactured and distributed in the United States, had unexpectedly low vaccine efficacy when used as a three-dose series in studies conducted in Sweden and Italy. In these trials, all the acellular vaccines evaluated were associated with fewer local (pain, redness, and swelling at the site of injection) and systemic (fever and fussiness) adverse reactions than whole-cell vaccines. Additionally, in a randomized double-blinded study (n = 2200 infants) of the adverse reactions following administration of 13 different acellular pertussis vaccines and one whole-cell vaccine at 2, 4, and 6 months of age, all the acellular vaccines were associated with substantially fewer local and systemic reactions than the whole-cell vaccine.26

The efficacy of immunization with whole-cell pertussis vaccines for preventing classical pertussis is good initially (70–90%) but begins to wane over several years.27-29 One community study showed efficacy to be 79% in the first 3 years, 53% after 4–7 years, 35% after 8–11 years and essentially nil 12 years after immunization.29 Follow-up studies of children in the acellular vaccine efficacy trials (with differences in follow-up study designs, case definitions for pertussis, and original vaccination schedules) have not detected reduction in efficacy during follow-up periods of up to six years.30,31 When pertussis does occur in recently immunized persons, it tends to be milder, with cough of shorter duration than in unimmunized persons.26

Although pertussis vaccines are less immunogenic in younger infants compared with older infants, it is recommended that immunization begin at 6–8 weeks of age because the disease is most often life-threatening in young infants. Three or more doses of DTP or DTaP vaccine are required to reliably confer protection; two doses may provide protection against hospitalization and death.32 WHO recommends three doses of diphtheria and tetanus toxoids combined with whole-cell pertussis vaccine (DTP) at 6, 10, and 14 weeks of age. The added value of booster doses in the second year of life or at school entry depends upon the epidemiology of diphtheria, tetanus, and pertussis in the country, the coverage achieved with the first three recommended doses, and the resources available. In the United States, the capacity for diphtheria, tetanus, and acellular pertussis vaccine are recommended: three primary doses at 2, 4, and 6 months of age, a booster dose in the second year of life (15–18 months) and a second booster dose at school entry (4–6 years).33 During pertussis outbreaks in the United States, the first three doses may be given at 6, 10, and 14 weeks of age to provide protection as early in life as possible.

Treatment and Chemoprophylaxis. Pertussis symptoms may be ameliorated when effective antimicrobial therapy is started during the catarrhal stage or within two weeks of cough onset. Once the paroxysmal stage has begun, antimicrobial therapy has no clear effect on the course of illness. The major role for antimicrobial agents in pertussis is to decrease communicability. The preferred antimicrobial agents for treatment and prophylaxis of pertussis are macrolide antibiotics: erythromycin, clarithromycin, or azithromycin. Providers should consider safety, evaluation of concurrent medications for potential interactions, adherence to the prescribed regimen, and cost when choosing a macrolide or alternative agent for any patient.34 Erythromycin has long been the drug of choice for treatment of pertussis (children: 40–50 mg/kg per day in four divided doses; adults: 1–2 g/day) and recommended duration to prevent bacteriologic relapse is 14 days. Recent guidelines from some countries have reduced recommended duration of treatment with erythromycin to 7 days.35,36 Newer antimicrobials (e.g., azithromycin and clarithromycin) are being increasingly used for treatment of pertussis because of reduced gastrointestinal side effects and simpler dosing regimens;37-42 azithromycin in adults: 500 mg once daily 1250 mg once daily days 2–5; children aged more than 6 months: 10 mg/kg/day as single dose on day 1, then 5 mg/kg/day on days 2–5; infants aged less than 6 months: 10 mg/kg/day as single daily dose for five days; clarithromycin in adults: 500 mg twice daily for seven days; children aged at least 1 month: 15 mg/kg/day in two divided doses (maximum 500 mg/dose) for seven days. Trimethoprim-sulfamethoxazole (adults: trimethoprim 320 mg per day, sulfamethoxazole 1600 mg per day in two divided doses; children: trimethoprim 8 mg/kg per day, sulfamethoxazole 40 mg/kg per day in two divided doses) is an alternative for patients who do not tolerate macrolides. Infantile hypertrophic pyloric stenosis (IHPS) in neonates (i.e., age ≤ 28 days) has been reported following the use of erythromycin.30,43 The high case-fatality ratio of pertussis in neonates emphasizes the need to prevent pertussis in this age group, but unnecessary prophylaxis in neonates should be avoided. Physicians who prescribe macrolides to neonates should inform parents about the possible risks for IHPS and counsel them about signs of developing IHPS.

Untreated children may return to school 21 or more days after cough onset; children treated with effective antimicrobial agents become noninfectious after five days of therapy. Health-care workers symptomatic with pertussis should be excluded from patient contact for five days while on effective antimicrobial treatment.32 In general, chemoprophylaxis is recommended for close contacts of a pertussis case and especially if the contact is an unvaccinated child or is known to have contact with infants. Because household transmission or natural boosting has often occurred by the time the first case is diagnosed in a household, some countries have additionally recommended this vaccine for health-care workers, and/or parents and other adults in close contact with newborns (“cocoon strategy”). Uptake has been variable and there are no data available yet on the impact of these recommendations on the burden of disease or any resultant changes in the epidemiology of pertussis. Importantly, it is not clear to what degree such strategies can reduce disease burden in the population most vulnerable for severe outcomes: infants too young to be fully vaccinated. In order to provide earlier protection for this critical group, additional vaccination strategies are being studied (e.g., maternal vaccination to boost antibodies passively transferred to the newborn, neonatal vaccination).36,37,38 In developing countries, routine infant immunization with whole-cell pertussis vaccine and early diagnosis and treatment of clinical cases with erythromycin will likely remain the primary tools for pertussis control in the early twenty-first century.
Tetanus

Katrina Kretsinger • John S. Moran • Martha H. Roper

INTRODUCTION

Tetanus is the only vaccine-preventable disease that is not communicable. The causative agent is ubiquitous, the disease has a high case-fatality ratio, and through immunization, is almost completely preventable. Following the introduction and widespread use of tetanus toxoid, a safe and effective vaccine, tetanus has become uncommon in developed countries. Nonetheless, it remains common in developing countries, particularly among neonates.1

Etiological Agent, Pathogenesis, and Diagnosis

Clostridium tetani is an anaerobic, gram-positive rod that exists in both vegetative and sporulated forms. Tetanus spores can survive for years. They are highly resistant to heat and chemical agents, and can only be destroyed by rigorous sterilization procedures. As a result, spores are widespread in nature and are found in soil, dust, animal and human feces, and on human skin. Tetanus spores germinate, multiply, and elaborate toxin when inoculated into oxygen-poor sites, such as necrotic tissue, pus accumulations, and deep puncture wounds.

The C. tetani bacillus produces an exotoxin, tetanospasmin, a potent neurotoxin responsible for clinical tetanus. Tetanospasmin diffuses locally from wounds to adjacent muscle, and systemically through the bloodstream and lymphatics. The toxin does not cross the blood-brain barrier; entry and spread through the central nervous system is by retrograde intra-axonal transport. The quantity of toxin sufficient to cause disease is generally insufficient to induce an immune response. Consequently, tetanus infection does not confer immunity.

The diagnosis of tetanus depends on clinical signs and symptoms rather than laboratory confirmation. Isolation of C. tetani from infected wounds is neither sensitive nor specific; tetanus bacilli are infrequently recovered from contaminated wounds, and may be isolated from patients who do not have tetanus disease. Serum collected before tetanus immune globulin (TIG) is administered can demonstrate susceptibility to the disease if anti-tetanospasmin antibody levels are low; however, a level in the protective range does not rule out disease. Testing with a tetanus skin test, the rapid tetanus antitoxin test, or the tetanus toxoid neutralization test is required to confirm tetanus disease in patients with history suggestive of tetanus.

Clinical Characteristics

The incubation period from spore inoculation to the onset of clinical manifestations is variable, ranging from 2 days to 5 weeks or longer, but is generally from 6 to 8 days. The severity of symptoms is inversely related to incubation period.1 Generalized tetanus is the most common clinical form. The earliest sign of tetanus often is spasm of the jaw muscles (trismus, or lockjaw). Progression results in spasm of other muscles of the neck, thorax, back, abdomen, and extremities, sometimes with generalized spasms of large muscle groups resulting in opisthotonos. Some patients manifest risus sardonicus, a characteristic grimacing facial expression. With severe disease, tonic seizure-like activity (tetanospasm) also occurs. External stimuli aggravate spasms and should be minimized. Instability of the autonomic nervous system is a relatively common complication. Recovery from the acute episode of tetanus may require several weeks and can be complicated by conditions associated with generalized debility and poor nutrition, such as pneumonia and decubitus ulcers. In general, the risk of death is related not only to the quality of supportive care provided but also to the patient’s age and immunization status.2 Tetanus neonatorum is a form of generalized tetanus occurring in newborn infants.

Localized tetanus is an uncommon form of tetanus characterized by stiffness and rigidity around the site of injury due to muscle spasm. Localized tetanus usually resolves without sequelae, but can progress to generalized tetanus. Cephalic tetanus is a rare manifestation of the disease that is generally associated with lesions of the head or face. In contrast to the other forms of tetanus, cephalic tetanus is associated with atomic cranial nerve palsies.

Occurrence

Tetanus can occur as a complication both of acute wounds and chronic infections, including puncture wounds, compound fractures, abrasions, avulsions, burns, crush injuries, animal bites or scratches, surgery, injections, dental and ear infections, chronic skin ulceration, abscesses, gangrene, abortions, childbirth, and infections of the umbilical stump. Acute trauma accounted for 73% of 129 cases of non-neonatal tetanus in the United States between 1998 and 2000.4 Puncture and deep wounds, especially those associated with devitalized tissue, are more prone to tetanus infection than superficial abrasions. However, tetanus has also occurred after innocent-appearing wounds and in instances where no wound could be recalled.

Tetanus-associated mortality in the United States has declined to a relatively constant rate since the early 1900s.3 When case reporting began in the late 1940s, the annual incidence of reported cases was 4 per million population and the case-fatality ratio was 91%. The average annual incidence had dropped to 0.16 per million in 1998–2000 with a case-fatality ratio of 18% among the 113 patients with known outcomes.4 A total of 129 cases were reported with onset during this time period, an average of 43 cases per year.

Immunization status is inversely correlated with risk for disease and mortality from tetanus. Among the 129 cases from 1998 to 2000, complete immunization status was known for 50 (38%) of the cases. Among them, 20 (41%; 15% of all cases) were reported to have received three or more doses of tetanus toxoid; only eight (16%) were reported to have received their most recent dose of tetanus toxoid within the previous 10 years. Only one death occurred among those who reported having received at least a primary 3-dose series (6%). The remaining 19 deaths occurred in 95 patients with known outcome who reported either fewer than three previous doses, or did not know their immunization status (20%). Tetanus fatalities among patients who have received at least three tetanus toxoid doses are very rare. Only four such cases have been reported in the United States since 1972 (CDC, unpublished data).

The risk of tetanus increases with increasing age. In the United States, from 1998 to 2000, the average annual incidence was 0.05 per million among persons less than 20 years of age, 0.16 per million among persons 20–59 years of age, and 0.35 per million among persons 60 years of age or older.1 Older adults also have a higher case-fatality ratio. From 1998 to 2000, 40% of tetanus patients 60 years of age or older died, compared with 8% of patients 20–59 years of age and no patients less than 20 years.1

Note: The findings and conclusions in this chapter are those of the authors and do not necessarily represent the views of the Centers for Disease Control and Prevention.
Data obtained from a national population-based serosurvey conducted in the United States from 1988 to 1994 indicate that the prevalence of immunity to tetanus, defined as an antibody concentration of minimum 0.15 IU/mL, declines with increasing age. Thirty-one percent of persons 70 years of age were immune, compared to more than 90% of persons aged 6–11 years.6 The lower prevalence in older age groups likely reflects a combination of a lower likelihood of having completed a primary series of tetanus vaccination (birth before initiation of routine childhood immunization with tetanus toxoid), noncompliance with recommended additional tetanus toxoid-booster doses, and waning immunity with time since last dose. Overall, 17% more men than women had protective levels of antibody to tetanus, likely due to immunization received as part of military service or employment, or in conjunction with wound care. Finally, the sero-prevalence of protective levels of tetanus antibody is lower among persons born outside of the United States.6,7

Diabetes and intravenous drug use are independent risk factors for tetanus. Diabetic patients have a particularly elevated incidence of tetanus: 0.26 per million among persons 20–59 years of age and 0.70 per million among those 60 years and older. Intravenous drug users accounted for 15% of the tetanus cases from 1998–2000.

Tetanus is very rare among children and associated with failure to vaccinate. A review of 15 reported cases of non-neonatal tetanus among children less than 15 years of age from 1992 to 2000 in the United States found that 85% of the children were unprotected due to religious or philosophic objection to vaccination.6

Neonatal tetanus occurs during the month following delivery, usually as the result of C. tetani infection of the umbilical stump of a child born to a mother who did not possess sufficient antitoxin to provide passive protection by transplacental antibody transfer. Contamination of the umbilical stump occurs most often following deliveries unattended by trained personnel, especially when clean birthing surfaces and equipment for cutting the umbilical cord and dressing the cord stump are unavailable. Neonatal tetanus is a leading cause of death in many parts of the world. In 1988, an estimated 787,000 neonatal deaths (6.5 per 1000 live births) were attributed to neonatal tetanus;5 that number had dropped to approximately 200,000 in 1997 in many parts of the world. In 1998, an estimated 787,000 neonatal deaths (6.5 per 1000 live births) were attributed to neonatal tetanus;5 that number had dropped to approximately 200,000 in 1997.

Preexposure Vaccination. Preexposure active immunization with tetanus toxoid offers the best and most efficient method of preventing tetanus. The results of active immunization of U.S. Army personnel during World War II demonstrated the effectiveness of the toxoid. Only 12 cases occurred among 2.73 million wounded or injured personnel (4.4 per million) compared with 70 cases among 0.52 million wounded or injured during World War I (134 per million).12

In the United States, tetanus toxoid is available as an aluminum phosphate adsorbed preparation, either as a single antigen (TT), or as combination pediatric vaccine with either diphtheria toxoid (DT) or diphtheria toxoid and acellular pertussis vaccine (DTaP), or as a combination reduced diphtheria toxoid (Td) for adolescents and adults.13,14

In the United States, five doses of DTaP are recommended for routine childhood vaccination.14,15 The primary series is composed of three doses of DTaP at 2, 4, and 6 months of age. A booster dose is recommended in the second year of life (15–18 months), and a second booster dose at school entry (4–6 years). Children with contraindications to receipt of the pertussis component of DTaP should receive the child's final dose of diphtheria and tetanus toxoids (DT) instead.16

Unimmunized persons aged seven to nine years should receive a 3-dose primary series with Td, and those over the age of nine years should receive a single dose of Tdap and 2 doses of Td. The first two doses are given at an interval of 4–8 weeks; the third 6–12 months later. There is no need to restart a primary series regardless of the time elapsed between doses. DTaP and DT are not routinely recommended for persons seven years of age or older due to the increasing frequency and severity of reactions to diphtheria toxoid with increasing age.13

After complete primary tetanus immunization, boosters are recommended for routine pre-exposure prophylaxis every 10 years in the United States.12 A single booster dose of Tdap is recommended, and subsequent boosters should be with Td. The need for decennial boosters throughout adulthood has been questioned and alternative booster schedules proposed, based on the arguments that few cases of tetanus, and fewer tetanus deaths, occur among adults with a documented primary tetanus toxoid series despite poor adherence to adult booster recommendations, and that decennial boosters in adults are not cost-effective.17–20 The 10-year booster remains the recommended public health strategy for tetanus prevention to attempt to ensure protection in a high proportion of the adult population. The first booster dose is given at ages 11–12 years at the time of the adolescent immunization visit. An adult assessment visit at age 50 years also is recommended by the Advisory Committee on Immunization Practices in the United States to review past vaccination history and determine the need for all recommended vaccines.

Mild local reactions, such as pain, erythema and mild swelling at the injection site are relatively common following receipt of tetanus toxoid. Severe systemic reactions are very rare. In patients with a history of possible anaphylactic reaction to tetanus toxoid, skin testing with appropriately diluted toxoid should be performed before a decision is made to discontinue further tetanus toxoid immunization.12,21 Severe local swelling following tetanus toxoid (Arthus reaction) is rare and usually occurs in those who have received multiple doses of tetanus booster and have high preexisting antitoxin levels.22,23 Neurologic reactions after tetanus toxoid are rare but can occur. In a 1994 review, the U. S. Institute of Medicine concluded that a causal link existed between tetanus toxoid and brachial plexus neuropathy, but that insufficient evidence exists to assign causality to the association with Guillain-Barré syndrome.24 A subsequent study also failed to find an association between tetanus toxoid and Guillain-Barré syndrome.25

Wound Management. The management of wounds includes adequate wound cleaning and débridement, and evaluation of immunization status.13 The need for tetanus toxoid (active immunization) with or without TIG (passive immunization) depends on both the condition of the wound and the patient’s vaccination history (Table 9-2). A careful attempt should be made to determine how many doses of toxoid a person has received previously. Patients with unknown or uncertain previous immunization histories should be considered to have received no previous tetanus toxoid.

If the patient sustains a wound that is judged to be clean and minor, administration of tetanus toxoid is necessary if the patient either has not yet completed a primary series, or has not received a booster dose within the preceding 10 years. In the case of a wound judged to be other than clean and minor, a booster dose is required if the primary series has not been completed, or if the patient has not received a booster dose within the preceding five years. Passive immunization with tetanus immunoglobulin (TIG) is indicated at the time of wound treatment in patients with contaminated or major wounds (Table 9-2) who have had fewer than three known previous doses of toxoid. All inadequately immunized patients should subsequently complete a 3-dose primary series.13

When passive tetanus prophylaxis is indicated, 250 units of TIG should be given intramuscularly. Tetanus toxoid and TIG can be given simultaneously, but should be administered at separate sites. Protection from TIG can be expected to last about four weeks. The use of equine antitoxin has serious disadvantages compared with the use of the human product, including short-lived protection, serum sickness, and occasionally anaphylaxis. Since the TIG of human origin has become widely available, there is little rationale for the use of equine antitoxin for postexposure prophylaxis and treatment except in countries where human TIG is not available.
TABLE 9-2. SUMMARY GUIDE TO TETANUS PROPHYLAXIS IN ROUTINE WOUND MANAGEMENT, 1994

<table>
<thead>
<tr>
<th>History of Adsorbed Tetanus Toxoid (Doses)</th>
<th>Clean Minor Wounds</th>
<th>All Other Wounds*</th>
</tr>
</thead>
<tbody>
<tr>
<td>Unknown or &lt;three</td>
<td>Td</td>
<td>TIG</td>
</tr>
<tr>
<td>&gt; three†</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td></td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td></td>
<td>No</td>
<td>No*</td>
</tr>
</tbody>
</table>

*Such as, but not limited to, wounds contaminated with dirt, feces, soil, and saliva; puncture wounds; avulsions; and wounds resulting from missiles, crushing, burns, and frostbite.
†For children <7 years old, DTaP or DTP (DT, if pertussis vaccine is contraindicated) is preferred to tetanus toxoid alone. For persons ≥ 7 years old of age,Td is preferred to tetanus toxoid alone.
‡If only three doses of fluid toxoid have been received, then a fourth dose of toxoid, preferably an adsorbed toxoid, should be given.
§Yes, if >10 years since the last dose.
¶Yes, if >5 years since the last dose. (More frequent boosters are needed and can accentuate side effects.)

**Treatment**
The treatment of tetanus includes antimicrobial therapy and appropriate wound care to help eliminate the organism and thereby prevent further toxin elaboration. TIG should also be given, in a single intramuscular dose to neutralize unbound tetanus toxin. The optimum therapeutic dose has not been established. Some experts recommend 500 units while others recommend 3000–6000 units. Treatment to control muscle spasm and autonomic dysfunction and to maintain adequate respiration are critical. In addition, intensive supportive care is essential to patient survival. Because tetanus disease does not induce immunity to tetanus, all persons with tetanus should complete a primary series or receive a booster dose of TT, as indicated.

**Neonatal Tetanus Prevention**
In 1989, the World Health Assembly adopted the goal of global elimination of neonatal tetanus (NT), defined as less than one NT case per 1000 live births at the district level. In 1999, this goal was reaffirmed and extended to the elimination of maternal tetanus as well (MNT). The key strategies in countries where MNT is still a public health problem are: achievement and maintenance of high TT vaccination coverage levels among women of childbearing age in high-risk areas and promotion of clean delivery and cord care practices. Active immunization of unimmunized pregnant women with two doses of appropriately timed toxoid prevents MNT for that pregnancy; additional doses can be given with each subsequent pregnancy or at intervals of one year or more. The five TT doses recommended by WHO for previously unimmunized women of childbearing age are likely to provide protection throughout reproductive life. A modified schedule taking childhood DTP doses into account is recommended in countries where high DTP3 coverage has been maintained for many years. The rarity of neonatal tetanus in developed countries is a consequence of the high proportion of institutional births attended by trained personnel, clean delivery practices, and the high proportion of mothers adequately vaccinated against tetanus.

**Summary**
Tetanus is a serious and preventable disease. All persons should receive an age-appropriate series of primary tetanus toxoid doses followed by recommended boosters. Health-care providers should use every patient encounter to evaluate immunization status and administer needed immunizations.

**Diphtheria**
Tejpratap S.P. Tiwari

During the twentieth century, diphtheria evolved from being a major childhood killer to a clinical curiosity in developed countries because of the development and widespread use of an effective and safe toxoid vaccine. However, a massive diphtheria epidemic in the countries of the former Soviet Union during the 1990s illustrated the potential for this vaccine-preventable disease to reemerge following decades of good control. Diphtheria continues to be an endemic disease and an important cause of morbidity and death in developing countries that do not have adequate childhood vaccine coverage.

**Etiological Agent, Pathogenesis, and Diagnosis**
*Corynebacterium diphtheriae* is a gram-positive, nonmotile, nonsporulating bacillus first described as the etiologic agent of diphtheria by Loeffler in 1884. The organism is killed if held at 60°C for 20 minutes but survives freezing and desiccation for months when enclosed in proteinaceous materials. There are four biotypes of *C. diphtheriae* (gravis, mitis, intermedius, and belfanti). Some strains produce a powerful toxin. Diphtheria toxin is composed of two polypeptide fragments, A and B, linked by a disulphide bond. Before *C. diphtheriae* becomes toxigenic it must be infected by a particular bacteriophage. The process is called lyogenic conversion. The bacteriophage carries the structural gene for the toxin, *tox*. Toxin-producing strains of all biotypes produce an identical exotoxin, and no consistent difference in pathogenicity or severity of disease has been demonstrated among the biotypes.

**Respiratory diphtheria** is a distinct clinical syndrome caused by the phage-induced toxin; infections with non-toxin-producing strains
of *C. diphtheriae* are not associated with respiratory diphtheria but can cause pharyngitis, localized inflammation (e.g., cutaneous infections) and, rarely, other disease syndromes. Respiratory diphtheria is initiated by a superficial infection and toxin production by *C. diphtheriae* usually on pharyngeal mucosa or other respiratory mucosa. The toxin binds to a wide range of mammalian cells, including epithelial, nerve, and muscle cells, interfering with protein synthesis leading to cell damage and death. Local effects include severe tissue inflammation and the formation of a pseudomembrane composed of necrotic debris, exudate, and bacteria. Inhaled toxin can cause greater systemic absorption of the toxin occurs as the pseudomembrane enlarges and local inflammation increases.

Transmission of *C. diphtheriae* is generally by droplet spread from either cases or carriers, or via fomites. Untreated, a patient usually remains infectious for two weeks or less. Chronic carriage may occasionally occur, and rarely occurs even after antimicrobial therapy. Transmission from cutaneous infections can be a result of environmental contamination with *C. diphtheriae* or of direct skin contact with infected skin lesions.

Respiratory diphtheria is usually suspected in the presence of a gray pseudomembrane in a patient with acute pharyngitis. Specific diagnosis depends on the recovery of toxigenic *C. diphtheriae* from the throat or respiratory tract. Specimens from the majority of cases are positive if taken before administration of antibiotics. If clinical specimens cannot be immediately transported to the laboratory, they should be sent in a transport medium or, if a long delay is anticipated, in situ gel. Specimen culture optimally requires the use of a tellurite-containing medium. Identification of *C. diphtheriae* and its biotypes is made from colony morphology (black colonies with a surrounding halo) and from biochemical tests. Toxigenicity of *C. diphtheriae* can be determined by in vivo (guinea pig) or in vitro (Elek) testing. Polymerase chain reaction (PCR) tests for gene coding for the A and B fragments of the exotoxin can confirm the presence of toxigenic organisms but not toxin. This PCR test is most useful in specimens taken from patients after administration of antibiotics. However, it is currently available only at some reference laboratories. Molecular subtyping of *C. diphtheriae* strains shows considerable promise in aiding epidemiologic investigations and is available at some reference laboratories.

**Clinical Characteristics**

Respiratory diphtheria develops insidiously over 1–2 days after an incubation period of 1–5 days from respiratory or nasal exposure, or, rarely, after infection of the skin or other mucosal sites (such as the eye, ear, or genitalia). Respiratory diphtheria usually presents as a febrile, pharyngitis with a pharyngeal, tonsillar, or nasopharyngeal membrane and is associated with signs of systemic toxicity including weakness, tachycardia, and agitation disproportionate to the degree of fever, which is usually mild throughout the illness. In severe cases, patients may present with or progress to have neck edema, airway obstruction, myocardiitis, or polynuereitis.

The anatomic sites of respiratory diphtheria commonly include the mucous membrane of the pharynx and/or tonsils, or larynx and/or trachea, or nose, either singly or in combination. Patients with pharyngotonsillar diphtheria usually have a sore throat, difficulty in swallowing, and low-grade fever at presentation. Examination of the throat may show only mild erythema, localized exudate, or a pseudomembrane. The membrane can be localized to a patch of the posterior pharynx or tonsils, cover the entire tonsil, or, less frequently, spread to cover the soft and hard palates and the posterior portion of the pharynx. In the early stage of the infection, or in patients who have been partially or fully immunized, a membrane can be whitish and wipe off easily. The membrane can extend and become thick, blue-white to gray-black, and adherent in inadequate immunized patients. Attempts to remove the membrane result in bleeding. Marked mucosal erythema surrounds and underlies the membrane. Patients with severe disease have marked edema of the submandibular areas and the anterior portion of the neck which, along with lymphadenopathy, gives a characteristic “bullneck” appearance. Other infections that can present with pseudomembranes or exudate include infectious mononucleosis, viral pharyngitis (rarely), and streptococcal or monilial pharyngitis and immunocompromised conditions including the chronic use of steroids.

Laryngotracheal diphtheria is the most severe form of respiratory diphtheria. It is most often preceded by pharyngotonsillar disease, is usually associated with hoarseness and a croupy cough at presentation, and results when the infection extends into the bronchial tree. Initially, laryngeal diphtheria may be clinically indistinguishable from viral croup or epiglottitis. Nasal diphtheria generally is the mildest form of respiratory diphtheria. It is usually localized to the septum or turbinates of one side of the nose. Occasionally, a membrane extends into the pharynx.

Cutaneous infection with toxigenic *C. diphtheriae* is common in tropical areas; in temperate zones, cutaneous diphtherial infections are infrequent except in association with poor hygiene. The presenting lesion, often an ulcer, can be surrounded by erythema and covered with a membrane. Its appearance can be confused with streptococcal impetigo. Cutaneous infections often result from a secondary infection of a previous skin abrasion or infection. The clinical syndrome of severe diphtheria rarely results from isolated cutaneous infections, even in inadequately immunized individuals.

**Complications**

With the exception of airway obstruction, the serious complications of respiratory diphtheria result from the systemic effects of toxin absorption. Mechanical airway obstruction and myocarditis are the major causes of death. Airway obstruction can result from extension or sudden displacement of the membrane into the larynx and the bronchial tree. Myocarditis begins in the first through the sixth week of clinical illness. Electrocardiographic changes are present in as many as one-fourth of the patients; clinically evident cardiac impairment or congestive heart failure is present in a smaller proportion. Recovery is usually complete, but cardiac abnormalities can persist. Other complications include polynuereitis and, rarely, renal failure, thrombocytopenia, or shock with disseminated intravascular coagulation. Cranial or peripheral neuritis, primarily involving motor loss, usually develops 1–8 weeks or longer after onset of untreated disease, although isolated paralysis of the soft palate can be present at disease onset. Loss of visual accommodation, diplopia, nasal-sounding voice, and difficulty in swallowing are the most frequent manifestations of cranial nerve involvement. Complete recovery of neurologic impairment is the rule in patients who survive.

**Occurrence**

**Developed Countries.** The occurrence of respiratory diphtheria in the United States has fallen dramatically from 147,000 cases in 1920 to an annual average of two reported cases from 1990 through 2003. Eighteen of the 27 cases (69%) reported in the United States during 1990 through 2003 were among affected persons 20 years of age or older. Serosurveys during the 1980s and 1990s in the United States indicated that protective levels of antibodies against diphtheria decreased with increasing age; less than 40% of adults had protective levels by age 60. A similar pattern has been seen in other developed countries where vaccination programs have drastically reduced circulation of toxigenic *C. diphtheriae* and adults do not receive routine booster immunizations.

**Diphtheria Resurgence in the Newly Independent States of the Former Soviet Union (NIS).** A gap in adult immunity was a major factor in the diphtheria epidemic in the NIS, where diphtheria had been reduced to very low levels since the early 1960s. More than 125,000 cases and 4000 deaths, primarily among adults, were reported in this epidemic between 1990 and 1995. Additional factors that may have contributed to the resurgence include lowered childhood immunization rates due to misperceptions...
among the general population and among physicians of the relative risks and benefits of vaccination, increased population movement due to the breakup of the Soviet Union, and socioeconomic hardships. A change in the *C. diphtheriae* organisms circulating, as manifested by the appearance of an epidemic clone of gravis strains in Russia, could have contributed to the epidemic; however, large outbreaks of the mitis strains also occurred during this epidemic suggesting that human population factors played a major role.

Effective control of the NIS epidemic was accomplished by raising diphtheria vaccine coverage levels and achieving unprecedented high adult vaccination coverage. Control strategies included decreasing the resistance to vaccination among physicians and the population, and organizing mass vaccination campaigns for adults and infants. An international coalition of public health donors, led by the World Health Organization, mobilized the large amount of vaccine and other supplies needed by the NIS. Very few imported cases and no secondary outbreaks were reported by neighboring European countries. In 2002, more than 95% of cases from the European region were reported from the NIS.

**Developing Countries.** In developing countries, a steady decrease in diphtheria occurred after the introduction of diphtheria toxoid into the WHO Expanded Programme on Immunization in the late 1970s. In 2002, countries of the South East Asia, Eastern Mediterranean, and African regions of WHO contributed more than 82% of 9235 cases reported globally.

Even before the introduction of immunization programs, developing countries rarely experienced large outbreaks of diphtheria, although they reported many cases of diphtheria among very young children. The lack of outbreaks is thought to result from widespread natural immunity from high rates of skin infections with *C. diphtheriae* in early childhood. Outbreaks of diphtheria that have occurred in developing countries with effective immunization programs for at least 5–10 years, typically show a shift in the affected age groups to older children and young adults. The introduction of routine booster doses may be needed to prevent outbreaks in these age groups.

**Treatment**

The mainstay of treatment of respiratory diphtheria is diphtheria antitoxin. The antitoxin neutralizes free, circulating toxin. Diphtheria antitoxin therapy has significantly reduced the rates of complications and death which are directly related to the delay before antitoxin treatment and the extent of the local pseudomembrane involvement lesion (although even mild illness can occasionally produce complications) and inversely related to the adequacy of previous vaccination. Treatment should not be delayed for bacteriological confirmation of the diagnosis; increasing intervals between onset of illness and treatment correlate with higher rates of complications and death.

The dosage of antitoxin depends on the interval since onset of the illness and the severity of disease. Doses range between 20,000 and 100,000 units. A diphtheria antitoxin licensed in Brazil (Instituto Butantan, São Paulo, Brazil) is available on a case-by-case basis through the Centers for Disease Control and Prevention (CDC) under an Investigational New Drug protocol with the FDA to treat suspected diphtheria cases. No U.S. licensed diphtheria antitoxin is available.

All commercially available diphtheria antitoxin products are produced from serum obtained from hyperimmunized horses and can produce severe reactions or fatal anaphylaxis in sensitized individuals. Treatment of suspected diphtheria with diphtheria antitoxin should be started as soon as possible after testing for hypersensitivity to horse serum; desensitization can be done if necessary.

In addition to anaphylaxis, adverse effects of antitoxin treatment include febrile reactions shortly after administration, and serum sickness, which occurs in approximately 5% of patients receiving antitoxin, usually 7–14 days after treatment. The risk of febrile reactions and serum sickness is not predicted by hypersensitivity testing.

Although antibiotics are not a substitute for diphtheria antitoxin, penicillin or erythromycin is also given to stop toxin production by eliminating the organism and to prevent transmission. Patients should also receive diphtheria toxoid vaccine to complete a primary series or to bring booster doses up-to-date.

**Management of Contacts of Patients With Suspected Disease.** Nasal and throat swabs for diphtheria culture should be obtained from all household and other close contacts. After specimens are taken for culture, prophylactic antibiotic therapy with a single dose of intramuscular benzathine penicillin (600,000 units for persons less than six years old and 1.2 million units for persons six years and older), or a 7- to 10-day course of oral erythromycin (40–50 mg/kg, maximum 2 gm/day) is recommended for all persons exposed to diphtheria, regardless of vaccination status. Persons found to be carriers of *C. diphtheriae* should have cultures repeated a minimum of two weeks after completion of antibiotics; if colonization persists, carriers should receive an additional 7- to 10-day course of oral erythromycin. Vaccination with an age-appropriate diphtheria toxoid-containing vaccine should be done if more than five years have elapsed since completion of a primary series or the last booster dose. A primary immunization series with an age-appropriate diphtheria toxoid-containing vaccine should be started in previously non-vaccinated contacts.

**Prevention and Control**

In 1918, New York City initiated an immunization program for children using a mixture of antitoxin and toxin; the results provided the first large scale demonstration that such a program could decrease diphtheria incidence and mortality. Subsequent improvements in the efficacy and safety of immunization from the introduction of toxoid (formalin-treated toxoid) by Ramon in 1923, and from alum-precipitated toxoid in 1931 contributed to the establishment of programs for childhood vaccination against diphtheria in the United States and many other developed countries in the 1930s and 1940s.

**Active Immunization.** Active immunization provides individual protection by inducing circulating antitoxin. These levels will limit the extent of local invasion of the organism and neutralize unbound absorbed toxin, thus preventing life-threatening systemic complications. A 3-dose series of diphtheria toxoid is highly immunogenic in all age groups and significantly reduces both the risk of diphtheria and the severity of the illness. In addition to individual protection, high levels of population vaccination appear to have decreased diphtheria transmission in the United States and other developed countries, even though toxoid is not thought to prevent carriage of the organism in the pharynx or on the skin. Booster doses of diphtheria toxoid are required to maintain immunity in the absence of “natural” boosting from circulating diphtheria, as vaccine-induced antibody levels wane over time. The duration of immunity depends on multiple factors including the timing and antigenic content of the primary series.

The global WHO recommendations for diphtheria immunization are for a primary series (three doses of a high antigenic-content preparation) in infancy, and maintenance of immunity with booster doses of diphtheria toxoid throughout life. Strategies vary by country depending on the capacity of immunization services and the epidemiological pattern of diphtheria. Few developing countries provide routine boosters to older children or adults. Global coverage with a primary series of three doses of diphtheria toxoid has exceeded 80% for children during the 1990s, but dropped below this level during 2001–2002; coverage rates are high in most developing countries outside of Africa.

The number of recommended doses of diphtheria toxoid-containing vaccine in the recommended vaccine schedule in the United States has remained constant although the licensure of new combination vaccines has created a greater choice of preparations, and licensure of additional combination vaccines is expected. Diphtheria toxoid is available in combination with pertussis vaccine (whole cell or acellular) or tetanus toxoid or both as DTP, DTaP, and DT for use in children less than seven years of age; the antigenic content of these preparations ranges from 6.7 to 15 limit of flocculation (Lf) units. The frequency and severity of local reactions increase with
increasing age, a lower (<2) Lf content preparation, Td, is designed for use in older children and adults. The childhood and adolescent schedule in the United States recommends three doses of diphtheria toxoid-containing vaccine (DTaP, DTP, or DT) at four- to eight-week intervals beginning at two months of age. A fourth dose is recommended at 15–18 months and may be administered as early as 12 months of age provided that 6 months have elapsed since the third dose and that the child is unlikely to return at the recommended age. A fifth dose is administered at 4–6 years of age. An adolescent booster dose with Td is recommended at 11–12 years of age and every 10 years thereafter. Unimmunized individuals seven years of age or older receive a primary series with Td; a primary series consists of three doses, the first two doses are given at an interval of 4–8 weeks and the third 6–12 months later. Booster doses are recommended at 10-year intervals. There is no need to restart a primary series regardless of the time elapsed between doses.

Conclusion
Routine diphtheria vaccination has been highly successful in reducing the once devastating burden of disease. The recent diphtheria epidemic in the former Soviet Union underlines the importance to maintain high levels of immunization in both children and adults to provide both individual protection and high population immunity. Health-care providers can use every patient encounter to review and administer any needed vaccination. Whenever tetanus toxoid is indicated, administration of Td vaccine is preferred to TT.

Influenza
Mark Katz

Influenza is a highly contagious, acute febrile respiratory illness caused by influenza A and B viruses. These viruses cause annual or near annual epidemics of febrile respiratory disease in regions with moderate climates, and less regular epidemics in the tropics. Influenza viruses infect people of all age groups. Emergence of a new influenza A subtype among humans can cause a worldwide outbreak, known as a pandemic, leading to larger than usual numbers of deaths as well as societal disruption. Although most cases of influenza are self-limited, young children, elderly individuals, and people with underlying medical conditions have an elevated risk of serious morbidity or mortality from influenza infection. Because of the very large number of influenza infections and their associated complications, the public health impact of influenza is considerable. Vaccination is an effective method for reducing influenza-related morbidity and mortality. However, vaccination coverage for influenza is relatively low throughout the world, and influenza remains an uncontrolled disease. Eradication of influenza is unlikely because influenza A viruses circulate among several animal species, especially wild aquatic birds, which form the primary reservoir for all influenza A virus subtypes.

History
Influenza viruses were first identified in 1933, but outbreaks of rapidly spreading febrile respiratory diseases consistent with influenza have been documented as early as the twelfth century. The term “influenza” was first used in the 14th century, when Buoninsegni described an epidemic as the “grande influenza.” The Italian word for “influence” was used as a collective term for various causes of widespread epidemics. Cold weather, or “influenza di freddo,” was considered a causal factor for many years. The first clearly described pandemic consistent with influenza occurred in 1580; 31 pandemics subsequently have been described. The “Spanish flu” pandemic of 1918–1919 is estimated to have caused 40 million deaths worldwide, including nearly 700,000 in the United States. Deaths occurred mainly among healthy 20- to 40-year-olds, in contrast to the usual pattern in interpandemic influenza seasons, in which most deaths occur among the elderly. In the era of HIV and AIDS, it is often forgotten that influenza caused the most deadly pandemic in recorded history.

Note: The findings and conclusions in this chapter are those of the authors and do not necessarily represent the views of the Centers for Disease Control and Prevention.

During the twentieth century, a series of important discoveries led to the modern understanding of the virus and its epidemiology. The first influenza virus isolated was a type A virus cultured from ferrets in 1933 by Smith et al. In 1936, Burnet showed that the virus could be grown in embryonated chicken’s eggs. This discovery facilitated the study of viral characteristics and the development of inactivated vaccines. Influenza B was first isolated in 1940 by Francis. Hirst’s discovery of the hemagglutination protein on the virus’ surface in 1941 led to better characterization of these viruses and improved detection of antibodies to influenza. Public health control measures, in particular the widespread use of inactivated vaccines, began in the 1950s. Since then, targeted vaccination of selected segments of the population, especially those considered at risk for serious complications, has been the basis for reducing the health impact of influenza. Influenza antiviral agents for therapy and chemoprophylaxis first became available in the United States in 1966.

Epidemiology

General Characteristics
Patterns of influenza epidemics vary by climate and region. In temperate climate zones such as North America, seasonal epidemics of influenza usually begin in the late fall to winter months and peak in mid to late winter. However, sporadic cases and institutional outbreaks can occur in any season. In tropical regions, influenza activity can occur throughout the year and increase during cooler months. Within communities in temperate climates, epidemics usually last six to eight weeks.

The beginning, peak, duration, and health impact of individual influenza seasons vary considerably from year to year. The pattern of influenza epidemics reflects several factors: the extent of the antigenic variation; virulence and transmissibility of the virus; the extent of immunity in the population; the specific population groups that are affected; and seasonal factors that remain poorly understood.

Influenza A (H1N1), A (H3N2), and B viruses all currently circulate worldwide, and every year a representative virus from each group is selected for inclusion in the vaccine. The predominant influenza virus in circulation may vary temporally and geographically in any given year. Since 1968, influenza A (H3N2) viruses have caused the greatest aggregate morbidity and mortality.

During influenza seasons, 10–20% of the U.S. population may become infected by influenza, but attack rates of 40–50% within institutions have been described. In communities, influenza cases often appear first among school-age children, who generally have the highest attack rates. However, the burden of serious disease remains
greatest among the elderly, the very young, and individuals with underlying medical conditions. Every year influenza causes increases in the number of acute respiratory illnesses, absenteeism in schools and the workplace, patient visits to physicians, hospitalizations, and deaths. Influenza-related visits may overwhelm hospitals, clinics, and emergency rooms during the influenza season.

Since the mid-nineteenth century, studies have attempted to quantify influenza-related mortality in terms of “excess” deaths: the number of observed deaths beyond the number of expected deaths if influenza virus exposure were not circulating. Recent studies have estimated mean numbers of influenza-attributable deaths and hospitalizations in the United States at 36,000 and more than 200,000, respectively. The statistical models in these studies used mortality data from the National Center for Health Statistics, hospitalization data from the National Hospital Discharge Survey (NHDS), and national influenza virus surveillance data. The recent morbidity and mortality estimates for influenza are larger than those in previous studies, and reflect an increasing elderly population with its higher risk of serious disease and death and the predominance of influenza A (H3N2) viruses during the 1990s.

Pandemics. Influenza pandemics occur when a novel influenza A virus subtype emerges and spreads among people. Pandemics can be associated with significant worldwide increases in morbidity and mortality. Three pandemics were documented in the last century: the “Spanish flu” of 1918, associated with influenza A (H1N1) viruses; the “Asian flu” of 1957 (influenza A [H2N2]); and the “Hong Kong flu” of 1968 (influenza A [H3N2]).

The ability of pandemic influenza to spread rapidly was well documented in 1957. The Asian influenza pandemic of 1957 began in February of that year in southern China. By April it had spread to Hong Kong and Singapore. In May, the causative agent, an influenza A (H2N2) virus, was isolated in Japan. The virus spread rapidly through the South Pacific, Southeast Asia, and the Middle East by June, and into Europe and North America by midsummer. By the end of 1957, the new subtype had spread worldwide. In the United States, the pandemic of 1957 resulted in an estimated 70,000 deaths.

Although some pandemics have caused dramatic increases in morbidity and mortality, the cumulative numbers of deaths from seasonal epidemic influenza since the 1968 pandemic actually exceeds the total number of influenza-related deaths in the United States during the 1918 pandemic.

Etiologic Agent
Influenza is a medium-sized virus (80–120 nm) of the family Orthomyxoviridae. The virus consists of single-stranded segments of negative sense ribonucleic acid (RNA) enclosed in a helical protein shell, or nucleocapsid. The virus is covered by a lipid envelope with protruding surface proteins consisting of hemagglutinin (HA) and neuraminidase (NA). Influenza viruses are classified on the basis of their ribonucleoprotein (RNP) into three distinct types, A, B, and C. Only types A and B cause widespread epidemics in humans. Influenza C viruses often have been associated with a mild, upper respiratory illness, but can also cause outbreaks. Influenza A viruses have been isolated from humans, horses, dogs, swine, seals, ferrets, mink, whales, tigers, and avian species. Wild aquatic birds serve as the natural reservoir for all known influenza A viruses. Types B and C are almost exclusively recovered from humans but have been isolated from seals and pigs, respectively.

Influenza A viruses are subtyped based on their surface proteins, hemagglutinin (HA) and neuraminidase (NA). The HA and NA surface proteins are highly antigenic and are the target for the humoral immune response to influenza virus infection. HA is named for its ability to cause agglutination of erythrocytes (hemagglutination) in vitro. The attachment site for the virus to bind host cell receptors is located on the HA protein. NA functions as an enzyme that cleaves neuraminic acid from mucoproteins, allowing newly formed viruses to be released from the host cell surface.

Currently, 16 HA and 9 NA subtypes are known to exist, all of which have been isolated from birds. By contrast, only three HA subtypes (H1, H2, and H3) and two NA subtypes (N1 and N2) are known to have circulated widely among humans. H2 viruses have not been in circulation since 1968. The nomenclature for influenza viruses includes the virus type, geographical origin, laboratory reference number, and year of isolation. For example, the first type B strain isolated by a laboratory in Oregon in 1965 would be designated B/Oregon/1/65. Among influenza A viruses, a description of the HA and NA subtypes follows the strain designation, for example: A/Mississippi/1/85 (H3N2).

Antigenic Variation
Antigenic Drift. Because the antigenicity of the virus changes frequently through antigenic drift, levels of immunity among human populations vary from year to year. In antigenic drift, point mutations in the viral RNA genomes of both influenza A and B viruses can result in immunologically significant alterations to HA and NA. Drift results in more frequent antigenic changes of influenza A viruses than in influenza B viruses. Predominant antigenic variants often circulate for a few years before being supplanted by a new predominant influenza strain.

Antigenic Shift. Antigenic shift occurs only among influenza A viruses. It is a more radical change and is defined by the emergence among people of an influenza A virus bearing a novel HA or a combination of a novel HA and NA. Antigenic shift can occur in two ways. In the first, influenza A viruses of two different subtypes simultaneously infect the same host, allowing “reassortment,” or exchange of viral RNA segments in the host’s cells, resulting in a hybrid virus containing genes from both subtypes. For example, pigs have been considered effective “mixing vessels” because they contain receptors for both avian and human influenza viruses. Pigs may be coinfected with human and avian influenza A viruses, and a new “reassorted” virus may emerge that contains genetic material from both parental viruses. If such a virus were to infect people and spread easily, the human population would be immunologically naive and therefore unprotected against the new subtype. This mechanism likely created the viruses that were responsible for the pandemics of 1957 (H2N2) and 1968 (H3N2).

The second possible mechanism for antigenic shift involves the direct transmission of influenza virus from avian or other animal species to humans with subsequent adaptation by mutation to the new host. Direct infections of humans with avian influenza viruses of A (H5N1),22 A (H9N2),23 A (H7N7),24 A (H7N2),25,26 and A (H7N3)27 subtypes have occurred in the past decade, but no sustained human-to-human transmission of avian influenza A viruses has occurred.

Influenza Surveillance
Although influenza A or B viruses circulate virtually every winter in temperate zones of the Northern and Southern hemispheres, surveillance for influenza remains challenging. Influenza testing occurs infrequently in both the outpatient and inpatient settings, leading to missed cases and underreporting in discharge summaries and death certificates—sources routinely used to conduct surveillance. Most of influenza surveillance rely upon indirect markers of influenza infection, such as influenza-like illness and pneumonia and influenza mortality data.

In the United States, the Centers for Disease Control and Prevention (CDC) currently use seven systems for national influenza surveillance. Collaborating laboratories of the World Health Organization (WHO) and the National Respiratory and Enteric Virus Surveillance System (NREVSS) report the numbers of types and subtypes of influenza A viruses detected throughout the year. A network of sentinel health-care providers reports patient visits for influenza-like illness. Mortality attributed to influenza and pneumonia are reported...
Clinical Characteristics

Influenza spreads primarily from person-to-person when an infected individual coughs or sneezes and produces virus-laden droplets. Transmission occurs predominantly through large droplets, although aerosol transmission may occur. The incubation period for the virus is 1–4 days. Individuals can shed virus from approximately one day before symptoms begin through five days after illness onset. Children, in particular young infants, can shed virus for longer periods. Severely immunocompromised people can shed virus for weeks to months.

Uncomplicated primary influenza illness often begins abruptly with fever, chills, fatigue, headache, myalgias, anorexia, and nonproductive cough. Fever usually ranges from 38°C to 40°C but may be higher. In some elderly, people fever may be absent. In infants, influenza may present as a sepsis-like illness, and in children, high fevers can be associated with febrile seizures. Influenza illness usually resolves within one week, but cough and malaise can persist for several weeks.

Immunity. Development of antibodies primarily to the HA, but also to the NA, is the most important protective immune response to influenza virus infection or vaccination. Most people infected with influenza develop specific antibodies within two weeks. Antibodies against a specific influenza A virus strain provide variable protection against another strain, depending on the degree of antigenic similarity.

Complications

The risk of complications, including hospitalizations, from influenza is elevated among people 65 years and older, young children, and individuals of any age with underlying chronic medical conditions. Pregnant women and immunosuppressed individuals are also at increased risk for complications from influenza infection. The elderly have a higher risk than any other group of death from influenza.

Common serious complications of influenza include the exacerbation of underlying chronic cardiopulmonary diseases and the development of secondary bacterial pneumonia. Patients with chronic obstructive lung disease, asthma, and congestive heart failure can experience worsening disease with influenza infection. Superimposed bacterial pneumonia is much more common than secondary viral pneumonia. Primary viral pneumonia occurs infrequently but is often fatal. Additional respiratory complications such as bacterial sinusitis, croup, and otitis media can occur as well.

Reye’s syndrome, which is characterized by acute encephalopathy and fatty degeneration of the liver, has been reported mainly in children with influenza who have been treated with salicylates, most common aspirin, for controlling fever. Since the 1980s the incidence of Reye’s syndrome has decreased dramatically in the United States following warnings regarding the use of aspirin to treat children.

Recent reports, predominantly from Japan, have described an association between influenza infection and a severe and sometimes fatal acute encephalopathy, mainly in children less than five years old. While mean annual incidence of influenza-related encephalopathy has been estimated to be less than 1 per 100,000 in Japan, mortality among individuals with influenza-related encephalopathy can be as high as 32–37%. Additional neurological complications—encephalitis, transverse myelitis and Guillain-Barré syndrome—have been reported in association with influenza, but a causal relationship remains unclear.

Myocarditis and pericarditis were reported in association with influenza during the 1918 pandemic, but since then they have been documented infrequently.

Diagnosis

While diagnosis of influenza is often made on clinical grounds alone during periods of widespread influenza activity, laboratory confirmation of influenza can aid in clinical management when the incidence of influenza is low. When influenza is circulating within the community, the combined symptoms of fever and cough suggest a significantly increased likelihood of influenza among the elderly. Institutional outbreaks of respiratory illness should be evaluated by testing to document the etiology so that appropriate control measures can be initiated.

Several laboratory tests for influenza are available: viral culture, immunofluorescence (direct and indirect), rapid diagnosis, detection of viral nucleic acid (RNA), and serology. Specimens for testing include throat swabs, nasopharyngeal swabs and aspirates, nasal swabs, nasal washes, and sputum. The appropriate specimens depend on the test employed. Viral culture is generally considered the gold standard for laboratory diagnosis of influenza. It provides information on virus type and influenza A virus subtype and allows for additional antigenic and genetic characterization. However, isolation results are not usually available quickly enough for treatment decisions. Detection of viral nucleic acid (RNA) can be done by reverse transcription (RT) of viral RNA from respiratory specimens followed by polymerase chain reaction (PCR). Rapid tests, most of which detect viral antigen, have lower sensitivity and specificity compared to viral culture but offer the advantage of fast results (<30 minutes). Rapid tests are the most commonly used tests in clinical settings. Serologic tests require paired acute and convalescent serum samples to demonstrate a significant (four-fold or higher) increase in antibody level, and are not useful for acute clinical diagnosis and treatment of patients, but are often used in epidemiological studies.

Prevention and Treatment

The antigenic variability of influenza, combined with its rapid spread, short incubation period, and limited vaccine coverage in many populations, complicate efforts to control influenza. Influenza vaccination is the most effective approach to disease prevention. Antiviral medications are an adjunct to influenza vaccine for treatment and chemoprophylaxis of influenza.

Influenza Vaccines. The first influenza vaccine was commercially approved in 1945 following successful efficacy studies in military recruits using whole-virus inactivated influenza. Whole virus vaccines are no longer being sold in the United States. Most inactivated vaccines today consist of subvirion preparations, which retain the immunogenic properties of the viral proteins but are associated with fewer adverse reactions.

In the United States, two kinds of vaccine are currently available: inactivated (i.e., killed virus) influenza vaccine and live, attenuated influenza vaccine (LAIV). Inactivated influenza vaccine is approved for healthy people and people with chronic medical conditions aged at least 6 months. Currently LAIV is approved only for healthy individuals aged 5–49 years. Influenza viruses for both inactivated and live attenuated vaccine are initially grown in embryonic hens’ eggs. In the United States, inactivated vaccine is currently only approved for intramuscular administration. LAIV is administered intranasally. Both vaccines are trivalent, containing contemporary circulating strains of influenza A (H1N1), influenza A (H3N2), and influenza B virus.

Thimerosal is a mercury-containing preservative used in inactivated influenza vaccine to prevent bacterial contamination. In 2001, a committee was convened by the Institute of Medicine of the National Academy of Sciences to examine whether the use of thimerosal-containing vaccines was associated with neurodevelopmental disorders. The committee concluded that the evidence was "inadequate to accept or reject a causal relationship" between thimerosal exposures from childhood vaccines and neurodevelopmental disorders. Nonetheless, efforts have been made in the United States to reduce the amount of thimerosal in inactivated influenza vaccine, and preservative-free formulations of inactivated vaccine are available.
Global recommendations for the antigenic composition of the influenza vaccine are made twice a year based on antigenic and genetic characterization of viruses from both the Northern and Southern hemispheres. In the Northern Hemisphere, vaccine strains are selected between January and March to allow for adequate production time prior to the start of the next influenza season. The optimal time for vaccination is usually during October–November, but vaccination of high-risk persons should continue throughout the influenza season.2

Efficacy and Effectiveness of Influenza Vaccine. Efficacy and effectiveness of influenza reflects, in part, the antigenic similarity between circulating influenza viruses strains in the influenza vaccine, and the immunocompetence of the vaccine recipient.

Studies have shown that inactivated influenza vaccine can reduce influenza by 70–90% among healthy adults aged 65 years or younger when the virus strains in the vaccine match the circulating strains in the community.53–66 Even during years when the match between viruses in circulation and vaccine strains is not optimal, vaccine can still be effective. For example, during the 2003–2004 influenza season, the circulating influenza strains and the vaccine strains were not matched optimally, but one study estimated that vaccine effectiveness in preventing influenza-like illness and pneumonia among 50–64 year-olds in Colorado was 52%.67

Randomized studies using a variety of outcome measures (seroconversion, culture-confirmed influenza, clinically diagnosed disease) have also shown inactivated vaccine to be effective in preventing infection in children and the elderly.54 Although some studies have found inactivated vaccine can decrease influenza-related complications in children, such as otitis media, by as much as 30%, other studies have not shown such an effect.58,69 Inactivated vaccine can also prevent hospitalizations by 28–65% and death from all causes by 27–30% in the elderly.70

In healthy, working adults vaccination has been shown to decrease work absenteeism by 29–43% and reduce physician visits by 42–44% when the influenza vaccine composition matched the predominant influenza strain in the community.63,64,71

Recent randomized, double-blinded, placebo-controlled studies have evaluated the efficacy of LAIV. One study of healthy children found LAIV to be 92% effective in preventing culture-confirmed influenza during two influenza seasons.72,73 Another study of healthy working adults aged 18–64 showed reductions in numbers of severe febrile illness, duration of illness, and days of work lost among vaccine recipients.74

Influenza vaccination can reduce health-care costs and productivity losses associated with influenza infection.75 Studies focusing on people aged 65 years or older have shown an association between inactivated influenza vaccine and reduction of both direct and indirect medical costs.7 Cost-effectiveness studies of influenza vaccination in healthy, working adults have reported conflicting results: one large study demonstrated a net savings of $46.85 per healthy adult worker vaccinated,76 while another reported a net societal cost of $11.17 per person vaccinated.77

Vaccine Adverse Effects. The most frequent side effect associated with inactivated influenza vaccine is soreness at the vaccination site, lasting less than two days.2 Fever, malaise, and myalgia do not occur more often among inactivated influenza vaccine recipients than controls.64,75–77 Acute allergic reactions, including anaphylaxis, can occur infrequently after administration of inactivated influenza vaccine in people who have anaphylactic reactions to eggs or documented immunoglobulin E (IgE)-mediated hypersensitivity to eggs. Protocols have been created to allow administration of influenza vaccine to persons with egg allergies.78–80

The 1976–1977 swine influenza vaccine was associated with 1 additional case of Guillain-Barré syndrome (GBS) per 100,000 persons vaccinated above the background rate of GBS.81 From 1978–1988, no increased incidence of GBS was reported with influenza vaccine, but evaluation of the 1992–1993 and 1993–1994 influenza seasons found slightly more than one additional case of GBS per million persons vaccinated with inactivated influenza.82–84 The estimated risk for vaccine-related GBS is substantially less than the risk of severe influenza in people at high risk, and the potential benefits of influenza vaccination outweigh the possible risk for developing vaccine-associated GBS.5

Randomized, placebo-controlled safety trials have not shown an association between LAIV and adverse events such as pneumonia or CNS complications compared to placebo in healthy persons aged 5–49 years.5 In studies involving children and adults, vaccine recipients reported runny nose, nasal congestion, and headache more often than placebo recipients.7

Current Vaccination Recommendations. The Advisory Committee on Immunization Practices (ACIP) is a group of 15 experts in immunization-related fields who have been selected by the secretary of the US Department of Health and Human Services to provide guidance to the Secretary, the Assistant Secretary for Health, and the CDC on the most effective means to control vaccine-preventable diseases.83 ACIP makes annual recommendations for influenza prevention and control in the United States, which target young children, the elderly, pregnant women, and all persons with high-risk conditions for influenza vaccination. Additionally, health-care workers and close contacts of high-risk individuals are advised to receive the vaccine to reduce transmission to high-risk individuals. Current recommendations can be found in Table 9–3.

Vaccine Supply and Future Directions. In the United States, influenza vaccine use has increased considerably since the early 1990s, in part because of a Medicare program authorizing federal reimbursement for influenza vaccination of the elderly that began in 1993.86 However, use of influenza vaccine among ACIP target groups continues to be highly variable. Between 1989 and 1999, influenza vaccination levels in persons older than 65 years rose from

TABLE 9–3. RECOMMENDED GROUPS FOR INACTIVATED INFLUENZA VACCINATION BY THE U.S. ADVISORY COMMITTEE ON IMMUNIZATION PRACTICES, 2005*84

<table>
<thead>
<tr>
<th>Persons at Increased Risk for Complications</th>
</tr>
</thead>
<tbody>
<tr>
<td>• persons aged &gt;65 years</td>
</tr>
<tr>
<td>• residents of nursing homes and other chronic-care facilities that house persons of any age who have chronic medical conditions;</td>
</tr>
<tr>
<td>• adults and children who have chronic disorders of the pulmonary or cardiovascular systems, including asthma (hypertension is not considered a high-risk condition)</td>
</tr>
<tr>
<td>• adults and children who have required regular medical follow-up or hospitalization during the preceding year because of chronic metabolic diseases (including diabetes mellitus), renal dysfunction, hemoglobinopathies, or immunosuppression (including immunosuppression caused by medications or by human immunodeficiency virus [HIV])</td>
</tr>
<tr>
<td>• Adults and children who have any condition (e.g., cognitive dysfunction, spinal cord injuries, seizure disorders or other neuromuscular disorders) that can compromise respiratory function or the handling of respiratory secretions or that can increase the risk for aspiration</td>
</tr>
<tr>
<td>• children and adolescents (aged 6 months–18 years) who are receiving long-term aspirin therapy and, therefore, might be at risk for experiencing Reye’s syndrome after influenza infection</td>
</tr>
<tr>
<td>• women who will be pregnant during the influenza season</td>
</tr>
<tr>
<td>• children aged 6–23 months</td>
</tr>
<tr>
<td>• persons aged 50–64 years</td>
</tr>
<tr>
<td>• persons who can transmit influenza to those at high risk</td>
</tr>
<tr>
<td>• employees of assisted living and other residences for persons in groups at high risk</td>
</tr>
<tr>
<td>• persons who provide home care to persons in groups at high risk</td>
</tr>
<tr>
<td>• household contacts (including children) of persons in groups at high risk health-care workers</td>
</tr>
</tbody>
</table>
Antiviral Medications

Antiviral medications can be used for early treatment and chemoprophylaxis of influenza. Currently, four licensed influenza antiviral agents are available in the United States. Amantadine and rimantadine belong to a class of medications called adamantanes and have activity against influenza A viruses only. Oseltamivir and zanamivir are neuraminidase inhibitors that are active against both influenza A and influenza B viruses.

When administered within two days of illness onset, all four antiviral agents can reduce the duration of uncomplicated influenza illness by approximately one day. One randomized, double-blind, placebo-controlled trial found that oseltamivir significantly reduced lower respiratory tract complications, particularly bronchitis, by 55% among influenza-infected adults and adolescents (from 10.3% in untreated patients to 4.6% in treated patients).

Antiviral Medications can be used for chemoprophylaxis against influenza, especially in institutional settings. Amantadine and rimantadine can be 70–90% effective in preventing illness from influenza A. Of the two neuraminidase inhibitors, only oseltamivir is approved for prophylaxis. One study of oseltamivir prophylaxis in a nursing home showed a 92% reduction in influenza illness among nursing home residents.

Medication side effects, drug interactions, and antiviral drug resistance affect the choice of antiviral medications. The adamantanes can cause neurological and gastrointestinal side effects when administered to healthy adults at standard doses. Neurological effects are more pronounced with amantadine than rimantadine. Amantadine should be used cautiously or avoided in persons with renal failure or pre-existing neurologic or neuropsychiatric disorders. Among the neuraminidase inhibitors, oseltamivir, which is inhaled orally, may exacerbate respiratory problems in patients with underlying airway disease. Oseltamivir, a tablet administered orally, was associated with nausea and vomiting in clinical trials; the side effects may be reduced if the medication is taken with food.

Emergence of resistance to adamantanes in outbreak setting can be as high as 30%. In contrast, resistance to neuraminidase inhibitors is lower. In clinical treatment, studies involving oseltamivir, 1.3% of posttreatment isolates from patients more than 13 years old, and 8.6% of isolates from children aged 1–12 were resistant to oseltamivir.

Avian Influenza

Since 1997, human infections by a number of different avian influenza A viruses have been documented in Europe, North America, and, most extensively, Asia. While wild aquatic birds are thought to be the primary reservoir for influenza A viruses, avian influenza A viruses have also been isolated from horses, pigs, whales, seals, cats, and tigers and pigs.

In 1997, an outbreak of highly pathogenic avian influenza A (H5N1) occurred in people and poultry in Hong Kong. Eighteen people were infected, six of whom died. Nearly all of the infected individuals had an identified exposure to live poultry. Further spread of disease probably was curbed by the prompt culling of approximately 1.5 million chickens in Hong Kong.

From December 2003 to March 2005, poultry outbreaks of a highly pathogenic avian influenza A (H5N1) virus were reported in 11 Asian countries, resulting in the death or slaughter of more than 150 million birds and, as of March 2005, 116 laboratory-confirmed cases in humans, 60 of which (52%) were fatal. Human-to-human transmission has been documented rarely, but there is concern that the H5N1 virus could adapt to the human host and acquire the ability to conduct sustained transmission in the human population.

The most common risk factor for human infection by highly pathogenic avian influenza A (H5N1) appears to be direct contact with infected birds or possibly surfaces contaminated with their excretions. Consumption of raw poultry products such as duck blood has also been implicated as a possible source of infection. In a cohort of 10 avian influenza A (H5N1) patients in Vietnam in 2004, the average age was 13.7 years. All patients were previously healthy. Highly pathogenic avian influenza A (H5N1) infection can begin with typical influenza-like symptoms (i.e., fever, cough, sore throat, and myalgia) and can lead to life-threatening complications and death. An atypical presentation in a four-year-old Vietnamese boy with highly pathogenic avian influenza A (H5N1) has been described. The boy presented with severe diarrhea without respiratory symptoms and developed encephalitis.

No studies have been done to evaluate the effectiveness of any of the antiviral medications in treatment and prophylaxis of avian influenza. All H5N1 viruses isolated from patients in Asia in 2004 were resistant to amantadine and rimantadine but sensitive to the neuraminidase inhibitors.

Haemophilus influenzae Infections

Michelle Chang • Brendan Flannery • Nancy Rosenstein

Haemophilus influenzae was advanced by Pfeiffer in 1892 as the etiologic agent of influenza because of its recovery from the respiratory tracts of persons with that disease. It was later identified as a major bacterial cause of pneumonia and meningitis in children and immunocompromised or chronically ill adults. The most virulent serotype of this organism—Haemophilus influenzae type b (Hib)—was the most common cause of bacterial meningitis and invasive bacterial disease in children in the United States before the introduction of Hib polysaccharide-protein conjugate vaccines. Routine infant immunization against Hib has led to the near elimination of this disease in industrialized countries and developing countries that have introduced the vaccine. The success of the Hib conjugate vaccines has paved the way for a new generation of vaccines against the other
major bacterial diseases of children, Streptococcus pneumoniae and Neisseria meningitidis. Despite its success, Hib vaccination is not routine for the majority of the world’s children, and the disease continues to be a major cause of childhood illness and death. The challenge for the future is to expand the global usage of Hib vaccines.

**Bacteriology**

*H. influenzae* is a nonmotile, Gram-negative bacterium with varied form, appearing as cocci to small rods in clinical specimens. It can be difficult to stain and may be confused with Gram-positive diplococci in spinal fluid. In vitro culture requires the use of specialized media supplemented with essential growth factors (hemin or “factor X” and nicotinamide adenine dinucleotide or “factor V”) and a carbon dioxide rich atmosphere.

*H. influenzae* are classified into six capsular serotypes (designated a, b, c, d, e, and f) that were first identified by Pittman in 1931. There are also unencapsulated strains that are referred to as “nontypeable.” In clinical or reference laboratories, serotyping is performed using a slide agglutination reaction, which takes advantage of the biological property of type-specific antisera to agglutinate organisms of that type. Although used since the 1930s, this technique requires subjective interpretation, and cross-reactivity can result in misclassification. Verification of serologic classification using a DNA-based method such as the polymerase chain reaction appears to be highly accurate and may be a means to investigate serotyping discrepancies. Such alternative typing methods are useful for confirmation of type b infections as Hib disease becomes less common.

Antibiotic resistance among *H. influenzae* isolates is widespread and variable depending on geographic region. Strains may acquire resistance to common beta-lactam antibiotics, such as penicillin and ampicillin, via plasmids containing genes for beta lactamase.

Approximately 20 years after this mechanism of acquired resistance was first reported in 1974, ampicillin resistance was found in 39% of 1537 *H. influenzae* isolates obtained from 30 U.S. medical centers. Resistance to chloramphenicol, which was not commonly used to treat meningitis in the United States, was found in less than 1% of these isolates. Data on the prevalence of resistance in different regions of the world are limited. One study in Egypt reported that more than 60% of *H. influenzae* isolates from children with meningitis were resistant to either ampicillin or chloramphenicol. Antimicrobial resistance is especially relevant in developing countries where ampicillin and chloramphenicol are frequently used for empiric treatment of meningitis.

**Clinical Characteristics and Pathophysiology**

Meningitis is the most severe, life-threatening illness caused by *H. influenzae*. Prior to routine immunization, Hib was the leading cause of bacterial meningitis among young children in the United States. Peak incidence occurred in infants 6–8 months of age, and case-fatality was less than 5%. Meningitis is less common in adults than other invasive syndromes, including pneumonia or nonfocal bacteremia, with a higher proportion of cases caused by nontype b strains. In the vaccine era, nontypeable (unencapsulated) strains account for nearly 50% of the remaining cases of *H. influenzae* disease, with pneumonia being the principal presentation. Epiglottitis, a potentially severe inflammation and edema of the epiglottis and surrounding soft tissue, septic arthritis, and cellulitis due to *H. influenzae* are now uncommonly seen.

*H. influenzae* colonizes the respiratory tract; organisms enter the bloodstream of susceptible hosts and disseminate throughout the tissues. Bacteria may cross the blood-brain barrier and seed the central nervous system to cause meningitis. Epiglottitis and pneumonia may result from infection of soft tissue by organisms colonizing the respiratory tract. *H. influenzae* evades the host immune system by inhibition of mucosal cilia and proteolytic cleavage of secretory IgA antibody. Capsular polysaccharides play a role in blocking complement-mediated phagocytosis. Immunocompromised hosts, such as asplenics or those infected with human immunodeficiency virus, may be more vulnerable to infection. Chronic smoke exposure or preceding viral infections may increase susceptibility by disrupting respiratory clearance of the organism.

In the United States, nontypeable *H. influenzae* and *S. pneumoniae* remain the two most common causes of acute otitis media. The introduction of pneumococcal conjugate vaccine for infants in 2000 has increased proportion of otitis media due to nontypeable *H. influenzae*. Otitis media is the most common reason for pediatric outpatient visits and is the leading indication for antimicrobial use in the United States, at an estimated cost of $5.3 billion in 1998.

Clinical characteristics of *H. influenzae* disease have not changed throughout much of the world where vaccination against Hib is not routine. Type b disease still predominates in developing countries—Hib is a major cause of nonepidemic meningitis among children. Case-fatality rates for Hib meningitis in developing countries (10% or higher) are higher than those in industrialized countries (less than 5%). *H. influenzae* and *S. pneumoniae* are the two most commonly identified bacterial etiologies of pneumonia in many regions of the world. However, the etiology of pneumonia is difficult to establish because only a small proportion is associated with bacteremia. Due to this difficulty, the contribution of *H. influenzae* to the burden of pneumonia is unknown. Culturing *H. influenzae* from the nasopharynxes of patients with pneumonia is of limited value in making a specific diagnosis because the organism may be present without causing disease.

**Treatment**

Initial empiric treatment for the clinical syndromes is based on available antibiotics with broad coverage for the most likely bacterial pathogens. In the United States, for example, practice guidelines for empiric antibiotic treatment of bacterial meningitis are based on age and the specific predisposing condition. The guidelines recommend vancomycin plus a third-generation cephalosporin for most age groups. For severe *H. influenzae* infections, a third-generation cephalosporin, such as ceftriaxone and cefotaxime, is commonly prescribed. In many developing countries, empiric therapy for bacterial meningitis includes ampicillin/penicillin, chloramphenicol, or a combination. A recent meta-analysis of 18 clinical trials conducted over the past 20 years found no significantly increased risk of death, treatment failure, or deafness when a combination of ampicillin-chloramphenicol was used for treatment of bacterial meningitis versus ceftriaxone or cefotaxime. However, 16 of the 18 trials were conducted in the 1980s when antibiotic resistance rates may have been lower than at present. Current studies evaluating the success of different antibiotic regimens, especially in areas with a high burden of disease, are needed.

New treatment guidelines for acute otitis media in the United States reflect efforts to avoid the unnecessary use of antibiotics. Because of high rates of spontaneous resolution of symptoms, deferring antibiotic treatment for select children is an option based on the child’s age, diagnostic certainty, severity of illness, and feasibility of medical reevaluation. Antibiotic treatment is recommended for young children with severe symptoms, including intense ear pain and high fever, and for all acute otitis media in children younger than 6 months of age. Other children with otitis media may be followed without antibiotic therapy. The option of observing the course of the infection in select children is an attempt to reduce the overuse of antibiotics, and thereby reduce the development of resistance.

**Immunity**

In 1933, Fothergill and Wright described an inverse relationship between serum bactericidal activity against Hib and the incidence of *H. influenzae* meningitis, with a nadir in bactericidal activity from age 3 months to 2 years, the age of peak meningitis incidence. This protective immunity is mediated by maternal antibodies or antibodies naturally acquired as a result of nasopharyngeal carriage or infection with the organism. Protection from *H. influenzae* type b disease is associated with antibodies against capsular polysaccharide, polyribosylribitol phosphate (PRP). Pioneers in vaccinology realized that stimulation of anti-PRP antibody in infants could protect against Hib disease.

The first Hib vaccine was made from purified PRP polysaccharide and was variably successful. A large efficacy study in Finland demonstrated protection for children who received vaccine at 18 months or older, but poor immunogenicity in younger children. The immune
response to polysaccharide vaccine administered in infancy was short lived, with no evidence of long-term immunity.12 The polysaccharide vaccine was licensed in the United States in 1985 for children 18 months and older, and post-licensure studies showed inconsistent results.23 The limitations of the polysaccharide vaccine were overcome by a new generation of Hib vaccines. Investigators found that PRP polysaccharide could be coupled with protein antigens that stimulated interaction with T-lymphocytes, so called T-cell–dependent antigens, such as tetanus and diphtheria toxoids.24 The ability of the PRP-protein conjugate to induce T-cell–dependent immunity improved antibody response in infancy and primed the immune system for subsequent doses.

All of the current Hib vaccines contain PRP polysaccharide conjugated to one of a number of protein antigens, including diphtheria and tetanus toxoid derivatives and the major outer membrane protein from N. meningitidis. The choice of carrier protein influences the immunogenicity of the PRP polysaccharide, with PRP conjugated to the N. meningitidis outer membrane protein stimulating higher levels of antibody after the first dose than other conjugates. Other conjugate vaccines require two or three doses to reach protective levels of antibody. A booster dose may be required after 12 months of age to sustain protective antibody levels throughout childhood. Early vaccination before six weeks of age when maternal antibody is still present may lead to lower antibody titers even following boosting.22

Hib antigen is increasingly combined with other antigens, such as diphtheria-tetanus-pertussis or hepatitis B, in multivalent vaccines to reduce the number of injections required during a single clinic visit.23 Combining antigens can affect immune responses, as seen by the reduced antibody response to Hib when combined with acellular pertussis antigen, an effect not observed when combined with whole-cell pertussis.27 Although the clinical significance of these lower antibody levels after vaccination is not definitively known, recent experience in the United Kingdom suggests that in some situations low antibody levels may correspond to lower efficacy.26 27

Transmission

H. influenzae causes disease only in humans, and the human nasopharynx is its only natural reservoir. Unencapsulated organisms predominate in the nasopharynx and can be isolated frequently from children (often from 50% or more of children less than six years old).24 Hib carriage was uncommon even before the introduction of conjugate vaccines, identified in just 3–5% of children younger than five years old.29 Higher prevalence of Hib carriage has been reported from clusters of invasive infections in childcare centers and, in some studies, from populations with high rates of invasive disease.29

Asymptomatic carriers are the major source of transmission, since most patients with Hib disease have not had contact with a person who had invasive disease.29 H. influenzae is likely spread via contact with respiratory droplets or secretions. Clusters of invasive Hib cases may occur in the absence of high prevalence of carriage, even in the vaccine era.20

Occurrence

Industrialized Countries. In the United States, the incidence of invasive Hib disease among children less than five years of age dropped from more than 50 cases per 100,000 children in the pre-vaccine era to less than 1 case per 100,000.31 The incidence of type b disease in children younger than five years has fallen below the incidence of nontype b H. influenzae (Fig. 9-6). Nontypeable (unencapsulated) strains now account for the majority of invasive H. influenzae disease among children in the United States. Dramatic declines in Hib have occurred in other countries since the introduction of conjugate vaccines.1

In the pre-vaccine era, American Indian, Alaska Native and Australian Aboriginal populations experienced high rates of Hib disease, with the highest occurrence in infants less than one year of age.14 Rates among American Indian and Alaska Native children have declined substantially but remain higher than in the general U.S. population.32, 33 Historically higher incidence of Hib disease among African American children compared to Caucasian children in the United States has largely disappeared.21 Children with HIV infection, sickle-cell disease or disorders of immunoglobulin synthesis are at increased risk of H. influenzae disease. Incidence of H. influenzae in adults is low, although adult populations may be susceptible to resurgence of type b disease when there is increased disease transmission in children.26

Resurgence of disease was reported from the United Kingdom and the Netherlands after dramatic declines related to the introduction of conjugate vaccine.34, 35 In the United Kingdom, the resurgence in cases correlated with low levels of protective antibody in both pediatric and adult populations.26 27 Loss of protective immunity was attributed in part to decreased transmission of Hib, resulting in less nasopharyngeal carriage and natural boosting of immunity. Among vaccinated children, low antibody levels in those older than 12 months suggested the need for a booster dose in the second year of life. The resurgence of cases also coincided with the use of a combination Hib vaccine containing acellular pertussis antigen, which was associated with an excess number of vaccine failures among children who had been fully vaccinated.36 In the Netherlands, the resurgence of invasive Hib cases in children was associated with an “accelerated” vaccination schedule at 2, 3, and 4 months, which may have contributed to lower antibody levels in fully vaccinated children and a subsequent rise in Hib cases.37 The experience of these two countries illustrates the potential for Hib disease to reemerge in industrialized countries and highlights the importance of continued surveillance.

Developing Countries. Hib continues to be a major cause of morbidity and mortality among children less than five years of age in developing countries. Estimates suggest that Hib is responsible for more than 300,000 cases of meningitis and an additional 100,000

---

Figure 9-6. Incidence rate (per 100,000 population) of Haemophilus influenzae type b (Hib) and nontype b invasive disease detected through Active Bacterial Core surveillance (ABCs) among children aged less than 5 years—United States, 1990–2000. (Source: Centers for Disease Control and Prevention. Progress toward elimination of Haemophilus influenzae type b invasive disease among infants and children—United States, 1998–2000. MMWR 2002;51(11):234–7.)
cases of other invasive syndromes annually.33,34 Ninety-five percent of Hib meningitis cases occur in children less than five years of age, with the highest incidence among children 0–11 months old. Although Hib is often found to be the principal cause of bacterial meningitis in children, the burden of disease is underestimated or unrecognized in many developing countries due to inadequate laboratory capacity to isolate the organism. The absence of country-level data and perceptions of low disease burden have slowed the uptake of Hib vaccines throughout the developing world.

Pneumonia (including bacterial and nonbacterial types) may be a more common manifestation of Hib disease than meningitis in developing countries. Pneumonia is one of the leading causes of death among children less than five years old, with the highest burden of disease found in developing countries.35 Studies in Chile and the Gambia showed that as many as 20% of severe, x-ray confirmed cases of pneumonia in children under the age of two years were prevented by Hib conjugate vaccine,36,37 and that five times more cases of Hib pneumonia were prevented as cases of Hib meningitis. In contrast, a community-randomized trial in Indonesia found conflicting results, showing no reduction of severe pneumonia in children who received Hib vaccine but uncovering a large burden of meningitis due to Hib.38 Evidence of a substantial burden of Hib disease in developing countries would strengthen the case for introduction of conjugate vaccines.

Prevention

Immunization is the most effective means of preventing Hib disease. Hib vaccines were the first protein-polysaccharide conjugate vaccines against bacterial infections, and they have proven extremely safe and efficacious. These conjugate vaccines are immunogenic in early infancy, eliciting protective antibodies in young children at highest risk of invasive disease. Most Hib conjugate vaccines require three doses in the first six months of life to achieve protective levels of antibody. The Hib conjugate vaccine is given to all household or day care contacts of cases when unimmunized young children are present. Rifampin eliminates carriage of H. influenzae and is given to all household or day care contacts to protect any children at increased risk of invasive disease.39 These include immunocompromised children (regardless of immunization status), household contacts less than four years of age who are not fully vaccinated, and day care classmates less than two years of age who are not fully vaccinated. If there are no at-risk children present, chemoprophylaxis is not recommended. Clusters of nontype b invasive disease in day care settings have not been reported.

For the majority of the world’s children who do not currently receive Hib vaccine, the future presents both opportunities and challenges. In 2006, the World Health Organization recommended the introduction of Hib vaccine worldwide.1 Hib conjugate vaccine is one of the new-generation vaccines selected for support by the Global Alliance for Vaccines and Immunization, a historic public-private partnership to provide financing for immunizations in the world’s poorest countries including supporting the introduction of Hib in many of these countries.40 However, the protein-polysaccharide vaccines are expensive to produce, and the high cost of Hib conjugate vaccines remains a major obstacle. As the price of Hib conjugate vaccines drops, more developing countries may introduce the vaccine for its demonstrated effectiveness against meningitis and other severe Hib disease among young children.

The success of Hib conjugate vaccines has led the way for other protein-polysaccharide vaccines against common bacterial infections, including Streptococcus pneumoniae and Neisseria meningitidis. The pitfalls encountered in trying to introduce Hib vaccines in developing countries will serve as lessons for the newer vaccines. The hope for the future is that the delay between the introduction of these life-saving vaccines in industrialized countries and their ensuing availability in developing countries can be shortened with coordinated international effort. The Hib conjugate vaccine represents a modern public health triumph, although the goal of eliminating the scourge of Hib disease among all the world’s children may require many years to achieve.

Varicella and Herpes Zoster

Dalya Guris • Mona Marin • Jane F. Seward

Varicella

Public Health Significance

Varicella (chickenpox) and herpes zoster (shingles) are two distinct disease entities caused by the varicella zoster virus (VZV). Varicella is the primary infection caused by VZV, which, like other herpes viruses, is capable of maintaining latency in the human body and reactivating to result in the secondary or reactivated form of disease known as herpes zoster or shingles. In temperate climates without a routine vaccination program, varicella is a common, highly communicable, childhood illness characterized by fever and a generalized pruritic vesicular exanthem. In the United States, prior to the availability of a varicella vaccine, this disease affected essentially everyone during their lifetime with more than 95% of adults demonstrating...
antibodies to VZV by age 20–29 years. In tropical climates, varicella may be acquired at older ages resulting in more infections and a higher susceptibility in adults. Varicella may result in serious consequences both in healthy persons and those at higher risk for severe disease including newborn infants, immunocompromised persons, pregnant women, and adults. Complications of varicella include sepsis, pneumonia, encephalitis, coagulation defects, shock, and death. In the United States before the vaccine era, annually varicella was responsible for an average of 11,000–13,500 hospitalizations and an average of 100–150 deaths. Substantial burden of school absenteeism, costs of parental leave, and medical costs were associated with childhood varicella with net benefit to cost estimates for a routine childhood vaccination program calculated as $5.40 and $66.47.13,14

Laboratory tests are available to confirm diagnosis of varicella, (b) assess immune status, and (c) genotype of varicella zoster virus. Diagnosis of varicella is usually made on clinical grounds, based on rash characteristics and on epidemiologic features, such as contact with other varicella cases. However, in severe or vaccinated, mild cases (i.e., with few lesions, mostly or all maculopapular) laboratory confirmation may be needed. Polymerase chain reaction (PCR) is the preferred test for laboratory confirmation of acute cases. Serologic tests are useful for identifying the immune status of individuals whose history of varicella is negative or uncertain. Viral genotyping is used to distinguish wild-type VZV from the vaccine strain (Oka) and assessing wild-type strains circulating.

PCR. PCR allows rapid amplification of specific sequences of viral DNA. RNA primers that target selected small stretches of viral DNA can be used to replicate small quantities of viral DNA extracted from clinical samples. If a PCR product of the expected size is produced, it is evidence that the virus was present in the sample. Recommended clinical samples for PCR testing are vesicular fluid, scabs, or scrapings from maculopapular lesions. Also, respiratory secretions, cerebrospinal fluid (CSF), autopsy specimens, and buccal smear can be used.

PCR and restriction fragment length polymorphism (RFLP) analysis can be used to differentiate between vaccine and wild-type strains. More recently, rapid real-time PCR methods using Light Cycler or TaqMan technology have made it possible to distinguish wild-type strain from vaccine strain in a single tube assay in a few hours. These techniques have been strong tools to identify vaccine-associated adverse events and differentiate vaccine-associated rash from disease that occurs among vaccinated persons (breakthrough disease).

Etiology

The varicella zoster virus is a DNA virus of the herpes family. Humans are the only natural host for this highly contagious virus. Although the etiological agent responsible for varicella and zoster was not identified and named until the 1950s, herpes zoster was described in the very early medical literature. Varicella, however, was frequently confused with another “pox” illness, smallpox (variola), until the end of the nineteenth century. In the early 1900s, the association between varicella and zoster was suggested when von Bokay reported on the occurrence of varicella following cases of zoster in two families, and this was confirmed experimentally by demonstrating that inoculation of vesicular fluid from persons with herpes zoster produced varicella in susceptible volunteers in 1925. In 1943, zoster was first suggested to be due to a reactivation of a latent agent that had been originally acquired during varicella. Weller, in 1953, confirmed that varicella and herpes zoster have a common etiology by isolating and propagating the etiological agent from both diseases in vitro. He and colleagues then demonstrated that the viruses were morphologically and serologically identical, and the agent was named varicella-zoster virus in 1958.

Immune Response

The VZV induces both humoral and cell-mediated immune responses. Cell-mediated immunity (CMI) to VZV is believed to be particularly important in preventing recurrences of varicella after reexposure, in maintaining the latent state of the virus in dorsal root ganglia, and in preventing the occurrence of herpes zoster. Lifelong immunity usually occurs following one attack of varicella. Reexposure to wild-type varicella frequently results in reinfection that boosts immunity without causing clinical illness or detectable viremia. However, rarely, recurrence of chicken pox has been reported in immunocompetent individuals with documented VZV immunity. Although population-based studies suggest that symptomatic second infections of varicella may occur more frequently than anticipated, cases reported in these studies were not laboratory-confirmed.

Laboratory Tests

Laboratory tests are available to (a) confirm diagnosis of varicella, (b) assess immune status, and (c) genotype of varicella zoster virus. Diagnosis of varicella is usually made on clinical grounds, based on rash characteristics and on epidemiologic features, such as contact with other varicella cases. However, in severe or vaccinated,
of skin lesions. Direct and indirect immunofluorescence methods may detect VZV infected cells in tissue sections of lung, liver, brain, and other organs in patients with disseminated primary or recurrent VZV infection.

Cultures for VZV, though confirming unequivocally the diagnosis of VZV infection, require a minimum of two days, more frequently at least five days, to detect infectious virus in cell culture. Although in clinical cases of varicella, VZV is difficult to isolate from sites other than skin lesions, VZV has been cultured from clinical specimens such as autopsy samples or CSF, and rarely from throat, pharyngeal, and conjunctival specimens.

**Clinical Characteristics**

Varicella is highly contagious with secondary infection rates in susceptible household contacts ranging from 65% to 100%. Transmission occurs from person-to-person by direct contact from patients with either varicella or zoster lesions or by droplet or aerosol from vesicular fluid of skin lesions or from respiratory secretions. The path of entry of the virus is the upper respiratory tract. The incubation period for varicella ranges from 10 to 21 days, most commonly 14–16 days. This period may be shorter in immunocompromised patients and prolonged (for up to 28 days) in recipients of Varicella-Zoster Immune Globulin (VZIG). 

A primary viremia occurs 4–6 days after infection which enables the virus to infect and replicate in the liver, spleen, and possibly other lymphatic organs. This is followed by a secondary viremia 10–20 days after infection which results in fever and constitutional symptoms that most commonly occur synonymously with onset of the rash. Systemic symptoms in children are milder than in adults. Fever (~ 38–39°C [100–102°F]) is present during the peak of rash evolution and disappears by the time all the vesicles have either dried or crusted over. Infection usually produces a typical clinical illness; clinically inapparent or asymptomatic primary infection is estimated to occur in no more than 5% of susceptible children.

The characteristic rash is pruritic; appears in successive crops and quickly (24 hours) evolves from macules to papules to clear, fluid-filled vesicles approximately 2–4 mm in diameter. Early in the illness all stages of the rash can coexist. The vesicles are initially surrounded by an erythematous base, which fades during the process of crusting. Vesicles sequentially become purulent and dry and crust over. The crust, which is not infectious, may remain intact from 1 to 3 weeks. The rash is distributed centrally with more lesions occurring on the face, scalp, and trunk than on the extremities. Lesions are not confined to the skin and can develop on any mucosal surface including inside the mouth and vagina. They can also develop on the cornea and tympanic membranes. A person with varicella is contagious from 1 to 2 days before the rash appears until all of the vesicles have crusted, usually 5–6 days after onset of rash. Patients with altered immunity may have a prolonged period of infectivity, because new lesions may develop for an extended period.

Approximately 20% of vaccinated persons may develop varicella if exposed to VZV. Varicella that occurs more than 42 days after vaccination is known as “breakthrough” disease. Breakthrough varicella is generally a mild disease with approximately 80% of the cases developing less than 50 lesions. Fever may not develop, and most or all lesions may be of pruritic maculopapular type, rather than vesicular. Therefore, it is easy to miss breakthrough varicella or misclassify it (e.g., insect bites, enteroviral infection).

**Complications**

Varicella may be followed by complications. The risk of complications is higher among immunocompromised persons, neonates, and adults. However, severe disease and deaths can occur in previously healthy individuals. Serious complications include secondary bacterial infections, pneumonia, postinfectious encephalitis, cerebellar ataxia, Reye’s syndrome and death. Rarer complications include nephritis, arthritis, Guillain-Barré syndrome, stroke, thrombocytopenia, and clinical hepatitis. Though clinical hepatitis occurs rarely, evidence of subclinical hepatitis is frequent.

Complications from varicella vary by age. In healthy children with varicella, secondary bacterial infections of skin lesions, usually due to Staphylococcus or Streptococcus, are the most common complications requiring hospitalization. Reports of life-threatening or lethal invasive group A beta-haemolytic streptococcal infections include cellulitis, necrotizing fasciitis, septic arthritis, osteomyelitis, sepsis, and toxic shock syndrome. Neurologic complications are the second most common indication for hospitalization for healthy children with varicella. Central nervous system (CNS) complications, meningoencephalitis, and cerebellar ataxia are more frequent in children younger than five years and in adults aged 20 years and older. Varicella-associated encephalitis is estimated to occur in 1–4 cases per 10000 reported varicella cases. Cerebellar ataxia is the most common CNS complication occurring in approximately 1 in 4000 cases. It may persist for longer than encephalitis but usually resolves completely. Reye’s syndrome has become a rare complication following the marked decline in use of salicylates among children with varicella.

A higher rate of complications occurs in adults. Systemic involvement is more prominent with primary varicella pneumonia the most common, life-threatening complication. Estimates of the frequency of pneumonia complicating varicella in healthy adults have varied widely from 0.3% to 50% with wide ranges also in fatality from pneumonia of 9–50%. Hemorrhagic complications occur more commonly in adults than in healthy children and include thrombocytopenia associated with bleeding into skin lesions, petechiae, purpura, hematuria, and gastrointestinal hemorrhage. This may proceed to disseminated intravascular coagulopathy, shock, and death. Some, but not all, studies have suggested that pregnant women have a higher risk of complications than do nonpregnant adults of childbearing age. However, these data are predominantly from case reports and case series from referral hospitals. In a reported series of 118 cases of varicella in pregnant women in the United States, 24 of them developed pneumonia and 11 died.

Both varicella and herpes zoster are listed as underlying causes of death every year in the United States. Septic and CNS complications, pneumonia, and hemorrhagic conditions are the most common causes of death following varicella disease. Overall case-fatality rate is highest among infants, adults, and persons with immunocompromising conditions, and lowest among children 1–9 years of age. In the United States, during 1970–1994, overall varicella mortality rate was 0.4 deaths per million population. During the same time frame, case-fatality rate ranged between 2–3 deaths per 100,000 cases in 5-year periods. By 1999–2001, the average rates of mortality due to varicella among all racial and ethnic groups were below 0.15 deaths per million population. Most varicella deaths occurred among previously healthy individuals; during 1990–1994, 89% and 75% of child and adult deaths, respectively, occurred among individuals without severe underlying conditions while in 1999–2001, 92% of deaths among persons aged less than 20 years were in persons without severe underlying medical conditions.

In immunocompromised patients, all expressions of the infection may be markedly enhanced. In such patients, atypical severe presentations of varicella may be difficult to distinguish from disseminated herpes zoster. Severe varicella or disseminated zoster and serious complications with multi-organ system involvement have been described in many situations associated with an immunocompromised state including leukemia and other cancers, HIV/AIDS, disorders of the immune system and immunosuppression secondary to use of steroids or cancer chemotherapeutic drugs. Numerous studies suggest that an impaired cellular immune state is the major contributing factor.
Disease earlier in pregnancy is associated with the passage of protective maternal antibody to the fetus.\textsuperscript{54} 

**Congenital (Fetal) Varicella Syndrome.** Maternal infection within the first 26 weeks of gestation can lead to congenital (fetal) varicella syndrome, a recognized constellation of congenital defects including hypoplasia of an extremity, cicatricial skin scarring, localized muscular atrophy, encephalitis, microcephaly, cortical atrophy, ocular abnormalities, mental retardation, and low birth weight. This syndrome has been estimated to occur in about 0.4% of infections that occur from weeks 0–12 and 2.0% of infections that occur from weeks 13–20; the latest infection reported in pregnancy that resulted in fetal varicella syndrome is 25 1/2 weeks.\textsuperscript{55,56} Other researchers have suggested a wider clinical spectrum of clinical manifestations for this syndrome, including a milder one that may not be easily diagnosed. Gestational varicella is also associated with an increased risk of zoster occurring at an early age especially within the first year of life.\textsuperscript{56} 

**Epidemiology**  
In temperate climates, in the absence of vaccination, varicella is a disease of childhood with 80–90% cases occurring before 10 years of age.\textsuperscript{1,2,5,7,26} In the United States, during the 1980s, the highest annual incidence rate was described in 5- to 9-year-old children followed by the 1–4 age group:1.5,24 by early adulthood, 95% of the population was immune to varicella.\textsuperscript{2} In the early 1990s, the highest age-specific incidence was in pre-school children,\textsuperscript{25,59} a pattern also described in many European countries.\textsuperscript{60,61} During 1988–1994, varicella seroprevalence was 95% and 99% and more among persons 20–29 and more than 30 years of age, respectively. The vaccination program has changed the epidemiology of varicella in the United States. Overall, incidence has declined 80–90%, and the median age of infection has increased; however, declines in incidence have occurred in all age groups. Ten years after the implementation of program, some varicella outbreaks, albeit much smaller in size than in the pre-vaccine era are occurring in elementary and middle schools prompting consideration of a second routine dose of varicella vaccine in childhood.\textsuperscript{62,63} 

Varicella has been less commonly a childhood disease in the tropics with more frequent disease occurring among adults. However, susceptibility in adults varies widely in the tropics from more than 50% in St. Lucia, West Indies from a large serosurvey in 1985–1986 to less than 10% in urban Thailand, India, and the Philippines.\textsuperscript{64,65} The reasons for this difference in the age-specific incidence of varicella in tropical compared to temperate climates are unclear but may include differences in population size, population density, crowding, and high ambient temperatures or humidity resulting in decreased transmission in the tropics. 

Routine varicella vaccination program in the United States has resulted in rapid increases in vaccination coverage and dramatic declines in varicella morbidity and mortality. Vaccination coverage among children 19–35 years of age increased from 27% in 1997 to 88% in 2004.\textsuperscript{64} In four states (MI, IL, TX, WV) that have had consistent varicella surveillance over the years, varicella vaccination coverage reached 57–84% in 2001. In these states, the number of cases declined by 67–82% in 2001 compared to the average number of cases reported during 1990–1994.\textsuperscript{64} 

In three varicella active surveillance sites (Antelope Valley, CA; Travis County, TX; and West Philadelphia, PA), similar reductions in incidence were observed. From 1995 to 2000, reported number of cases and hospitalizations declined by 71% and 84%, respectively.\textsuperscript{59} The highest reduction in incidence was among children 1–4 years of age, the age group that was covered by the vaccination program. However, disease reduction was also observed in other age groups, indicating protection in these age-groups through herd immunity. 

At the national level, hospitalizations declined by 75% from an average number of 15073 hospitalizations during 1993–1995 to 3729 in 2001.\textsuperscript{10} The number of deaths due to varicella as the underlying cause of death reported to the National Center for Health Statistics declined from 115 in 1996 to 26 in 2001.\textsuperscript{10} The decline was observed in all age groups, except those 50 years of age and older. The highest declines were among children 1–4 and 5–9 years of age; 89% and 88%, respectively. During 1999–2001, 92% of all deaths occurred among persons with no high-risk conditions. 

Although varicella vaccination program resulted in substantial decline in cases and deaths due to varicella, outbreaks continue to be reported among both unvaccinated and vaccinated school children. Of these, outbreaks among highly vaccinated populations are of particular concern. During 2001 and 2004, several outbreaks in schools with 96% and more vaccination coverage were reported.\textsuperscript{66,67} Each outbreak lasted about 2 months with attack rates among vaccinated children ranging from 11% to 17%. Vaccinated cases played a key role in transmitting VZV. Vaccine effectiveness in these outbreaks was in the range of 72–85%, similar to those obtained in the vaccine efficacy trials prior to licensure. Vaccine effectiveness of 80–85% is not sufficient to prevent varicella outbreaks. Therefore, to improve vaccine-induced immunity, a routine second dose vaccination has been recommended.\textsuperscript{67} 

**Prevention and Control**  

**Active Immunization.** All current varicella\textsuperscript{17} vaccine preparations contain the Oka strain of live, attenuated VZV. Three pharmaceutical companies produce varicella vaccine. These vaccines and producers are: Varivax (also available as Varivax Refrigerated and VarivaxII, which do not require freezing) by Merck & Co., Inc.; Varilrix by GlaxoSmithKline, and Okavax by Biken (distributed by Sanofi Pasteur MSD). Oka/Biken vaccine has been available in Japan and Korea since the 1980s for use in healthy and immunocompromised persons, although it has not been recommended for routine childhood vaccination. In 1995, United States became the first country to implement varicella vaccine into its routine childhood immunization program. As of 2005, Qatar, Uruguay, Germany, Australia, Canada, and some areas of Italy have incorporated varicella vaccination into their routine immunization program. The formulation licensed for use in the United States contains more than 1350 plaque forming units (PFU) (\(\sim 1.13 \times 10^{7}\)) of Oka/Merck VZV in each 0.5 mL dose. In 2005, the first combination MMRV vaccine, Proquad (Merck & Co., Inc.) was licensed in the United States. To obtain comparable immunogenicity provided by Varivax, varicella dose has been increased to 3.99 \(\log_{10}\) PFU in Proquad. 

In the United States, varicella vaccine is approved for use in healthy persons aged 12 months and older without evidence of immunity (no history of varicella, no evidence of serological immunity, or never vaccinated). The ACIP and the American Academy of Pediatrics (AAP) recommend that all children be routinely vaccinated at 12–18 months of age, and receive a second dose at 4–6 years of age.\textsuperscript{13,14} There should be at least three months interval between the two doses. Varicella vaccine is administered subcutaneously (0.5 mL dose). Catch-up two-dose vaccination is recommended for persons who are older than six years of age and do not have evidence of immunity. In outbreak settings, a second dose of vaccine is recommended for persons who have received one dose of vaccine to prevent further spread. ACIP recommends assessment of pregnant women for varicella immunity and postpartum vaccination of susceptible women. HIV-infected children with age-specific CD4+ T lymphocyte percentages of 15–24% and adolescents and adults with CD4+ T lymphocyte counts >200 cells/\muL are recommended to receive two doses of varicella vaccine. 

**Immunogenicity and Persistence of Vaccine-Induced Immunity.** Both humoral and cellular immunity are important in the control of primary varicella infection. VZV is a strongly cell-associated virus. The capacity to elicit cell-mediated immunity is an important factor accounting for long-term protection against disease and reactivation of the virus. The vaccine produces both humoral and cell-mediated immune responses detected 6–8 weeks after vaccination. At approximately 4–6 weeks postvaccination, seroconversion (acquisition of any detectable varicella antibodies \([>0.3 \text{ gpELISA units}]\)) was observed in 97% of 6889 susceptible children 12 months–12 years of age who received one dose of varicella vaccine.\textsuperscript{15} Evaluation of data from clinical trials suggests that titers \(>5 \text{ gpELISA units}\) and more units at 6 weeks after a single dose of vaccine strongly correlate with
Approximately 73–86% of children vaccinated in trials have achieved titers 5 gpELISA units and more after a single dose vaccine. A comparative study of disease severity and two doses administered three months apart to healthy children showed that the proportion of subjects with antibody titers 5 gpELISA units and more in the two dose group was significantly higher six weeks after the second dose (99.6% vs. 85.7%) and remained high at the end of the 9-year follow-up, although the difference between the two regimens did not persist (97% vs. 95%). Another study revealed that majority (60%) of the children had anamnestic response (24-fold increase in antibody titers) when administered a second dose after 4–6 years after their first dose. In a multicenter clinical trial among 757 adolescents and adults, seroconversion rates four weeks after doses one and two were 72% and 99%, respectively, for those who received vaccine four weeks apart, and 78% and 99%, respectively, for those who received vaccine eight weeks apart. 

The humoral immunity has been shown to persist for more than 20 years in Japan and for up to 10 years in the United States in 93–100% of child vaccinees. At the end of a 10-year prospective study, 95% and 97% of children who had received one and two doses, respectively, had antibody levels 5 gpELISA and more. In clinical studies among adolescents and adults who were administered two doses of vaccine 4–8 weeks apart, detectable antibody levels have persisted for at least five years in 97% (Merck and Company, Inc., Varivax package insert).

However, other studies found that 25–31% of adult vaccinees who seroconverted lost detectable antibodies (FAMA) at intervals ranging from 1 to 11 years after vaccination and 9-21% of vaccinees developed breakthrough disease. Cell-mediated immunity persisted in 87–94% vaccinated children and adults for 5-6 years following vaccination. In the study of the two doses administered to children 4–6 years apart, results showed that the lymphocyte proliferation response was significantly higher at 6 weeks and 3 months after the second dose than after the same time points following the first dose.

Data from varicella active surveillance sites in the United States suggested loss of vaccine-induced immunity over time. Multivariate logistic regression analysis adjusting for the year of disease onset (calendar year) and the subject’s age at both disease onset and vaccination revealed that the annual rate of breakthrough varicella significantly increased with the time since vaccination from 1.6 cases per 1000 person-years (95% CI, 1.2 to 2.0) within one year after vaccination to 9.0 per 1000 person-years (95% CI, 6.9 to 11.7) at five years and 58.2 per 1000 person-years (95% CI, 36.0 to 94.0) at nine years. Persistence of immunity in the absence of exposure to the wild virus and natural boosting of immunity should continue to be monitored.

Efficacy, Effectiveness, and Risk Factors for Vaccine Failure. Clinical trials prior to licensure demonstrated vaccine efficacies ranging from 70–100% depending on the age at vaccination, dosage, number of doses given, type of exposure (household or community), length of follow-up, and outcome of disease studied, i.e., level of severity of disease. Since licensure, effectiveness of varicella vaccine under field conditions has been assessed in childcare, school, and household and community settings using a variety of methods. Effectiveness has frequently been estimated against varicella and also against moderate and/or severe varicella. Outbreak investigations have assessed effectiveness against clinically defined varicella. The majority of these investigations have found vaccine effectiveness for prevention of varicella in the range most commonly described in pre-licensure trials (70–90%) with some lower (44%, 56%) and some higher (100%) estimates.

A retrospective cohort study in 11 childcare centers found vaccine effectiveness of 83% for prevention of mild/moderate disease. A study in a pediatric office setting has measured vaccine effectiveness against laboratory confirmed varicella using a case control study design. Vaccine effectiveness was 85% (78–90%) and 87% (81–91%) during the early and later time periods for this study. In a household secondary attack rate study, considered the most extreme test of vaccine performance due to the intensity of exposure, varicella vaccine was 79% (79–100%) effective in preventing clinically defined varicella in exposed household contacts.

Post-licensure studies that have assessed vaccine performance in preventing moderate and severe varicella have consistently demonstrated extremely high effectiveness against these outcome measures. A comparative study of disease severity and two doses administered three months apart to healthy children showed that the proportion of subjects with antibody titers 5 gpELISA units and more in the two dose group was significantly higher six weeks after the second dose (99.6% vs. 85.7%) and remained high at the end of the 9-year follow-up, although the difference between the two regimens did not persist (97% vs. 95%). Another study revealed that majority (60%) of the children had anamnestic response (24-fold increase in antibody titers) when administered a second dose after 4–6 years after their first dose.

In a multicenter clinical trial among 757 adolescents and adults, seroconversion rates four weeks after doses one and two were 72% and 99%, respectively, for those who received vaccine four weeks apart, and 78% and 99%, respectively, for those who received vaccine eight weeks apart.

Breakthrough disease is defined as a case of wild-type varicella infection occurring more than 42 days after vaccination. In clinical trials and post-licensure studies, varicella was substantially less severe among vaccinated persons than among unvaccinated persons. The majority of the vaccinees who develop varicella have less than 50 lesions, shorter duration of illness, and lower incidence of fever. Most illnesses associated with vaccine failure are attenuated and have not increased in severity during the 7–10 years of follow-up study. However, vaccinated cases are infectious. Breakthrough cases who develop lesions similar to unvaccinated cases are as infectious as unvaccinated cases. Vaccinated cases with less than 50 lesions are one-third as infectious as unvaccinated cases.

Several studies, including those conducted during outbreak investigations, have identified various risk factors for vaccine failure. However, to date, no factor has been clearly established as a risk factor for developing breakthrough disease. Out of numerous outbreak investigations, three suggested three- to ninefold increase in breakthrough disease with decreasing age at vaccination (varying between less than 14 to 19 months of age). Only one in these outbreak investigations, age at vaccination was independently assessed by controlling for time since vaccination. Two studies in outbreaks suggested asthma and eczema as risk factors for vaccine failure. Only one cohort study controlled simultaneously for the effect of multiple risk factors and found that the use of oral steroids within the last three months of varicella, age at vaccination (<15 months) and administration MMR within 28 days of varicella vaccination were risk factors for breakthrough varicella disease. Another study found that the effectiveness of vaccine in the first year after vaccination was substantially lower (73%) among children vaccinated at age less than 15 months; however, the difference between children vaccinated at age less than 15 months and 15 months and more did not persist in the seven subsequent years. A study following up nearly 7500 children is examining the relation between age at and time since vaccination. Based on data from the U.S. active surveillance sites, varicella incidence increased as time since vaccination prolonged.

In the randomized clinical trial of one versus two doses of varicella vaccine administered three months apart, the estimated vaccine efficacy of one versus two doses for a 10-year observation period was 94.4% and 98.3%, respectively (p<0.001). The two-dose regimen was 100% efficacious against severe varicella.

Safety. The vaccine is well tolerated in healthy individuals. Local pain and/or redness at the injection site, fever, and generalized varicella-like rash may occur. From pre-licensure clinical trials, the reported incidence of rash at the injection site post vaccination was approximately 3–4% among children, adolescents, and adults following the first dose. For generalized rash, these rates are 4% for children and 6% for adolescents and adults, respectively. The median number of lesions was low—two at the injection site and five for generalized rash. The vaccine virus is capable of reactivating to cause herpes zoster. Incidence of herpetic zoster after vaccination of healthy children is estimated as 18 per 100,000 person-years and lower than the zoster rates after natural varicella infection. In a health maintenance organization (HMO) setting, Hz rate among vaccinated 0–9-year-old children ranged between 0–0.5 per 1000 person-years during 1998–2002 compared to 0.9–1.5 per 1000 person-years among unvaccinated children during 1996–2002. Other rarely reported adverse events include pharyngitis, cellulitis, hepatic pathology, pneumonia, erythema multiforme and Stevens-Johnson syndrome (SJS), antiphospholipid syndrome, aplastic anemia, anaphylaxis, and aplastic anemia. They all accounted for...
reporting rates lower than 1 case per 100,000 doses sold. Neurological adverse events accounted for a reporting rate of 3.8 per 100,000 doses sold and included neuropathy, convulsion, ataxia, encephalopathy, and meningitis.169,170

Post-licensure data suggest that the risk of transmission of varicella virus from healthy persons is very low; in particular, in the absence of rash in the vaccinee. With over 50 million doses of varicella vaccine distributed in the United States, transmission of varicella virus from only four immunocompetent persons has been documented by PCR; all five secondary cases were mild.105-107 In another report, the brother of a child who developed herpes zoster five months following varicella vaccination developed a varicella-like rash from which vaccine virus was isolated, suggesting that the virus was transmitted from zoster.108

Contraindications and Precautions. Contraindications and precautions to vaccination include pregnancy (women should avoid pregnancy for one month after receiving a dose of varicella vaccine), allergy to vaccine components (vaccine contains neomycin, but does not contain egg protein or preservatives), recent administration of blood, plasma or immune globulin, altered immunity including malignant conditions, and conditions that require steroid therapy (≥2 mg/kg/day or a total of 20 mg/day of prednisone or its equivalent). The vaccine is not recommended for persons with cellular immunodeficiencies, but can be administered to persons with impaired humoral immunity. VARIVAX is contraindicated for HIV-infected children with age-specific CD4⁺ T-lymphocyte of less than 15%. In the United States and Canada, Merck and Co, Inc, the vaccine manufacturer, in collaboration with CDC, has established the VARIVAX pregnancy register to monitor outcomes of pregnant women who are inadvertently vaccinated 3 months before or at any time during pregnancy. Telephone: 800-9-VARIVAX.109 No abnormal features have been reported that suggest the occurrence of congenital varicella syndrome or other birth defects related to vaccine exposure during pregnancy.104,105 No adverse events associated with the use of salicylates after varicella vaccination have been reported. However, the vaccine manufacturer recommends that vaccine recipients avoid using salicylates for six weeks after receiving varicella virus vaccine because of the association between aspirin use and Reye’s syndrome following varicella.

Postexposure Vaccination. One dose varicella vaccine administered within three days of exposure to a person with rash is at least 90% effective in preventing varicella. If administered within five days of exposure vaccine is approximately 70% effective in preventing disease and 100% effective in modifying it.106-108 Therefore, vaccination is recommended within 72 hours of exposure; however, vaccination after 72 hours is still recommended given that the vaccine may modify the disease or will provide protection against future exposures for those whose current exposure might not result in efficient transmission.16

Passive Immunization. Varicella zoster immune globulin (VZIG) is recommended for postexposure prophylaxis in susceptible persons at high risk for developing severe disease who have been exposed to VZV. VZIG has been shown to be effective in reducing the severity of varicella when given up to 96 hours after exposure. It should, however, be given as soon as possible after exposure. The decision to administer VZIG to a person exposed to varicella should be based on whether (a) the person is susceptible, (b) the exposure is likely to result in infection, and (c) the patient is at greater risk for complications than the general population. Identified high-risk groups include newborn infants whose mothers developed varicella around the time of delivery (from 5 days before to 2 days after delivery), immunocompromised persons including those on immunosuppressive medications and steroids, pregnant women without evidence of immunity, hospitalized premature infants of 28 weeks or longer gestation or more than 1000 g whose mother has no history of varicella and/or antibodies to VZV, and premature infants of less than 28 weeks gestation or 1000 g or less regardless of the mother’s history of varicella. The recommended dose is one vial (125 U) per 10 kg body weight and up to a maximum of 625 U/person given by intramuscular injection.18

Isolation Guidelines. Isolation of individuals with varicella until all lesions have crusted is a routine outbreak control measure. Isolation is also recommended for exposed susceptible individuals who may be in contact with persons at high risk of serious complications, e.g., health-care workers and families of immunocompromised persons. Such isolation is required for the duration of the period of communicability, i.e., from the 10th until the 21st day postexposure or until the 28th day if the exposed individual receives VZIG.109

Treatment
A variety of antiviral drugs are available for treatment of varicella and herpes zoster. Acyclovir is a synthetic nucleoside analog that inhibits replication of human herpes viruses including the varicella zoster virus; it is available in both oral and intravenous forms and is most effective when administered within 24 hours of rash onset.15,100 Oral acyclovir is not recommended routinely for the treatment of uncomplicated varicella in healthy children, but is recommended for treatment of primary varicella among certain groups at increased risk of severe disease or its complications. This includes people older than 12 years of age, people with chronic cutaneous or pulmonary disorders, people receiving long-term salicylate therapy, and people receiving short intermittent or aerosolized courses of corticosteroids.100,110 Acyclovir is poorly absorbed IV and is recommended for the treatment of severe primary varicella and/or serious complications of varicella in healthy or immunocompromised individuals and for recurrent zoster in immunocompromised persons. VZV resistance to acyclovir has not proven to be a problem in immunocompetent hosts. In immunocompromised hosts, acyclovir-resistant VZV infections have been reported and may become an increasing problem with the use of prolonged acyclovir therapy for patients with chronic or recurrent herpes zoster infections. For such patients, the best alternative therapy is foscarner.100,111

Herpes Zoster
Clinical Characteristics and Complications
Herpes zoster, or shingles, is a localized disease with a painful, vesicular rash that results from reactivation of VZV after latency within sensory ganglia following an earlier attack of varicella.112 It is estimated that the lifetime incidence of zoster is 10–30% in the general population and as high as 50% of persons living up to age 85 years develop HZ.113 The rash is characterized by a unilateral dermatomal distribution in 1–3 sensory dermatomes. Herpes zoster may present as a disseminated, generalized rash in immunocompromised patients. The VZV may be transmitted from patients with herpes zoster to susceptible individuals resulting in varicella.115–117 The latent virus is more likely to become reactivated under certain conditions, most notably advancing age, following varicella acquired in utero or during the first year of life, malignancy and immunosuppression.112,115–117 Because this reactivation can occur in the presence of circulating antibodies against the VZV, and the majority of predisposing conditions are associated with declining or a relative absence of CMI, it is this decline which is considered to play an important role in reactivation process. Occurrence of complications is associated with increasing age and immunosuppression.112–113 Persons more than 65 years of age were estimated to have about eight times higher risk of developing complications compared to those 25 years of age.121 The most frequent complication in elderly is post-herpetic neuralgia (PHN), a syndrome of pain, allodynia, dysesthesia, and hyperesthesia that persists or develops after the dermatomal rash has healed.118 PHN may be prolonged and disabling. Studies suggest that 27–68% of HZ cases more than 60 years of age develop PHN.120,121 Other complications include cranial or peripheral nerve palsies, sensory loss, deafness, ocular complications, transverse myelitis, or disseminated infection with pneumonia, encephalitis, hepatitis, pericarditis or arthritis.121,122 In immunocompromised hosts, herpes zoster results in more severe disease which can be disseminated and life-threatening. Individuals who suffer from lymphoproliferative malignancies or require
Poliomyelitis

Roland W. Sutter • Stephen L. Cochi

Poliomyelitis, or infantile paralysis, is an acute infectious disease characterized by fever, flaccid paralysis, and muscle atrophy as a result of the destruction of motor neurons in the spinal cord and brain stem; three serotypes of poliovirus cause infections that result in severity from apparent illness to acute flaccid paralysis and death. Paralysis may resolve or lead to permanent disability and deformity. Decades after the acute episode, new paralysis or progressive weakness may appear. This clinical entity is referred to as post-polio syndrome. Poliomyelitis probably has afflicted mankind for thousands of years, however, only in 1789 was the disease first described. Epidemic
Polio myelitis emerged as a public health problem in the United States and Northern Europe in the late nineteenth and early twentieth centuries, with tens of thousands of cases reported annually. Effective vaccines, developed in the 1950s and 1960s, rapidly eliminated polio myelitis in industrialized countries, but not in the developing world. In 1988, the World Health Assembly resolved to eradicate polio myelitis globally by the year 2000. Although the target has not been reached, substantial progress has been made, and achievement of eradication remains feasible within the next 2–3 years. (The last wild poliovirus type 2 was detected in 1999.)

Etiology
In 1908, Landsteiner and Popper demonstrated that poliovirus was caused by a virus (“filterable agent”). They caused paralytic disease in monkeys by intraperitoneal inoculation of spinal cord materials from a patient with fatal polio myelitis. In 1931, Burnet and Macnamara established that more than one virus strain can cause polio myelitis, and that immunity to one strain was not protective against the other strain. A typing effort by the Committee on Typing of the National Infantile Paralysis Society in 1951 determined that there were only three serotypes of polioviruses, designated as poliovirus types 1, 2, and 3. The closely related but antigenically distinct viruses are part of the Enterovirus genus and belong to the family Picornaviridae. In the early 1940s, it was shown that the infectious virus was present usually in stools of patients with symptomatic disease and their symptom-free contacts. In 1949, Enders, Weller and Robbins successfully propagated poliovirus for the first time in human embryonic non-nervous tissue, and documented virus growth directly in cell cultures (i.e., “cytopathogenic effect”). This method eliminated the need for in-vivo methods (e.g., monkeys) to confirm virus replication. Together, these breakthroughs were critical to pave the way for efficient viral growth needed for the eventual production of vaccines.

Pathogenesis
After ingestion into the oral cavity, polioviruses replicate initially in the oropharyngeal mucosa (tonsils) and the Peyer’s patches in the ileum after gaining access into cells using the human poliovirus receptor. Viremia may ensue and central nervous system (CNS) infection may follow; in the latter instance, the virus specifically targets the motor neuron of the spinal cord and occasionally the brain stem. Viral replication in the motor neurons results in cell destruction and flaccid paralysis of the muscles they innervate. Death is usually a result of bulbar involvement with respiratory paralysis. Infection with polioviruses may result in a spectrum of clinical outcomes. The vast majority of infected persons remain asymptomatic, or experience a mild illness characterized by fever, malaise, headache with nausea, vomiting, constipation, diarrhea, and sore throat. Infections with limited CNS involvement may cause illness with fever and evidence of meningeal irritation—stiff neck and back and elevated protein and leukocyte levels in the spinal fluid—followed by complete recovery. This syndrome is clinically identical to aseptic meningitis caused by other viral agents such as mumps virus, echovirus, and coxsackie viruses. And finally, approximately 1:100–1:1000 infected persons may experience the typical paralytic consequences of poliovirus infection. The differences in attack rates may be due to variations in neurovirulence among the three serotypes, with type 1 being the most neurovirulent virus.

After an interval of 30–40 years, many persons (25–40%) who contracted paralytic polio myelitis in their childhood may experience muscle pain and exacerbation of existing weakness, or may develop new weakness or paralysis. This disease entity is referred to as post-polio syndrome. To date, this syndrome has only been described in persons infected during the era of wild poliovirus circulation. Factors which enhance the risk of post-polio syndrome include: (a) increasing length of time since acute poliovirus infection, (b) presence of permanent residual impairment after recovery from the acute illness; and (c) female gender. The pathogenesis of post-polio syndrome is thought to involve late attrition of oversized motor units that developed during the recovery process of paralytic polio myelitis.

Epidemiology
Following development and widespread use of effective poliovirus vaccines, first inactivated poliovirus vaccine (the “Salk vaccine”) and then live attenuated oral poliovirus vaccine (the “Sabin vaccine”), in the United States and other industrialized countries, paralytic polio myelitis was largely eliminated as a public health concern. The same success had yet to be achieved in much of the developing world; therefore, in 1988, the World Health Assembly resolved to eradicate polio myelitis globally by 2000 (see Global Polio Eradication Initiative). In 1988, an estimated 350,000 cases of polio myelitis occurred worldwide, and in many countries paralytic disease due to polio myelitis was the single most important contributor to permanent disability. The vast majority of the cases emanated from tropical and subtropical regions, where crowding, poor sanitation, and inadequate hygiene facilitate transmission of polioviruses and other enteric pathogens.

Humans (and some nonhuman primates) are the only known reservoir of poliovirus infection and excrete the agent in pharyngeal secretions and feces. The incubation period is most commonly 7–24 days, with a range of 3–36 days. Patients can be infectious before symptoms develop; virus is subsequently excreted in pharyngeal secretions for a few days and in the stool for several weeks. Transmission occurs via the fecal-oral route, particularly in settings where sanitation and personal hygiene are poor, and via the oral-oral route in settings with good hygiene. Boys are at higher risk for paralytic outcomes than girls. In developing countries, polio myelitis primarily afflicts infants less than two years of age, while in industrialized countries members of groups objecting to vaccination are at highest risk for polio myelitis. During the past several years, considerable information has been obtained on the epidemiologic features of poliovirus transmission using molecular techniques. In contrast to influenza viruses, which tend to spread globally on an annual basis, most polioviruses appear to circulate within relatively limited geographic areas, with occasional instances of spread to adjacent countries and infrequently across continents. The more widespread use of genomic sequencing in recent years has provided an effective tool to monitor the circulation of poliovirus genotypes, to document the spread of poliovirus from endemic areas to non-endemic areas, and to substantiate the gradual elimination of different lineages of poliovirus genotypes in polio-endemic areas. Recombinant mouse cell lines cloned with the human poliovirus receptor gene will facilitate the isolation of poliovirus because these cell lines are relatively resistant to supporting other enterovirus growth. The use of these cell lines and/or application of polymerase chain reaction (PCR) facilitates detection of wild virus in sewage, water, and other environmental samples as an additional means of surveillance at the national, regional, and global levels as global eradication of polio myelitis approaches.

Prevention and Control
Vaccine Development and Use. After Enders’ successful propagation of poliovirus in human nonembryonic non-nervous tissue culture, Salk used this method to prepare inactivated poliovirus vaccine (IPV), which, after major field trials in 1954, was shown to be highly effective in preventing paralytic disease. Sabin and others soon developed live attenuated strains of the three poliovirus types, which were ultimately incorporated into an orally administered, trivalent polio vaccine (OPV). Because of ease of administration of OPV and improved effectiveness in preventing gut infection with wild polioviruses, Sabin’s vaccine largely supplanted IPV for use in the United States and most of the world beginning in the early 1960s.

The apparent elimination of indigenous spread of wild-poliovirus infections in the United States since 1979 is due to the high coverage with effective poliovirus vaccines. After licensure of IPV in 1955, more than 450 million doses were administered to children and adults during the next five years. During this period, the incidence of
poliomyelitis declined precipitously from 18 cases per 100,000 total population to less than two cases per 100,000. After licensure of OPV in 1961, the incidence of poliomyelitis declined rapidly in the United States and most other industrialized nations, as well as in some developing countries that have achieved high levels of coverage with three or more doses of OPV.11

Immunization, first with IPV, then OPV, eliminated the indigenous wild poliovirus genotypes in the United States in the 1960s. Subsequently, only three outbreaks of poliomyelitis occurred in the 1970s; all of these outbreaks were associated with diphtheria-pertussis-tetanus (DPT) vaccine in pre-school-aged children (generally age 0–5 years) during National Immunization Days (NIDs) to rapidly interrupt poliovirus transmission; and (d) “mopping-up” vaccination campaigns—localized campaigns targeted at high-risk areas where poliovirus is most likely to persist at low levels.

An extraordinary program of work, and an impressive coalition of partners (including Rotary International), has contributed to the eradication of polio. The program of work focuses on surveillance for acute flaccid paralysis (AFP) with stool specimens collected from each case of AFP for virologic investigation in one of the 145 WHO-accredited polio network laboratories, and on support for planning, execution, and evaluation of mass vaccination campaigns. Currently, more than 3000 staff are employed by WHO in the polio-endemic or recently endemic countries.

These efforts have had marked impact on the incidence of reported poliomyelitis cases, which has declined by more than 99% (from an estimated 350,000 cases in 1988 to 784 reported cases in 2003) (Fig. 9-7). During this period, the number of endemic countries decreased from less than 125 to 6. Three WHO regions, comprising 113 member states with more than 3 billion inhabitants, including the Region of the Americas in 1991, the Western Pacific Region in 2000, and the European Region in 2001, are certified as polio-free by international commissions. In addition, at least one poliovirus serotype has already been eradicated; type 2 was last detected in India in 1999.

Although dramatic progress toward a polio-free world has been achieved, by 2003 six countries continued to support the transmission of poliovirus, including Afghanistan, India, and Pakistan in Asia, and Egypt, Niger, and Nigeria in Africa. The polio-endemic countries in Asia represent some of the most densely populated areas in the world. In addition, both in Asia and Africa, high contact rates, tropical climate, and low hygiene and inadequate sanitation, all facilitate poliovirus circulation, and make it particularly challenging to achieve eradication. Furthermore, in 2003, Kano State in northern Nigeria suspended polio vaccination amidst unfounded rumors about vaccine quality and safety. Although the vaccination efforts were resumed in July 2004, in the intervening period a large outbreak in Kano State exported poliovirus into the other parts of Nigeria, and into polio-free countries in West and Central Africa. Thus far, poliovirus was imported in 19 countries in West, Central and the Horn of Africa, as well as the Arabian peninsula (Saudi Arabia, Yemen), and eventually in Indonesia. Control of these exported poliovirus outbreaks has been difficult, requiring several rounds of mass immunization campaigns.

To reach the “finish line” with eradication, since the beginning of 2004, the program has been greatly intensified, focusing on increasing the number of mass campaigns (usually national immunization days [NIDs]) and on enhancing the quality of these campaigns. The key is to reach a very high proportion of the target children aged more than five years. These efforts have met with considerable success, with the incidence of polio reaching its lowest level ever in Asia, and the expansion of the current outbreaks in Africa may have finally been curtailed. In 2005, the intensified efforts will continue, and monovalent OPV, the vaccine that probably eliminated polio in many industrialized countries has been introduced in the most difficult-to-eradicate areas. Monovalent type 1 OPV (mOPV1) is much more immunogenic than trivalent OPV, because of lack of interference with the other Sabin strains, and is expected to provide an additional push to eliminate the final chains of poliovirus transmission, first in Egypt and then in the other polio-endemic countries (Afghanistan, India, Nigeria, and Pakistan).

Although the goal of eradication is an ambitious one, the global poliomyelitis eradication initiative has demonstrated the feasibility of this goal, and it remains for mankind to demonstrate the will and tenacity to see this initiative to a successful conclusion.

9 Diseases Controlled Primarily by Vaccination

Policy Development for the Post-OPV Era.17 A substantial body of research has been compiled since 1988 to assist in long-term strategy...
development, culminating in 2003, when a WHO consultation on circulating vaccine-derived polioviruses (cVDPVs) concluded that routine use of OPV must be discontinued following polio eradication to ensure eradication of all poliovirus-induced paralytic disease. The consultation recommended that a strategy be developed for coordinated cessation of OPV use as soon as possible after interruption of transmission, when population immunity is expected to be high and before surveillance sensitivity has started to decline. The experts highlighted the need to consider and manage the potential risks associated with stopping OPV.

The priority for OPV cessation planning is to manage the risk of paralytic disease due to any polioviruses among current and future generations of children. After interrupting wild poliovirus circulation globally, the remaining stocks of wild polioviruses and potentially infectious materials will be found only in laboratories and manufacturing sites of IPV. OPV, containing live attenuated strains of all three poliovirus serotypes, will continue to be used in massive quantities (about 2 billion doses per year) for an additional 2–3 years, to verify eradication and maintain high population immunity levels until OPV use can be discontinued worldwide.

Vaccine-derived polioviruses (VDPVs) can, on rare occasions, establish endemic or epidemic transmission, making continued use of OPV incompatible with polio eradication. Continued use of OPV after interruption of wild poliovirus transmission can cause paralytic disease due to: (a) cases of vaccine-associated paralytic poliomyelitis (VAPP), (b) outbreaks due to circulating vaccine-derived polioviruses (cVDPVs), and (c) long-term excretion of vaccine-derived poliovirus among individuals with primary immunodeficiency disorders (iVDPVs). In addition, there is a risk of paralytic cases due to wild polioviruses from: unintentional release from a contained facility (laboratory or manufacturing site) or intentional release due to an act of bioterrorism or biological warfare. These risk estimates have been quantified, and the evolution of these risks over time estimated (Table 9-4).

While these risks can be quantified assuming current levels of vaccine coverage, the consequences of epidemic virus spread after...
mucocystic infections in 2005 was estimated to be 13.8 per 100,000 and the Acute Bacterial Core Surveillance, the number of invasive pneumococcal vaccine, this may be changing. In the area served by 1939, indicating a wide geographic distribution.3 Despite intensive Note: This chapter was modified from the 14th edition by the editor.

The pneumococcus (Streptococcus pneumoniae) is part of the normal bacterial flora of the human nasopharynx and often exists in a commensal relationship with its host. Injury to any region of the respiratory epithelium may disturb this equilibrium, leading to tissue penetration, organism replication, immune system activation, and the development of clinical illness. The pneumococcus was first identified in France and was found in the United States in 1881.1,2 Subsequently, data on its recovery from all five continents were reported in 1939, indicating a wide geographic distribution.3 Despite intensive research, widespread antibiotic use, and vaccination, the morbidity and mortality of pneumococcal infections remain significant. S. pneumoniae remains the most common cause of bacterial pneumonia4,5 and otitis media6 worldwide and is a major cause of bacterial meningitis. Before the year 2000, there were approximately 3000 cases of meningitis, 50,000 bacteremias, 300,000 cases of pneumonia, and 7 million cases of otitis media caused by the pneumococcus in the United States.7 However, with increased use of pneumococcal vaccine, this may be changing. In the area served by the Acute Bacterial Core Surveillance, the number of invasive pneumococcal infections in 2005 was estimated to be 13.8 per 100,000 and the death rate 1.5 per 100,000,8 about 4425 deaths per year. The public health impact of infections due to this pathogen is only likely to increase with the spread of penicillin-resistant and multidrug-resistant strains.
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The pneumococcus (Streptococcus pneumoniae) is part of the normal bacterial flora of the human nasopharynx and often exists in a commensal relationship with its host. Injury to any region of the respiratory epithelium may disturb this equilibrium, leading to tissue penetration, organism replication, immune system activation, and the development of clinical illness. The pneumococcus was first identified in France and was found in the United States in 1881.1,2 Subsequently, data on its recovery from all five continents were reported in 1939, indicating a wide geographic distribution.3 Despite intensive research, widespread antibiotic use, and vaccination, the morbidity and mortality of pneumococcal infections remain significant. S. pneumoniae remains the most common cause of bacterial pneumonia4,5 and otitis media6 worldwide and is a major cause of bacterial meningitis. Before the year 2000, there were approximately 3000 cases of meningitis, 50,000 bacteremias, 300,000 cases of pneumonia, and 7 million cases of otitis media caused by the pneumococcus in the United States.7 However, with increased use of pneumococcal vaccine, this may be changing. In the area served by the Acute Bacterial Core Surveillance, the number of invasive pneumococcal infections in 2005 was estimated to be 13.8 per 100,000 and the death rate 1.5 per 100,000,8 about 4425 deaths per year. The public health impact of infections due to this pathogen is only likely to increase with the spread of penicillin-resistant and multidrug-resistant strains.

Pneumococcal Types
Currently 90 different pneumococcal capsular types have been identified.9 However, not all isolates can be typed. The composition and quantity of the capsular polysaccharide has an impact on virulence,10 and as a result, not all serotypes are equally invasive and the majority of infections are due to a relatively small number of serotypes. Approximately one-half of invasive infections are caused by six types, an additional one-fourth by six additional types, and an additional one-eighth by six other types. The distribution of pneumococcal types causing infection has remained fairly stable but does tend to vary somewhat by age, geographic areas, and time.

The distribution of pneumococcal serotypes that cause invasive disease in children is more limited than in adults. As part of ongoing national surveillance, the Centers for Disease Control and Prevention (CDC) recently evaluated 3570 pneumococcal isolates collected between 1978 and 1994 from blood or cerebrospinal fluid (CSF) of children less than six years of age.11 Seven serotypes accounted for 80% of invasive pneumococcal infections. The development of
immunologic responsiveness to capsular antigens of many of these types later in life than the immune response to other capsular antigens may explain this distribution. In children older than 2 years of age, the serotypes causing invasive disease are more similar to those strains causing disease in adults. The relatively few serotypes accounting for the majority of invasive infections in young children lead to the licensure in 2000 of a heptavalent conjugate vaccine, which is recommended for all children 2–23 months of age. Although conjugated vaccines may contain antigens for only a limited number of serotypes, unlike the polysaccharide vaccine, they are immunogenic in persons less than two years old.

Compared to infants and young children, a slightly wider range of serotypes account for the majority of invasive pneumococcal infections in the adult population. In the United States, serotyping of blood and CSF isolates collected between 1978 and 1992 from 2322 unvaccinated persons more than six years of age as part of the CDC’s national surveillance program revealed that 65% of invasive infections were caused by 10 different serotypes (listed in descending order: 4, 14, 23F, 9V, 12F, 6B, 3, 8, 1, and 9N). When compared with younger children and with patients from other parts of the world, a slightly different distribution in rank order and capsular types can be appreciated. In North America, infections with type 1 pneumococci occur less frequently than in other parts of the world. Infections with type 2 and 5 pneumococci, which are relatively common in South America, Africa, and Asia, occur only rarely in the United States. Over 30 years ago, organisms of capsular types 1, 3, 4, 7, 8, and 12 caused the majority of invasive diseases. Continued close monitoring of the serotypes responsible for invasive infections in both children and adults will remain important in the formulation and distribution of newer conjugate vaccines.

Epidemiologic data suggest that genetic constitution may influence susceptibility to infection with certain pneumococcal types. For example, infections with capsular types 45 and 46 have been frequent among black gold miners in South Africa, whereas they have been isolated only rarely from white persons in the same region. Penicillin resistance was first identified in a type 1 pneumococcus through in vitro experiments performed by Erikson in 1945. In 1967, a penicillin-resistant type 23 pneumococcus was isolated from the sputum of a patient with hypogammaglobulinemia and bronchiectasis who had received multiple prior courses of antibiotics. In 1971, type 4 resistant isolates were recovered from multiple patients in New Guinea who were participating in a trial of prophylactic penicillin use. Substantial surveillance activity has been devoted to documenting the changing rates of pneumococcal antibiotic resistance in the community.

Pneumococcal Colonization

Prior to the advent of conjugated vaccines applied to children, S. pneumoniae could be found in the nasopharynx in 5–10% of adults and 20–40% of children without signs or symptoms of clinical disease. Although organisms can be recovered from the nasopharynx of healthy children and adults throughout the year, colonization was apparently seasonal, with an increase in the midwinter period. Infants tended to acquire their first pneumococcal type at a mean age of six months, but colonization may begin as early as the day of birth. In this setting, the type acquired is usually the type carried by the mother. The majority of children will have carried at least one type of pneumococcus by the age of two years. In the first years of life, rates of pneumococcal carriage had been high, and children have been found to be colonized sequentially with as many as 12 distinct serotypes. Duration of carriage varied somewhat both by serotype and by age. In adults, carriage of a single serotype usually lasted for 1–2 months, but carriage of a single type for longer than three years has been demonstrated. Few data are available concerning the acquisition of new types by adults with the passage of time, but limited findings suggest the number to be one or two per year. In the past, rates of pneumococcal carriage tended to decline with age.

Colonization with a given pneumococcal type may be followed by the development of type-specific antcapsular antibody in the absence of overt signs of clinical illness. The presence of circulating antcapsular antibody will not eliminate an established carrier state, but it will reduce the likelihood of being colonized with the same strain invasive disease one-half. The ability of antimicrobial drugs to eliminate the pneumococcal carrier state in the 1980s seemed limited, but there have been few studies in the vaccine era. However, this is consistent with the growing rates of antibiotic resistance among S. pneumoniae isolates. In fact, the use of prophylactic antibiotics and frequent antibiotic use has been linked to colonization and infection with penicillin/multidrug-resistant strains. In the past, attempts to eradicate carriage with topical antibiotics, such as mupirocin, have also failed.

Importantly, the effect of the use of conjugated pneumococcal vaccine in children has led to changes in the carriage rates of S. pneumoniae and the serotypes among the isolates found. The findings have not always been consistent, but this effect has also been seen on serotype distributions among adults and the elderly.

Organisms spread from person to person in settings that promote close personal contact over prolonged periods. Day care centers have become a well-recognized area of both increased rates of pneumococcal colonization and infection, and the epidemiology of the organism and transmission has been modeled. The high carriage rates of pneumococci in children, the selective pressure of antibiotics prescribed for the treatment of otitis media, and crowded conditions make day care centers an optimum environment for the development and spread of penicillin/multidrug-resistant pneumococci. Increased rates of colonization and infection have also been demonstrated in certain work environments. Outbreaks have been described among adults living in crowded conditions such as military camps, prisons, and homeless shelters. Nosocomial outbreaks have been reported as well.

Risk Factors for Invasive Disease

Invasive pneumococcal disease develops when the normal balance between organism colonization and host defense is tipped in favor of disease. Risk factors for invasive pneumococcal disease can be divided into three main categories: (a) factors increasing or altering the normal carrier state, (b) diseases that alter antibody formation or phagocytosis, and (c) multifactorial causes that result in either decreased antibody formation or increased overall susceptibility to infection.

Injury to the epithelial lining of the respiratory tract can disrupt the normal commensal relationship between the organism and the host, causing the development of symptomatic disease. The predisposing injury is usually viral in etiology due to either influenza or another upper respiratory tract pathogen. Studies in experimental animals have shown both the normal lung and the normal middle ear to be resistant to pneumococcal infection, but both areas are vulnerable to bacterial multiplication when viral injury has antedated exposure to the bacterium. Current and prior tobacco use also increases the risk of invasive pneumococcal disease, presumably from injury to the respiratory lining or impaired mucociliary clearance of organisms. Inflammatory conditions of the Airways such as asthma and chronic obstructive pulmonary disease (COPD) are also risk factors for pneumococcal disease. As mentioned previously, crowded living conditions can also increase the risk of colonization and thus lead to increased rates of disease when the appropriate conditions or host factors are present.

Diseases such as agammaglobulinemia, IgG subclass deficiency, multiple myeloma, chronic lymphocytic leukemia, lymphoma, and defective complement increase the risk of developing pneumococcal disease, primarily through impaired antibody production. These reduce available opsonizing antibody and diminish the effectiveness of phagocytosis. Neutropenia, either primary or drug-induced, also limits the effectiveness of phagocytosis. A history of splenectomy or autoplexyectomy from sickle-cell disease increases the risk of pneumococcal infection through impaired clearance of pneumococcal bacteria. Other conditions that predispose to pneumococcal disease include hospitalization, malnutrition, cirrhosis, alcoholism, renal
insufficiency, and glucocorticoids. Individuals at extremes of age (infants and elderly) are also at increased risk of pneumococcal infection. Pneumococcal pneumonia is 10 times and bacteremia 100 times more frequent in patients with HIV infection than in an age-matched population. The frequency of invasive pneumococcal disease did not appear to change much with the introduction of highly active antiretroviral therapy (HAART) therapy.

Risk factors for colonization and/or infection are similar for penicillin-resistant and multidrug-resistant strains. Risk factors include extremes of age (less than 2 years old or 70 years old and older), previous ß-lactam antibiotic treatment, and children and staff in day care centers. Other studies have identified as risk factors frequent antibiotic use, use of prophylactic antibiotics for prevention of otitis media, and recent hospitalization in institutions where resistant strains have been introduced.

Pneumococcal Resistance to Antimicrobial Drugs

The first drug-resistant pneumococcus recovered from a human was isolated from a patient being treated with Optochin in 1916. Penicillin resistance was first noted in vitro and in vivo as early as 1943, approximately 15 years after it was first discovered; however, clinical resistance to penicillin was not reported again until 1965. In the late 1960s and early 1970s, an increasing number of resistant strains were identified in New Guinea, Australia, and South Africa. Penicillin interacts with penicillin-binding proteins located in the bacterial cell wall. This interaction impairs the normal synthesis of the cell wall and eventually causes cell death. Resistance to penicillin and cephalosporins develops when genes that encode for penicillin-binding proteins are remodeled with DNA from resistant strains or with DNA from other organisms. This process alters the structure of penicillin-binding proteins, decreasing their affinity for penicillin. Successive mutations are required in the development of penicillin resistance, which may be one reason why, at least initially, penicillin resistance was somewhat slow to develop in the clinical arena. Since the late 1970s, multiple resistant strains of pneumococci (defined as resistance to at least three antibiotics) have emerged and spread across a wide geographic area. The relation to prescribing of antibiotic use for various purposes in the community has been frequently suggested.

Immunoprophylaxis of Pneumococcal Infections

The high prevalence of pneumococcal infections in all populations, the high mortality unlikely to be further reduced by antimicrobial agents, the high cost of treating pneumococcal infections, and the dissemination of resistant strains provide the basis for immunoprophylactic measures to prevent pneumococcal infections.

The human infant is immunologically immature at birth and demonstrates only a transient IgM response to purified polysaccharide antigens. However, a successful conjugate vaccine for Haemophilus influenzae type b has been developed that, when administered to infants and toddlers, these newer vaccines appear to elicit a good antibody response (IgM and IgG) and show evidence of boosting on repeated vaccination. Rates of invasive pneumococcal disease have clearly decreased after the vaccine was applied in the community, but surveillance is necessary to assure that outcome persists.

Conjugated pneumococcal vaccines also show promise in certain higher-risk populations. Probably because of exposure and colonization with the more common pneumococcal types during childhood, adults respond to many purified pneumococcal polysaccharide antigens with the formation of IgM and IgG antibodies. Initially a 14-valent pneumococcal vaccine was developed for adults, but this was replaced by a 23-valent vaccine in 1983. The 23-valent vaccine remains in use today and contains 25 mg of each of the following capsular types: 1, 2, 3, 4, 5, 6B, 7F, 8, 9N, 9V, 10A, 11A, 12F, 14, 15B, 17F, 18F, 19F, 19A, 20, 22F, 23F, and 33F. These 23 serotypes cause 88% of invasive pneumococcal infections in both children and adults in the United States. Importantly, 95% of infections due to multi-drug-resistant strains are by serotypes included in the current vaccine. In assessing the efficacy of a vaccine of this complexity, it is important to recognize that the vaccine is designed to prevent 23 immunologically distinct infections, thus its aggregate efficacy can never equal that of a monovalent vaccine.

Several methods have been used to assess the aggregate efficacy of polyvalent pneumococcal polysaccharide vaccines, including randomized, double-blind, controlled trials, quasi-cohort studies, and case-control studies. Trials of all three designs found the aggregate efficacy of polyvalent pneumococcal vaccines to be between 60% and 80%, but efficacy is variable, depending on the patient population evaluated. Some authors have questioned whether the vaccine should be strongly encouraged in groups in which efficacy has been less clearly demonstrated. Pneumococcal vaccine is rarely accompanied by untoward reactions, and no permanent injuries or deaths have resulted from its administration. Limited studies in older children and in adults of all ages so far have found no age-related differences in the vaccine’s aggregate efficacy. Limited data have also not revealed a decline in protection by the vaccine in the six years following immunization.

The vaccine seems to have a protective effect against invasive disease in persons in the general elderly, and likely has some protective effect among high-risk elders as well. However, the strength of the evidence is modest, depending mostly on observational studies in heterogeneous populations. Clearly, more work is needed to precisely determine the vaccine’s effect in the modern era. Yet, the 23-valent pneumococcal polysaccharide vaccine remains an underutilized preventive health measure, particularly in the prevention of pneumococcal bacteremia.
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Epidemiology and Trends in Sexually Transmitted Infections

INTRODUCTION

Three hundred and forty million new cases of curable sexually transmitted infections (STIs) are estimated to occur each year, according to the World Health Organization (WHO). Despite this prevalence, STI infection rates are increasing in most countries, including the United States. In 1997, STIs were labeled a hidden epidemic by the Institute of Medicine (IOM), reflecting that this largely unrecognized threat has a tremendous scope. Although the IOM report increased awareness of STIs and stimulated progress in prevention and control of STIs, in the United States, STI rates remain the highest in the developed world, even surpassing rates in some developing countries.

BURDEN OF DISEASE

In 2004, four of the five most common reportable diseases in the United States were STIs. Approximately 65 million Americans currently live with a chronic viral STI, excluding human immunodeficiency virus (HIV); and one in two sexually active persons will likely contract an STI by the age of 25. Yet, because many STIs are asymptomatic and go undiagnosed, current surveillance systems probably underestimate the actual burden of disease. In truth, the prevalence of STIs in the United States is largely unknown; however, STIs are unquestionably a substantial health and economic burden.

Chlamydia, gonorrhea, acquired immunodeficiency syndrome (AIDS), and syphilis ranked first, second, third, and fifth among infectious diseases reportable to the National Notifiable Diseases Surveillance System (NNDSS), with chlamydia and gonorrhea alone accounting for 80% of these cases. Preliminary data from NNDSS for 2005 indicate similar trends. For non-reportable diseases such as trichomoniasis and human papillomavirus (HPV), data collection is less complete; however estimates from alternate sources suggest that both occur more frequently than chlamydia. The estimated incidence of selected STIs in the United States is summarized in Table 10-1.

Estimates of 2004 (by the Centers for Disease Control and Prevention [CDC] and Family Health International) reveal that approximately 18.9 million persons acquire an STI each year. An estimated 15 million incident cases of STIs occurred in the United States in 1996, a 25% increase from 1988. However, this trend likely reflects expansion of screening programs and increased use of more sensitive diagnostic tests, rather than an actual increase in new infections. Excluding HIV infection, approximately 20 million adverse health events (7515 per 100,000 population) were attributed to sexual behavior in 1998, contributing to 1.5 million disability adjusted life years (DALY).

The economic burden of STIs is substantial, with direct medical costs estimated at $9.3–$15.5 billion annually (in year 2000 dollars). And these estimates do not account for indirect costs from productivity losses (lost wages) or intangible costs from pain, suffering, or diminished quality of life. Although adolescents and young adults aged 15–24 years constitute only 25% of the sexually active population, they acquire 9.1 million (48%) of new STIs cases, contributing disproportionately to the total economic burden of STIs. Among 15–24-year olds, the incident cost of the approximately nine million new STIs in 2000 was $6.6 billion: viral STIs account for 94% ($6.2 billion), and bacterial STIs for 6% ($0.4 billion). In this age cohort, HIV and human papillomavirus alone accounted for 90% of the total burden ($5.9 billion); and genital herpes ($293 million) and chlamydia ($248 million) were the third and fourth most costly STIs.

STI PROGRAM ORGANIZATION

The public health of the nation is managed by several federal agencies in collaboration with 3186 local health boards, 2864 local health departments (LHDs), 57 state and territorial health departments, 499 tribal health facilities, and approximately 1900 public health laboratories. This governmental network is augmented by numerous national associations, including the National Association of County and City Health Officials (NACCHO), the Association of State and Territorial Health Officials (ASTHO), the Association of Public Health Laboratories (APHL), the Council of State and Territorial Epidemiologists (CSTE), and the National Coalition of Sexually Transmitted Disease (STD) Directors.

Federal Government

The lead federal agency in STI control and prevention is the CDC. The CDC provides leadership through surveillance, epidemiologic research, policy development, technical assistance, funding, and education. The National Institutes of Health (NIH) complements the CDC’s mission by providing support for basic science and applied clinical research.

Major CDC-sponsored STI initiatives include the National Plan to Eliminate Syphilis, launched in 1999 and intended to capitalize on the prior decade’s declining syphilis rates; the Infertility Prevention Project, designed to control STI-related infertility by providing chlamydia screening and treatment services for sexually active, low-income women attending family planning and public health clinics; the Gonococcal Isolate Surveillance Project, established in 1986 to
TABLE 10-1. ESTIMATED INCIDENCE OF SELECTED STIs, UNITED STATES, 1996 AND 2000

<table>
<thead>
<tr>
<th>STI</th>
<th>1996</th>
<th>2000</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chlamydia</td>
<td>3 million</td>
<td>2.8 million</td>
</tr>
<tr>
<td>Gonorrhea</td>
<td>650,000</td>
<td>718,000</td>
</tr>
<tr>
<td>Syphilis</td>
<td>70,000</td>
<td>37,000</td>
</tr>
<tr>
<td>Herpes</td>
<td>1 million</td>
<td>1.6 million</td>
</tr>
<tr>
<td>Human papillomavirus</td>
<td>5.5 million</td>
<td>6.2 million</td>
</tr>
<tr>
<td>Hepatitis B</td>
<td>77,000</td>
<td>81,000</td>
</tr>
<tr>
<td>Trichomoniasis</td>
<td>5 million</td>
<td>7.4 million</td>
</tr>
<tr>
<td>Total</td>
<td>15.3 million</td>
<td>18.9 million</td>
</tr>
</tbody>
</table>


monitor trends in antimicrobial susceptibilities of strains of Neisseria gonorrhoeae;21 and the National Network of STD/HIV Prevention Training Centers (PTCs), dedicated to increasing physician knowledge of sexual and reproductive health.22

State and Local Government

State and local health departments have statutory responsibility controlling many communicable diseases, including STIs.23 These departments collaborate with other public agencies, as well as private and nonprofit organizations, to deliver essential services. These partnerships include hospitals, managed care organizations, community-based organizations, correctional facilities, and academia.2

▶ STI PROGRAM INFRASTRUCTURE

Eight services and functions were identified by the CDC as being essential to STI programming (Table 10-2).24 Delivery of essential services requires a public health infrastructure that enables state and local public health departments to apply the necessary skills, knowledge, and resources. During the past two decades, however, the infrastructure supporting STI programs has been challenged by several emerging trends, including decreased federal funding, state and local fiscal austerity, the emergence of new pathogens and public health threats, and the implementation of managed care.18,25 The net effect has been the reduction or elimination of many programs related to STI prevention.

To better understand STI infrastructure needs, in 2001, a needs assessment was conducted among members of the National Coalition of STD Directors (NCSD).25 Forty-seven (72%) of eligible NCSD members participated, representing health department STI programs from 41 states, 5 major cities, and 1 U.S. territory. Approximately 43% of programs in the sample provided integrated STI/HIV services. The remaining 57% offered STI- and HIV-related services in separate programs. A summary of reported infrastructure needs is presented in Table 10-3.

Funding of STI Programs

Funding is critical to maintain and improve STI program infrastructure. The CDC is the nation’s primary distributor of federal funds to state and local health departments for a variety of public health activities. Since the CDC’s inception in 1946, the agency’s annual budget increased from $9.1 million (adjusted year 2006 dollars) to $8.4 billion.26,27 However, federal funding of the CDC’s National Center for HIV, STD, and Tuberculosis Prevention (NCHSTP) has not proportionately increased. When adjusted for inflation, funding of NCHSTP programs did not increase significantly from 1996–2000;28 and from 2000–2002, the NCHSTP budget increased from $8.5 billion to a peak of $11.6 billion.29,30 Every subsequent year, NCHSTP funding for STI control and prevention programs has declined.31–33 Furthermore, the CDC fiscal year 2006 budget allocated only $9.5 billion to the NCHSTP,27 with 69% of these funds designated for categorical HIV programs, and only 15% allocated to STI prevention and control.

TABLE 10-2. ESSENTIAL STI SERVICES AND FUNCTIONS

<table>
<thead>
<tr>
<th>Activity</th>
<th>Program Infrastructure Need</th>
</tr>
</thead>
<tbody>
<tr>
<td>Surveillance</td>
<td>Increased and more flexible spending</td>
</tr>
<tr>
<td></td>
<td>Technical assistance with surveillance program development</td>
</tr>
<tr>
<td>Intervention services</td>
<td>Expanded information systems infrastructure</td>
</tr>
<tr>
<td></td>
<td>Enhanced capacity to conduct data analysis</td>
</tr>
<tr>
<td>Outbreak response</td>
<td>Model template for outbreak preparedness</td>
</tr>
<tr>
<td></td>
<td>Capacity to rapidly collect and analyze data</td>
</tr>
<tr>
<td>Clinical services</td>
<td>Increased spending for clinical services improvements</td>
</tr>
<tr>
<td></td>
<td>Access to state of the art diagnostic technology</td>
</tr>
<tr>
<td>Information Dissemination</td>
<td>Access to sophisticated information dissemination activities</td>
</tr>
<tr>
<td></td>
<td>Technical assistance with CLIA regulations</td>
</tr>
<tr>
<td>Program Evaluation</td>
<td>Technical assistance with program evaluation</td>
</tr>
<tr>
<td>Policy activity</td>
<td>Technical assistance regarding key STI policy initiatives</td>
</tr>
</tbody>
</table>

1CLIA = Clinical Laboratory Improvement Amendments.

Additional sources of federal funding for STI control and prevention are available. By consolidating several categorical CDC programs, the Omnibus Budget Reconciliation Act of 1981 amended Title XX of the Social Security Act to create Preventive Health and Health Services (PHHS) Block Grants. PHHS block grants provide 50 states, the District of Columbia, 2 Native American Indian tribes, and 8 U.S. Territories with the autonomy to address any of the 265 national health objectives outlined in Healthy People 2010. Funding for PHHS block grants decreased from $145 million in 1996 to $119 million in 2005. PHHS block grants were eliminated in President Bush’s original budget proposal for fiscal year 2006, but Congress restored the program and provided $100 million in funding.

Block grant recipients depend heavily on this flexible source of funding to support public health activities unique to their jurisdictions, especially when no other adequate financial resources are available. However, despite recognition of the increasing incidence of STIs, relatively few states dedicate any of the PHHS block grants to STI prevention efforts. During 2005, 13 PHSS grantees allocated a total of $1.9 million to STI prevention and control, with allocations ranging from $4000 to $391,419 per funded program. Collectively, this represented only 1.6% of the total PHHS grant money.

The precise amount of state- and local-level funding for STI prevention from nonfederal sources is unknown. In 1994, an informal CDC survey estimated the total state and local contributions to STI programming to be approximately $126 million, representing 58% of combined federal, state, and local funding. Based on a limited sample of 32 jurisdictions, the National Coalition of STD Directors (NCSTD) estimated that after adjusting for inflation, state contributions to STI programs did not significantly change from 1995–2000.

In 1994, the public sector spent only $1 on STI prevention for every $1.2 spent on treatment costs, and it invested only $1 in biomedical and research for every $94 in disease-related expenditures. Despite these discrepancies, the IOM and CDC stress that STI prevention efforts are cost-effective. For example, every $1 spent on early detection of chlamydia saves an estimated $12 in direct and indirect medical costs. Similar studies recently demonstrated the cost-effectiveness of federally funded gonorrhea control programs. From 1971 to 2003, an estimated 32 million new cases of gonorrhea costing $8.1 billion were averted as a result of $4.3 billion in federal STI prevention investments.

### Public Health Workforce

The nation’s public health workforce increased steadily from 486,986 full-time employees (FTEs) in 1994 to a peak of 555,584 FTEs in 2003. This trend has since reversed, and the workforce has declined at an average rate of 2828 FTEs per year. In 2005, the U.S. Census Bureau estimated that 549,928 FTEs were employed in public health, with 23%, 32%, and 45% of these professionals deployed at the federal, state, and local levels, respectively.

Twenty percent of local health departments (LHDs) employ fewer than 5 FTEs and nearly 60% employ fewer than 25 FTEs. Eighty-one percent of LHD directors do not have a graduate degree in public health. Among the 246,300 salaried public health employees at the local level, approximately 27% are clerical staff, 24% are registered nurses, 6% are managers, 1.2% are physicians, and only 0.8% are epidemiologists.

The recent decreases in the public health workforce have adversely impacted the organizational capacity of state and local health departments. In particular, LHDs serving larger jurisdictions experienced marked reductions in staffing. From 1996–1997 to 2005, the median number of employees decreased by 23% for LHDs serving 500,000–999,999 people and by 15% for LHDs serving one million or more. These reductions are the result of multiple influences, including decreased federal funding, state and local capitation of FTEs, and the redistribution of financial and human resources to HIV and bioterrorism programs.

### Disease Intervention Services

Disease intervention services (DIS) have been an essential component of the state and local public health effort since 1937, when then Surgeon General Thomas Parran advocated contact tracing “prevent new chains of (syphilis) infection.” DIS staff responds to reports of communicable diseases and conducts field investigations of positive STI cases, including client and partner notification. STI programs expend considerable time and financial resources to provide specialized training to these individuals, as approximately 33% of the average STI program’s human resource effort is focused on disease intervention.

Several STI programs previously relied directly on federal public health advisors (PHAs) provided by the CDC to conduct intervention services. Historically, these federal disease intervention specialists provided significant technical support for many states and served in key STI management positions. In 1993, a federal policy decision reduced PHAs in state STI programs. The mean number of PHAs per jurisdiction providing DIS declined from 6.3 in 1990 to 1.2 in 2000. These federal positions have not been replaced by reciprocal federal or state resources, resulting in the inability of some programs to effectively respond to STIs. In the NCSTD needs assessment, one-half of STI program directors indicated that losing PHAs negatively affected local STI prevention efforts.

### Information and Data Systems

The foundation of the public health STI surveillance system in the United States is the Nationally Notifiable Diseases Surveillance System (NNDSS), coordinated by the CDC and the Council of State and Territorial Epidemiologists (CSTE). The system relies on passive reporting of cases to local or state health departments by physicians, laboratories, and hospitals. NNDSSE receives voluntary reports of notifiable diseases from health departments in 50 states, 5 territories, New York City, and the District of Columbia. Because reporting is mandated by law or regulation only at the state level, the list of diseases that are considered notifiable varies slightly among states.

In 2005, all states required reporting of chlamydia, gonorrhea, syphilis, AIDS, and hepatitis B virus (HBV). Additional monitoring of STI activity can be derived from four ongoing surveys conducted by the National Center for Health Statistics (NCHS); the National Health and Nutrition Examination Survey (NHANES), which collects clinical and laboratory data on a representative sample of Americans; the National Hospital Discharge Survey, which collects data from approximately 370,000 inpatient records acquired from a national sample of 500 short-stay hospitals; the National Ambulatory Medical Care Survey, which is a probability survey of 25,000 patient visits to nonfederal, office-based physicians; and the National Hospital Ambulatory Medical Care Survey, which is a probability sampling of patient visits to emergency departments and outpatient departments of 500 nonfederal, short-stay hospitals. A private survey of 3600 office-based physicians by the National Disease and Therapeutic Index (NDTI) is conducted quarterly and provides additional data on epidemiologic trends and treatment patterns.

Information about infections that are reportable to state health departments are affected by completeness of diagnosis, screening, and reporting. Because many STIs are asymptomatic, infected individuals may not seek medical attention, and these cases remain unrecognized. As a result, reported disease rates significantly underestimate the true burden of infection. For example, in 2004, the CDC received only 929,462 reports of chlamydia infection, whereas population estimates suggest an actual incidence of 2.8 million cases. Even when symptomatic STI prompts an individual to seek health care, the diagnosis must be correct and then communicated to appropriate public health authorities. Unfortunately, health-care providers may not always report nationally notifiable STIs, such as gonorrhea, chlamydia, and syphilis. For these three bacterial pathogens, completeness of reporting to NNDSS is estimated to range from 42–95%.
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These reporting problems are amplified among diseases such as trichomoniasis, genital herpes, and HPV infection, which are not currently nationally notifiable diseases.

Differential reporting by public and private health-care providers also influences estimates of STI incidence and prevalence. Infections diagnosed in public health facilities are more frequently reported, biasing results to reflect the population who most often use these clinics. Data from private physicians’ offices are often affected by a lack of laboratory validation, relying instead on clinical diagnosis and syndrome management. Completeness of reporting is influenced by several additional variables, including the diagnostic facilities available; the control and prevention measures in effect; and the interests, resources, and priorities of state and local public health officials. Factors such as changes in case definitions for public health surveillance, introduction of new diagnostic tests, or the discovery of new disease entities can cause changes in disease reporting that are independent of the true incidence of disease.

National surveys are limited by their size and the superficial nature of their analytic variables. Because numbers of STI cases in these samples are relatively small, subpopulation analysis often produces wide confidence intervals of unclear significance. These surveys are also subject to geographic and populations biases. Identifying a history of STI using self-reports also introduces recall and misclassification biases, problems increasingly being addressed by use of biomarkers to measure current or past infections.

### Clinical Services

STI clinical services are provided primarily in one of three settings: (a) dedicated public STI clinics operated by local health departments; (b) publicly funded community-based health clinics; and (c) private health-care settings. The results of population-based surveys suggest that 40–60% of STI care occurs in the private sector. In the National Health and Social Life Survey, 71% of respondents diagnosed with an STI during the previous year received treatment in a private practice, community health center clinic, emergency room, or family planning center. In contrast, only 5% reported seeking treatment in a dedicated public STI clinic. This latter finding requires cautious interpretation, because 23% of respondents with an STI diagnosis did not specify the care setting. Although dedicated STI clinics appear to serve only a small percentage of patients, research conducted in these public clinics generates most of the science base informing STI policy in the United States. Because STI clinic patients have unique sociobehavioral characteristics, generalizing this research to other populations is questionable.

#### Public STI Clinics

Public STI clinics were established in the 1910s, despite opposition by organized medical societies. These clinics were intended to increase the availability of confidential and anonymous STI services, as well as provide a safety net for medically underserved populations and those with no other access to care. Public STI clinics are located in all 50 states, most metropolitan areas, and a significant number of nonmetropolitan locales. Services are generally provided at no charge to the client, although some clinics require a nominal fee or use an income-based sliding scale. Clinics are most frequently operated by local health departments, often in association with medical school or other academic institutions.

Approximately 51–65% of STI clinic attendees are younger than 25 years, and the reported proportion of male clients varies from 25–40%. Minorities constitute 45–64% of clients, and, nearly 50% of clinic attendees live below the federally designated poverty level. Fifty-nine percent of attendees are uninsured, 27% have private insurance, and 14% have Medicare. A prior history of STI is elicited in as many as 31% of public STI clinic clients.

In 2005, LHDs provided 64% and 61% of STI screening and treatment, respectively. Compared to 1992–1993, this represents a 9% decrease in screening and a 6% decrease in treatment services.

LHDs serving larger jurisdictions are much more likely to provide these services. For example, 89% of LHD serving jurisdictions larger than 100,000 people provided screening services, compared to only 49% of LHDs serving jurisdiction less than 5,000 people. In 6–7% of jurisdictions, screening and treatment services are provided via contract with other organizations. Only 43% of LHDs employed physicians in 2005, a marked decrease from 62% in 1989. Services are generally available only during weekday business hours. Twenty-three percent of LHDs operate at least one STI service site with hours after 6 pm, and only 5% operate a site with weekend hours.

#### Community-Based Clinics

A variety of community-based clinics provide ancillary STI-related services, including family planning clinics, prenatal clinics, school-based clinics, homeless programs, and community-based health centers. Although the clients attending community-based and dedicated STI clinics share similar demographic characteristics, there are important differences. Individuals who attend community-based clinics frequently rely on these clinics for regularly scheduled preventive health care, whereas dedicated STI clinics typically provide episodic, acute care. Proportionately more STIs, therefore, are identified through screening activities than by evaluating acutely symptomatic individuals. In 1999, publicly funded community-based clinics routinely screened 73%, 72%, and 44% of their clients for chlamydia, gonorrhea, and syphilis, respectively. Screening was less common for viral STIs. Forty-eight percent of these clinics routinely screened for HPV, and only 23% screened for genital herpes. Virtually all clinics providing STI testing also provided treatment.

Family planning clinics funded by Title X are the best studied of the various community-based clinics. Title X of the Public Health Services Act is a federally administered grant program which funds more than half of the approximately 7000 family planning clinics nationwide. Sixty percent of these sites are operated by state, county, or local health departments. Program guidelines strongly encourage Title X sites to provide extensive STI services. Approximately 18% of U.S. women who required STI testing and treatment during 1995 relied on Title X-supported clinics to provide these services. Title X clinics performed nearly 20.8 million STI tests, excluding HIV, between 2002 and 2005, compared to 17.6 million STI tests, between 1995 and 1998. Some evidence suggests that the increasing number of tests being performed represent a true increase in STI caseload, as opposed to a change in screening practices.

Historically, family planning clinics primarily served women. In 1976, only 1% of the 3.4 million clinic attendees were male, despite approximately 20% of clinics purporting to offer male reproductive health services. A 1987 pilot study found that most clinics were interested in providing services to men; by 1995, nearly 40% of family planning clinics were routinely doing so. Men accounted for 4% of all STI tests performed at family planning clinics in 2001 and 6% of all tests in 2005. Although most family planning clinic attendees are women, a non-negligible number are men (5% in 2005). The number of men using family planning agencies for STI services has slowly increased, and further increases are anticipated now that the Title X program recently designated men as a priority population.

Several trends have emerged to challenge the ability of Title X sites to provide continued high quality STI care. Testing and screening costs have markedly increased, reflecting both the increased cost per test and the greater number of tests being performed. The average purchase price for STI tests increased 94% from 1998 to 2001. For chlamydia specifically, the average cost per test increased from $4.10 in 1998 to $5.80 in 2001. Similar to other federally funded programs, financial allocations to Title X programs have decreased. After adjusting for inflation, the program’s funding level of $283 million in 2006 was 59% lower than the 1980 level.

#### Private Sector Settings

The most recent estimates indicate that 49% of new STI cases are treated by private-practice physicians, and an additional 7% are
treated in emergency departments. The role of managed care organizations in preventing and treating STIs has received particular attention, and several excellent reviews on this topic have been published recently.

Relatively little data exist on STI practices in the private setting. A recent national survey of 4226 physicians (87% private practice) representing four primary care disciplines plus emergency medicine revealed that fewer than 20% screened male patients for syphilis, gonorrhea, or chlamydia. Screening rates of nonpregnant and pregnant women ranged from 20–35% and 30–32%, respectively. When obstetricians were considered separately, STI screening rates for pregnant women increased, although remained 15–22% below the current recommendation for universal screening. Nearly one-half of physicians surveyed were unfamiliar with disease reporting requirements in their states, and few private physicians engaged in partner notification. Depending on the specific STI, 25–34% of private physicians instructed patients to self-report to the health department, and 80–89% encouraged patients to self-notify their partners. These findings suggest a potential role for increased public and private sector collaboration in improving the quality of STI care.

### CONSEQUENCES OF STIs

Four key, long-term health consequences make controlling STIs a crucial public health priority: (a) female reproductive morbidity due to pelvic inflammatory disease and its sequelae, (b) STI-related neoplasia, (c) adverse perinatal outcomes, and (d) STI-mediated facilitation of HIV transmission.

#### Female Reproductive Morbidity

Women are disproportionately affected by the adverse reproductive consequences of STIs. STI-related morbidity in women includes pelvic inflammatory disease, ectopic pregnancy, infertility, and chronic pelvic pain.

#### Pelvic Inflammatory Disease

Pelvic inflammatory disease (PID) is an ascending infection of the female reproductive tract that may involve the uterus, fallopian tubes, ovaries, or adjacent pelvic structures. Involvement of these structures results in endometritis, salpingitis, oophoritis, peritonitis, or tuboovarian abscess. Most cases are considered to be sequelae of the sexually transmitted pathogens Neisseria gonorrhoeae and Chlamydia trachomatis. Risk of progression to PID following acute chlamydial or gonococcal cervicitis depends on whether the initial infection is successfully treated. If not diagnosed and treated, an estimated 10–40% of women with cervicitis develop PID. Because approximately 70% of chlamydia infections and 50% of gonococcal infections may be asymptomatic, delays in diagnosis are common, and PID may develop in 3–6% of cases despite adequate antibiotic treatment.

Precise estimates of the incidence of PID in the United States are not clear, as the condition is not reportable. Estimates provided by the CDC, using NCHS and NDTI databases, suggest that 750,000–1 million new cases are diagnosed each year. Hospitalizations for acute PID declined steadily through the 1980s and early 1990s and have remained relatively constant at approximately 70,000 cases per year since 1995. Initial visits to physicians’ offices for PID have declined by approximately 60% since 1990, and the number of cases of PID diagnosed in emergency departments decreased from 268,018 in 1999 to 168,837 in 2003. The declining incidence in recent years likely reflects improvements in screening and treatment programs nationwide.

PID is associated with significant morbidity, suffering, and cost. The long-term sequelae of PID result primarily from scarring and adhesion formation that accompanies healing of damaged tissue. Among women with a history of PID, tubal scarring causes involuntary infertility in 20%, ectopic pregnancy in 9%, and chronic pelvic pain in 18%. Direct medical expenditures for PID, including sequelae, were estimated at $1.9 billion in 1998: $1.1 billion for PID, $360 million for infertility, $295 million for ectopic pregnancy, and $166 million for chronic pelvic pain. More recently, direct expenditures and mean productivity losses per case of acute PID were estimated at $1334 and $649, respectively.

#### Ectopic Pregnancy

The rate of ectopic pregnancies in North America increased dramatically from less than 0.5% of all pregnancies in 1970 to 2% in 1992. Currently in the United States, an estimated 100,000 ectopic pregnancies occur annually. Although fatality rates declined from 35.5 per 10,000 ectopic pregnancies in 1970 to 2.3 per 10,000 in 2003, ectopic pregnancy remains the leading cause of pregnancy-related maternal death during the first trimester and accounts for 9% of pregnancy-related maternal deaths overall.

The rising incidence of ectopic pregnancy is strongly associated with an increased incidence of PID. Chlamydia-associated PID alone has been implicated in nearly one-half of ectopic pregnancies. A prior episode of PID confers a seven-to tenfold increased rate of ectopic pregnancy. Rates also increase with successive episodes of PID, from 6% for one episode to 22% for three or more episodes. Severity of infection also predicts a greater likelihood of ectopic pregnancy. Following an episode of laparoscopically mild-to-moderate PID, approximately 10–15% of conceptions will be ectopic. The risk increases to almost 50% following severe PID.

#### Infertility

Approximately 12–40% of women with involuntary infertility are infertile as a consequence of PID. Subclinical PID may account for a substantial proportion of these cases. In one study of 112 infertile women, 36 had laparoscopic evidence of tubal adhesions or distal occlusion consistent with prior PID but only 11 reported a history of this diagnosis. In addition, one-third of infertile women with no history of PID harbor persistent Chlamydia trachomatis in the upper genital tract despite the absence of clinical findings. Tubal factor infertility after PID is associated with the number and severity of PID episodes. Risk correlates most closely with the laparoscopic severity of disease. Infertility occurs in 3–10% of patients with mild disease, 13–29% with moderate disease, and 29–50% with severe disease. Risk also increases substantially with recurrent episodes of PID, ranging from 8% following one episode to 40% following three or more episodes.

Delaying treatment of PID also substantially impairs future fertility. In a case control study of 76 women with infertility or ectopic pregnancy and 367 controls with intrauterine pregnancy, women who delayed seeking medical attention were three times more likely to experience infertility. The association was strongest for PID due to chlamydia infection: 17.8% of women who delayed treatment developed impaired fertility, compared to 6% of those who promptly sought care.

#### Chronic Pelvic Pain

Chronic pelvic pain is the least studied long-term sequelae attributed to PID. The syndrome presumably results from adhesions and fixation of pelvic organs intended to be mobile during physical activity, sexual intercourse, and ovulation. The condition is associated with reduced physical and mental health, social function, and quality of life. The indirect costs of chronic pelvic pain are estimated at $555 million per year, whereas direct medical costs are estimated at $166 million. An estimated 18–56% of women with symptomatic PID subsequently develop chronic pelvic pain. Similar to ectopic pregnancy and infertility, the probability of developing chronic pelvic pain is proportional to the number and severity of PID episodes.
Women previously hospitalized for a diagnosis of PID are four to ten times more likely than controls to require future readmission for abdominal or pelvic pain.\textsuperscript{115}

**STI-Related Neoplasia**

Several sexually transmitted pathogens are implicated in cancer pathogenesis. EBstein-Barr virus (EBV) and human herpes virus type 8 (HHV-8) are lymphotropic herpesviruses transmitted via sexual or other intimate contact. HHV-8 is the cause of Kaposi’s sarcoma, a dissemi nated polyclonal tumor in AIDS patients, while EBV is associated primarily with T- and B-cell lymphomas. Human T-cell lymphotropic virus type I is associated with adult T-cell leukemia/lymphoma, and Hepatitis B virus (HBV) is a major cause of hepatocellular carcinoma. Lastly, human papillomavirus (HPV) infection is associated with squamous intraepithelial lesions and anogenital malignancies, including cervical, vaginal, vulvar, penile, and anal carcinoma. Liver, cervical, and potentially anal cancers are vaccine-preventable, and these malignancies will be discussed in more detail.

**Cervical Cancer**

The most important public health consequence of genital HPV infection is cervical cancer. Cervical cancer is the second most common cancer among women worldwide, with an estimated 493,000 new cases and 274,000 deaths in 2002.\textsuperscript{125} Approximately 83% of cases occur in developing countries, where estimated mortality rates are 11.2 deaths per 100,000.\textsuperscript{126} In the United States, an estimated 9700 women developed cervical cancer in 2006; and 3700 women died from the disease.\textsuperscript{127} From 1975–2003, the annual incidence rate for cervical cancer among American women decreased from 14.8 to 7.1 cases per 1,000,000. During the same interval, mortality rates decreased from 5.6 to 2.5 deaths per 100,000 women.\textsuperscript{128} This substantial decline in incidence and mortality in Western countries is the result of well-developed Papanicolaou (Pap) smear screening programs.\textsuperscript{129,130} Cervical cancer typically has a long pre-invasive stage, with progression from precancerous lesions to invasive disease requiring an estimated 9–15 years.\textsuperscript{131,132} Therefore, regular Pap screening allows early detection and an opportunity for preventing cervical cancer through management of pre-invasive disease. Approximately 60% of invasive cervical cancers occur in women who have either never been screened or have not been screened in the preceding five years.\textsuperscript{133–136}

Evidence linking HPV to cervical intraepithelial neoplasia\textsuperscript{137,138} and invasive cervical carcinoma is extensive.\textsuperscript{139–142} Polymerase chain reaction (PCR) data pooled from 11 case-control studies showed HPV DNA was present in 90.7% (1739 of 1918) of patients with histologically confirmed cervical cancer, but only in 13.4% (259 of the 1928) of control women.\textsuperscript{139} This study estimated that the pooled odds ratio was 158.2 (95% CI 113.4–220.6) for the association between HPV DNA and histologically confirmed cervical cancer among women 16–64 years of age who had no history of invasive cervical carcinoma or other HPV-related lesions.\textsuperscript{143} Another study showed that, compared to controls, women with persistent high-risk HPV infection increased their risk of having cervical cancer precursors by 10- to 17-fold.\textsuperscript{144,145} Fortunately, persistent HPV infection infrequently progresses to cervical intraepithelial neoplasia,\textsuperscript{146–148} with fewer than 5% of those with persistent infection subsequently developing precancerous lesions.\textsuperscript{149,150}

Persistent HPV infection with high-risk types is the most important risk factor for cervical cancer precursor lesions.\textsuperscript{151–155} Although no consensus definition exists, persistence is most commonly defined as detection of the same high-risk HPV types at two or more visits, 4–6 months apart. Studies demonstrate that, compared to controls, women with persistent high-risk HPV infection increase their risk of having cervical cancer precursors by 10- to 17-fold.\textsuperscript{147,149} Fortunately, persistent HPV infection infrequently progresses to cervical intraepithelial neoplasia,\textsuperscript{146–148} with fewer than 5% of those with persistent infection subsequently developing precancerous lesions.\textsuperscript{149,150}

In comparison to cervical cancer, anal cancer is uncommon. An estimated 4660 cases occurred in the United States during 2006, comprising only 0.33% of all new cancer diagnoses.\textsuperscript{156} However, the incidence of anal cancer is increasing,\textsuperscript{156–160} especially among men who have sex with men.\textsuperscript{161–165}

Multiple epidemiologic, histopathologic, and molecular associations suggest that anal cancer behaves like cervical cancer in that both share an etiologic link to high-risk types of HPV infection. HPV DNA has been isolated from 46–100% of in situ and invasive anal cancers.\textsuperscript{166–170} As in cervical cancer, HPV 16 is the genotype most frequently isolated in anal cancers, being present either singly or in combination in 73–84%.\textsuperscript{166,167,168,169} Similar to cervical intraepithelial neoplasia, a premalignant condition also occurs with anal HPV infections; and both cancers share similar cytologic grading systems for dysplasia.\textsuperscript{171} Unlike cervical cancer, the utility of routine screening for anal intraepithelial neoplasia has not yet been rigorously studied.\textsuperscript{172} Nonetheless, because cytologic screening reduced cervical cancer incidence, some practitioners have adopted anal Pap smear screening as a standard intervention in high-risk populations, including men who have sex with other men (MSM) and HIV-positive individuals.

**Liver Cancer**

Liver cancer is the sixth most common cancer worldwide\textsuperscript{173} and in the United States, is the eighteenth most common malignancy, with an estimated 18,500 new cases and 16,200 deaths occurring in 2006.\textsuperscript{174} Approximately 83% of all liver cancers are hepatocellular carcinomas (HCC).\textsuperscript{175}

Despite an increasing association between liver cancer and hepatitis C virus (HCV) infection in the Western Hemisphere and Japan\textsuperscript{176–178}, chronic hepatitis B virus (HBV) infection remains the most important cause of HCC worldwide.\textsuperscript{179} HBV infection causes 35% and 6.2% of HCC in developing countries and North America, respectively.\textsuperscript{180} And a meta-analysis of 21 case-control studies of chronic HBV carriers showed that their pooled odds ratio for developing HCC was 22.5 (95% CI 19.5–26.0).\textsuperscript{180} An even greater risk was reported in some prospective studies: a class epidemiologic study conducted in Taiwan during the 1970s showed that among HBV chronic carriers, the relative risk of HCC was 233 times that of noncarriers.\textsuperscript{181} Screening for HCC does not reduce mortality among chronic HBV carriers, so the National Cancer Institute currently recommends against periodic screening with either serum alpha-fetoprotein or liver ultrasound.\textsuperscript{182}

**Adverse Perinatal Outcomes**

Virtually all STIs are associated with potential complications for pregnant women and their infant offspring. Maternal STIs may be transmitted in utero (congenital infection), during passage through the birth canal (perinatal infection), or after birth during breast feeding (postnatal infection). Identification and early treatment of maternal infection is usually effective in preventing fetal and neonatal infection.

In the developed world, syphilis during pregnancy is rare, with an estimated prevalence of seropositivity between 0.02% and 4.5% in northern Europe and the United States.\textsuperscript{183–185} In contrast, in many developing countries, congenital syphilis remains a major public health challenge. In some regions of Africa, seropositivity is between 3% and 18% among prenatal clinic attendees,\textsuperscript{186–189} and untreated maternal syphilis causes as many as one-half of stillbirths and one-quarter of perinatal deaths.\textsuperscript{190}

In the United States, the congenital syphilis rate peaked at 107.3 cases per 100,000 live births in 1991 and fell 92% by 2004 to 8.8 cases per 100,000 live births.\textsuperscript{191} Transmitting syphilis to the fetus largely depends on the duration of maternal disease; the risk of fetal infection is 60–100% during primary and secondary syphilis, 40% during early latent syphilis, and 8–10% during late latent syphilis.\textsuperscript{192,193} In utero, transmission can occur at any stage of pregnancy, although the highest rate of fetal morbidity and mortality occurs during first-trimester and second-trimester untreated infection.\textsuperscript{194,195} Adequate treatment of the mother usually ensures that the fetus will not be infected. Even with administration of the recommended penicillin regimen, however,
as many as 14% of pregnant women with syphilis will have a fetal demise or deliver a congenitally infected infant.216-218

The prevalence of Chlamydia trachomatis in pregnant women varies from 2–15%.191-193 Maternal infection is associated with low birth weight, premature rupture of membranes, intra-uterine growth retardation, and preterm delivery in some studies,202-206 but not others.70-211 Perinatal infection during parturition is a well recognized complication of maternal C. trachomatis infection. Acquisition occurs in approximately 50% of infants born vaginally to infected mothers,191-195 and several case reports also documented infection in infants born by Cesarean section.212-215 Clinical manifestations of neonatal chlamydial infection include inclusion conjunctivitis, pneumonia, and rectovaginal infection.199

The prevalence of gonorrhea among pregnant women is less than 1% in developed countries and 3–15% in developing countries.216 Thirteen percent of women with untreated gonococcal disease experience septic abortion, 29% have premature rupture of the membranes, and 13–67% have premature birth.217-221 Gonococcal conjunctivitis (ophthalmia neonatorum) is the most common manifestation of perinatal infection due to N. gonorrhoeae.198 Newborns usually acquire the infection during passage through an infected birth canal, and the risk of transmission is 30–200%.217,222

The prevalence of trichomoniasis in pregnant women is 3–13%.223,224 A prospective cohort study involving 13,816 pregnant women in five U.S. cities found that vaginal trichomoniasis was significantly associated with low birth weight (OR 1.3), preterm delivery (OR 1.3), and preterm delivery of a low birth-weight infant (OR 1.4).225 Another study showed that a premature rupture of membranes occurred at a significantly higher rate in pregnant women with T. vaginalis compared to controls (p < 0.03)227 Although the consequences of trichomoniasis during pregnancy are potentially serious, treatment of maternal infection has not been shown to reduce perinatal morbidity219-221 and may even increase the risk of preterm delivery (RR 1.8, 95% CI 1.2–2.7).222

Several studies demonstrated that human papillomaviruses can be vertically transmitted.233-235 Early studies reported vertical transmission rates of 22–73% among newborns delivered by pregnant women with documented genital HPV infection,228-231 but more recent studies suggest that transmission rates are actually much lower (< 4%).240,241,243,246,247 Moreover, the concordance of HPV types between infected mother-infant pairs is only 17–69%,240,243,247 suggesting that gestational HPV infection in a number of these cases. Vertical transmission appears to be more efficient in the presence of a high maternal HPV viral load,242-244 with vaginal delivery associated with an almost twofold increased risk of transmission compared to Cesarean section.243 C-section is incompletely protective,241,243,246,248 however, and transmission rates as high as 27% have been reported post-Cesarean section.249 Fewer than 10% of perinatally infected infants demonstrate persistent HPV DNA carriage240,241 and sequelae from vertically transmitted HPV are rare.

Genital herpes simplex virus (HSV) infection is common among women of reproductive age, and maternal infection places fetuses and neonates at risk of serious morbidity and mortality. Serologic evidence of prior HSV infection is present in approximately 30% of U.S. women attending prenatal clinics;290-292 however, fewer than 10% of all HSV-2 seropositive individuals report a history of genital herpes infection.293 Among susceptible women, 2% or more experience a first episode of genital herpes during pregnancy, and two-thirds of these women have no symptoms that suggest genital infection.299,300

Neonatal herpes infection is the most serious direct consequence of maternal HSV infection. Neonatal herpes clinically presents as localized disease of the skin, eye, or mucous membranes; encephalitis; or disseminated disease involving multiple organs.291 Untreated neonatal herpes has a significant mortality rate, and one-half or more of survivors suffer from severe neurological impairment.291,302 Mortality has been reduced to less than 10% with the advent of effective antiviral therapy,296-298 although neurological sequelae remain common.297,299-302 Transmission at the time of delivery most commonly results from contact with contaminated maternal cervicovaginal secretions. Intrauterine transmission from transplacental or ascending infection can also occur, sometimes through apparently intact fetal membranes.250,251

Several factors influence the risk of neonatal transmission. Isolation of HSV at delivery from the mother is a major risk factor for neonatal herpes (OR 346, 95% CI 125–956).298 The frequency of transmission of infection from mother to infant is significantly higher among women who have a primary episode of genital herpes near term than among those who have reactivation of latent infection.292,293,294 Zane et al.295 studied a prospective cohort of 40,023 asymptomatic pregnant women and found that 44% of infants delivered to women with primary HSV infection developed neonatal HSV compared with 24% of infants delivered to women with first episode non-primary infection and 1% of women with recurrent HSV disease. The same study also found that maternal HSV serologic status influenced transmission risk. Neonatal HSV infection rates were 54 per 100,000 live births among women who were HSV-seronegative, 26 per 100,000 live births among women who were HSV-1 seropositive only, and 22 per 100,000 live births among all HSV-2 positive women. Other risk factors for neonatal HSV include HSV1 versus HSV2 isolation at the time of labor,299 invasive monitoring,301,302 and rupture of membranes greater than four hours.295

Preventing neonatal herpes depends on preventing acquisition of genital HSV during late pregnancy. Several strategies are possible, including serologic screening, prophylactic antiviral therapy, and Cesarean section. The use of serologic testing is controversial278,279 and there is currently no recommendation for universal screening.290 The use of acyclovir near term to suppress genital HSV recurrences has become increasingly common. Several small studies suggest that suppressive acyclovir or valacyclovir can diminish the frequency of Cesarean section among pregnant women who have recurrent genital herpes by decreasing the number of recurrences at term.300,301 Viral shedding does not appear to be fully suppressed in all patients, suggesting that neonatal transmission may still be possible despite maternal antiviral suppression.297 Cesarean section is effective in the prevention of HSV transmission.290,298 In the study by Zane et al.,295 neonatal herpes occurred in 1.2% of Cesarean deliveries and 7.7% of vaginal deliveries (OR 0.14, 95% CI 0.02–1.08). However, as noted in this and other studies, from a Cesarean section does not prevent all neonatal herpes. Decision analyses estimate that 1580 excess Cesarean deliveries are performed for every poor neonatal outcome prevented, and an estimated $2.5 million is spent for every neonatal case averted by this approach.295

**HIV-STI Synergy**

Strong evidence indicates that both ulcerative and non-ulcerative STIs promote HIV transmission, and this epidemiologic synergy has been the subject of numerous reviews.296-298 Prospектив studies conducted on four continents provide risk estimates ranging from 2.0–23.5 for the facilitative effect of STIs on HIV transmission.299 The most recent meta-analysis reported combined risk estimates of 2.7 (95% CI 2.2–3.3) and 1.7 (95% CI 1.5–2.1) for ulcerative and non-ulcerative STIs, respectively.298 Mathematical models have estimated the contribution of STIs to the HIV epidemic.299-302 In 1996, an estimated 5052 new cases of HIV in the United States were attributable to four curable STIs:299 Chlamydia and syphilis accounted for 3249 (64%) and 1002 (20%), respectively, of these new HIV cases with the remaining 16% due to gonorrhea and genital herpes. Collectively, these 5052 potentially preventable HIV cases cost $985 million in direct treatment costs. In 2004, an estimated 746 U.S. women were infected by HIV because trichomoniases facilitates HIV transmission.300
STI TRANSMISSION DYNAMICS

Studies of STI epidemics led to the development of a model program to study the spread of STIs. The Ro model includes three major components that determine the spread (Ro) of STIs in populations. These three components are infectivity (β), rate of exposure between infected and susceptible individuals (C), and duration of infection (D). Each of these factors has implications for public health interventions.

Infectivity

Infectivity is affected by a number of variables. There is variation in infectivity from organism to organism. As such, it may be difficult to show that a common intervention (i.e. condom use) significantly effects the transmission of certain illnesses, particularly if those infections are less efficiently transmitted or less prevalent in the community. Other factors, independent of the organism, which could affect infectivity include condom use, circumcision status, role of other STIs as cofactors, and the effect of suppressive treatments (in the case of HIV).

Rate of Exposure

Most studies of STI transmission use the number of sex partners and the rate of sex partner acquisition as a measure of the exposure rate between infected and susceptible individuals (C). In addition to these two major factors, timing of sex partnerships and the frequency of concurrent partnerships or short gaps between sex partners (in these two major factors, timing of sex partnerships and the frequency of concurrent partnerships or short gaps between sex partners (in serial monogamous relationships) also have been found to be associated with transmission of STIs. The role of core groups in maintaining STIs in populations may also affect this variable.

Duration of Infectiousness

The duration of infectiousness varies depending on the organism. Bacterial STIs are best approached by timely diagnosis (either through screening or symptom directed testing) and treatment with appropriate antibiotics. The duration of infectiousness for the viral STIs may be affected by appropriate antiviral treatments even if these treatments do not result in cure of the infection.

Given both the overt and subtle interactions between these variables, effective management of STIs within communities requires attention to many different issues. In fact, they are so interrelated that an effective strategy for control of one variable may or may not have an effect on the overall prevalence of any specific STI.

FUNDAMENTAL CONCEPTS IN STI PREVENTION AND CONTROL

Abstinence

Abstinence from sexual intercourse is an important behavioral strategy for STI risk reduction, especially among adolescents. Sexual debut during adolescence is associated with increased risk of STI, and the age-specific rates of many STI are highest among adolescents. Abstinence appears to be most effective when promoted within the context of a comprehensive sexuality education program that also provides information about condoms and other means of STI prevention. Controversy arises, however, when abstinence is promoted as the sole option for sexual health for young people.

The term abstinence is poorly defined, inconsistently applied, and user-dependent. In behavioral terms, there is general acceptance that abstinence refers to the postponement of penile-vaginal intercourse. However, this definition may or may not include other sexual behaviors. For example, self-identified virgins engage in a variety of noncoital activities, including mutual masturbation, oral sex, and anal sex. Among adolescents who adopt virginity pledges, 13% of pledgers versus 2% of nonpledders report oral but no vaginal sex (p ≤ 0.000). Similarly, 1.2% of virginity pledgers report anal sex but no vaginal sex, compared with only 0.7% of nonpledders.

The federal government began supporting abstinence education programs in 1981 via the Adolescent Family Life Act. Subsequently, federal support was significantly expanded under Section 510(b) of the Social Security Act (1996) and under Community-Based Abstinence Education projects (2000), funded through the Special Projects of Regional and National Significance (SPRANS) program. Both programs specifically prohibit federally funded abstinence-only education (AOE) programs from providing information on contraception and STI prevention.

Funding for AOE programs has increased from $60 million in 1998 to $148 million in 2005. Concurrently, there has been significant erosion in comprehensive sexuality education. In 1999, 23% of sexuality education teachers promoted abstinence as the only method for STI prevention, compared with 2% in 1988. Data from the School Health Policies and Programs Study in 2000 revealed that only 21% of junior high and 55% of high schools provided instruction in the correct use of condoms.

Supporting abstinence as a behavioral goal is not the same as AOE. The goal of AOE programs is abstinence until marriage, and supporters of AOE promote this strategy as the sole option for preventing STI. Advocates of AOE insist that abstinence is the only safe and 100% effective method for avoiding the potentially adverse consequences of sexual activity. To describe abstinence as fully protective against STIs, however, is misleading and potentially harmful. Many STIs can be spread via sexual activities other than penile-vaginal intercourse. Moreover, as an applied public health intervention at the population level, abstinence will have a failure rate. Two systematic reviews found no evidence that AOE programs delay sexual debut and concluded that comprehensive reproductive health programs are efficacious in promoting abstinence and other protective behaviors. No clinical trials have been conducted to document the efficacy of abstinence in preventing STIs. The most useful data in understanding the efficacy of abstinence derives from examination of the virginity pledge movement in the National Longitudinal Survey of Youth (Add Health).

Adolescents who adopted virginity pledges consistently had less exposure to conventional STI risk factors. Pledgers had delayed sexual debut, fewer sexual partners, less cumulative sexual exposure, and lower levels of nonmonogamous partners. Rates of chlamydia, gonorrhea, trichomonas, and HPV infection, however, were not significantly different between pledgers and nonpledders. Despite having comparable STI rates, virginity pledgers appear to be much less aware of their STI status. In the Add Health analysis, female virginity pledgers were less likely than nonpledders to be tested for an STI (18.5% vs. 30.3%, p ≤ 0.000). Furthermore, pledgers were less likely to report seeing a doctor because they were concerned about an STI (10.9% vs. 22.9%, p ≤ 0.000). Studies also indicate that pledgers are significantly less likely than nonpledders to use a condom at first intercourse. Based on the available evidence, the Society of Adolescent Medicine recently published a position statement on AOE policies and programs. The statement endorses abstinence within the context of health education programs that provide complete and accurate information about sexual health, including personal responsibility, risks of STIs, and contraceptive methods.

In contrast to AOE, there is broad public and professional support for comprehensive sexuality education. A recent nationwide poll revealed that 90% of middle school and high school patients support sexuality education in schools, and only 15% wanted an abstinence-only form of education. Comprehensive sexuality education is also supported by the American College Health Association, the American Academy of Pediatrics, the American Medical Association, and the Institute of Medicine. The recently published Society of Adolescent Medicine position statement additionally asserts that federal abstinence-only funding laws are ethically flawed and should be repealed.
**Behavioral Interventions**

Behaviors such as number of sex partners, types of sex practiced, condom use, and partner selection influence a person’s vulnerability to STIs. Consequently, clinicians and public health officials have endeavored to create interventions to alter these high-risk behaviors. During the past decade, studies focused primarily on behavioral interventions for HIV prevention. However, HIV and STIs are interdependent, and similar behaviors place people at risk for both infections. For this reason, HIV behavioral studies have direct implications for the prevention and control of other viral and bacterial STIs.

Components of behavioral interventions include the underlying behavioral theory, context (level of intervention, e.g., individual, group, and community), target population (e.g. STI clinic attendees, MSM, and adolescents), duration (e.g. single brief interaction vs. multiple sessions), content (risk perception, barriers to safer sex, triggers of unsafe sex, etc.), modality (e.g. observational learning and role play), and quality of delivery.328

Risk reduction counseling has been the most frequently employed strategy for behavior change and primary prevention of STIs. Historically, risk reduction counseling focused on providing general information about HIV/STI in didactic fashion. Since 1993, the CDC has recommended client-centered counseling for HIV/STI prevention.329 In this model, counseling is an interactive process with risk reduction messages tailored to the patient’s individual situation. Early studies supported direct, personalized counseling for initiating changes in high-risk sexual behaviors.310-333 The effectiveness of this approach, as compared to didactic messages, was convincingly demonstrated in Project RESPECT,334 a multicenter randomized controlled trial of 5758 heterosexual STI clinic attendees. Brief, individualized counseling was shown to significantly increase the frequency of self-reported condom use through 6 months and reduced the rate of STI acquisition by 30% through 6 months and 20% through 12 months (p = 0.008).

In addition to a client-centered approach, the CDC recommends that counseling includes education regarding specific actions to reduce sexual risk (e.g., abstinence, condom use, and limiting the number of sex partners).307 Counseling is most likely to be effective if provided in a nonjudgmental manner appropriate to the patient’s culture, language, gender, sexual orientation, and age.

**Heterosexual Adults**

Relatively few individual-level interventions have addressed STI acquisition among heterosexual adults. Project RESPECT demonstrated substantial reductions in the rates of gonorrhea, chlamydia, and syphilis among study participants who were counseled in individualized risk reduction. The Voluntary HIV-1 Counseling and Testing Efficacy Study335 reported a significant decrease in unprotected sex, but a nonsignificant decrease in gonorrhea, chlamydia, and trichomonal infections. Cohen et al.336 reported a 50% reduction in STI rates among males following a single session emphasizing condom skills. Conversely, an individual counseling intervention based on the AIDS Risk Reduction Model failed to show a reduction in STI acquisition rates, but only 38% of potentially eligible subjects participated.337 Trials examining the impact of group-level interventions on STI acquisition among heterosexual men and women yielded conflicting results with statistically significant reductions in incident STIs observed in some studies338-341 but not others.345-350

High-risk sexual behaviors are often used in these studies as surrogate markers for STI acquisition. Most studies found that the frequency of unprotected vaginal intercourse decreases in the post-intervention period335,337,338,340,341,346,348,349,351-362 although some trials reported no difference in pre- versus post-intervention condom use.345,363-366 The trial by Kelly et al.367 provides some of the strongest evidence for the success of such behavioral interventions. In this study, condom use increased from 26% to 56% following a cognitive behavioral intervention aimed at high-risk, heterosexual women. Among trials that examined the impact of behavioral interventions on number of sex partners, five studies reported decreases relative to controls,357,359-361,363 two reported increases,350,357 and two reported no difference.343,364 Neumann et al.366 conducted a meta-analysis of 14 behavioral and social interventions for HIV prevention among U.S. heterosexual adults (mean age 26 years old) and demonstrated a small but statistically significant reduction in sexual risk behavior across 10 studies (OR 0.81, 95% CI 0.69–0.95). In addition, a reduction in bacterial STI incidence (OR 0.74, 95% CI 0.62–0.89) was observed across the six studies considering this outcome. In a separate meta-analysis, Ward et al.368 reviewed randomized controlled trials (RCTs) of behavioral interventions to reduce STIs risk in clinic attendees. Only 3 of the 14 trials identified in this systematic review were included in the analysis by Neumenn et al. The target population in all of these trials except one (representing 2.6% of total subjects in the meta-analysis) was heterosexual. Pooled results across nine studies demonstrated no significant effect (RR 1.00, 95% CI 0.81–1.23) on the incidence of laboratory confirmed STIs relative to controls. Unexpectedly, pooled data across four studies that measured clinically diagnosed STIs revealed higher rates in the intervention groups (RR 1.23, 95% CI 1.01–1.50). A significant increase in consistent condom use was observed across seven trials (RR 1.17, 95% CI 1.10–1.25).

**Adolescents**

Compared to adults, sexually active adolescents are at higher risk of acquiring STIs due to a combination of developmental, behavioral, and biological reasons. Therefore, numerous studies and programs focused on adolescent HIV/STI prevention and control.366-369 Detailed reviews of these adolescent risk-reduction programs were recently published.391-393 In general, trials were conducted in schools, adolescent health clinics, community agencies, and juvenile detention centers. Most study populations have consisted of ethnic minorities with varied ages (range 9–19-year old) and degrees of baseline sexual experience (range 8–100%). Almost all interventions included interpersonal skill training.

Five randomized controlled trials examined the impact of behavioral interventions on adolescent STI acquisition.366-371 A subgroup analysis of Project RESPECT data demonstrated that counseling sessions were more effective than didactic, educational messages in reducing STI incidence among adolescents.384 Results of the other four studies, however, were more disappointing. An individual-level intervention based on the Health Belief Model reported a nonsignificant reduction in STIs despite positive associations with condom use,385 and one group-level intervention demonstrated a significant reduction in incident cases of chlamydia but not gonorrhea or trichomonas.370 The remaining two trials showed no difference in STI rates between the intervention and control groups.386,372 Trials examining the effect of behavioral interventions on adolescent condom use provided conflicting results. A meta-analysis of 13 U.S. studies concluded that behavioral interventions resulted in significantly less sex without condoms (OR 0.66, 95% CI 0.55–0.79) among adolescents.386 Conversely, the same analysis concluded that such interventions have no significant impact on number of sex partners.

**Men Who Have Sex With Men**

The introduction of highly active antiretroviral therapy (HAART) in 1996 may have resulted in unintended effects on sexual behavior among MSM. Some HIV-positive persons receiving HAART, especially those with undetectable HIV RNA levels, may feel protected from transmitting HIV. Perhaps as a consequence of this perceived concern, some evidence suggests an increase in unsafe sex practices305-307 and an increase in bacterial STIs among MSM.305-307,341,344,346 Despite these trends, there have been relatively few rigorously conducted trials addressing behavioral prevention strategies in this population.

Studies of behavioral interventions among MSM focused primarily on HIV prevention, though relatively few reported directly on HIV seroconversion or STI acquisition. Rather, most defined behavioral
outcomes in terms of unprotected sex, condom use, and the number of sex partners. A systematic review of 34 interventions designed to reduce HIV/STI transmission in MSM was recently published.404 This review, along with an earlier meta-analysis of nine randomized controlled trials, found that behavioral interventions reduced the likelihood of unprotected anal intercourse among MSM by 17–27%, depending on the control group.407,408 Since unprotected anal intercourse is a causal link in the acquisition of HIV and other STIs, a risk reduction of this magnitude could have substantial public health implications. Meta-analysis also identified favorable effects for increasing condom use (OR 0.61, 95% CI 0.47–0.79) and for reducing the number of sexual partners (OR 0.74, 95% CI 0.52–1.06) post-intervention.408

Antimicrobial Prophylaxis

Relatively few trials examined the role of pre- or postexposure antibiotic prophylaxis in STI risk reduction. Kaul et al.409 randomized female sex workers in Kenya to receive monthly chemoprophylaxis with azithromycin versus placebo and found a significant reduction in acquisition of gonococcal, chlamydial, and trichomonal infection. Similarly, prophylactic minocycline administered to U.S. sailors returning from shore leave in the Philippines resulted in a statistically significant reduction in incident rates of gonorrhea compared to placebo.410 The potential public health benefits of this intervention, however, were limited because of the concomitant selection for drug resistant Neisseria gonorrhoea isolates among those who acquired infection despite prophylaxis. Concerns that chemoprophylaxis creates a false sense of security regarding STI vulnerability also limit this approach.411,412 A more recent study, however, challenged this contention: in a cohort of Louisiana STI clinic attendees, syphilis prophylaxis with either intramuscular benzathine penicillin or oral azithromycin was widely accepted and not associated with increased high-risk sexual behaviors.413 Antibiotic prophylaxis for victims of sexual assault is a widely accepted practice that is recommended by expert opinion407 but is unlikely to be studied rigorously due to the inherent ethical issues.

Topical Microbicides

Female controlled STI prevention strategies have focused primarily on the development of safe and effective topical microbicides. Microbicides are intravaginal compounds, variously formulated as gels, foams, films, suppositories, and creams, which are intended to prevent male to female transmission of STIs. To date, studies of microbicides have focused exclusively on the use of nonoxynol-9 (N-9). Observational studies and early randomized trials indicated that N-9 provides substantial protection against both gonococcal and chlamydial infection.414–422 Subsequent trials, however, produced conflicting results and even suggested an increased risk of genital ulcer disease and vulvitis with N-9.423–425 Attempts to limit these risks by decreasing the concentration of N-9 resulted in loss of the microbicide’s protective effect. Two studies of reduced N-9 concentrations demonstrated increased acquisition rates of gonorrhea,424,425 and a triple-blind, placebo-controlled trial among female sex workers in four countries demonstrated no effect on either gonococcal or chlamydial infection.427 A recent systematic review of these and other studies concluded that N-9 cannot be recommended as a safe or effective intervention for STI prevention.414

Condoms

The surgeon general and the Centers for Disease Control and Prevention (CDC) advocate the use of male latex condoms for reducing the risk of STI transmission.429–431 Latex condoms provide a mechanical barrier to contact with pre-ejaculatory emissions and semen; penile lesions; and oral, cervicovaginal, and anal discharges. Latex condoms have proven efficacy for STI prevention in laboratory studies. In vitro, physiologic simulations demonstrated that intact latex condoms are impermeable to particles comparable in size or smaller than STI pathogens.431–433 Polyurethane condoms provide an equivalent degree of protection and can be substituted for persons with latex allergy.427,429,443 Conversely, natural membrane condoms, derived from lamb eccum, can have pores as large as 1500 nm in diameter. Although these pores do not allow the passage of sperm, they are ineffective barriers to some viral pathogens, including HIV and HBV.455,441,444 Using natural membrane condoms for protection against STIs is not recommended.427

Condom Use Trends

Condom use has generally increased among Americans during the past 15–20 years. The National Survey of Family Growth (NSFG) reported that condom use among American women 15–44 years of age increased from 14.6% in 1988 to 20.2% in 1995, but then decreased slightly to 18% in 2002.445,446 The largest increases in condom use have been among adolescents and young adults, the age groups most at risk for STI. From 1988 to 2002, condom use at last intercourse increased from 31.3% to 54.3% among adolescent females and 53.3% to 70.7% among adolescent males.447 This trend is corroborated by data from the Youth Risk Behavior Survey, an anonymous school-based questionnaire. From 1991 to 2005, condom use during last coitus significantly increased from 38% to 55.9% for females and from 54.5% to 70% for males.458,460

Condom Use Determinants

Determinants of condom use are multifactorial and influenced by complex psychosocial variables. Groups more likely to use condoms include adolescents and young adults, never-married and non-cohabitating men and women, people with higher educational levels and socioeconomic status, and those with higher numbers of sexual partners.446,450–453 Perceptions of societal norms, peer group acceptance, and partners’ attitudes are strongly associated with condom use.457 The association between condom use and alcohol consumption is less defined. A recent meta-analysis concluded that alcohol use at first sexual intercourse is associated with decreased condom use, but the relationship between alcohol and unprotected sex subsequently depends on context and the sexual experience of the partners.458 Reasons commonly cited for failure to use a condom include reduced spontaneity, reduced sexual sensation, lack of condom availability, and low perceived risk of STIs.452–460

Condom Effectiveness

Although latex condoms have proven efficacy under laboratory conditions, establishing their effectiveness in epidemiologic studies has been more difficult. In contrast to HIV, studies of condom use to reduce the risk of other STIs have provided inconsistent results, an observation highlighted in a 2001 report by the National Institute of Health (NIH).461 Some of this inconsistency can be explained by methodological limitations in study design. In a recent systematic review, all 45 studies identified had one or more of the following limitations: inability to distinguish consistent use from inconsistent use; failure to report correct versus incorrect use; lack of differentiation of incident from prevalent infection; and failure to include a population with documented exposure to infection.462 Additionally, because objective measurement of condom use is not possible, all studies must rely on self-reported use, which may be inaccurate due to recall and social desirability biases.452–467 In general, these inadequacies cause condom effectiveness to be underestimated.452–468

Other factors that influence estimates of condom effectiveness include method failure and user failure. Method failure typically refers to condom breakage and slippage. Because all condoms are regulated as medical devices by the Food and Drug Administration (FDA),461 strict quality control measures ensure that manufacturing defects are uncommon and physical integrity is sound.469 Breakage rates for male latex condoms range from 0.1% to 7.3%, and slippage rates range from 0.1% to 6.6%.461,462 Method failure is associated with
an increased risk of STI transmission. Risk factors for condom failure include young age, low education level or socioeconomic status, and high-risk behaviors. Conversely, there is an inverse relationship between experience with condom use and failure rate. A French national survey by Messiah et al. compared method failure rates between couples with more than 5 years of condom experience and couples with less than 5 years of experience. The more highly experienced cohort reported a 0.8% slippage rate as well as a 0.7% slippage rate, for a combined total method failure rate of 1.5%. Those with less than 5 years of condom experience reported 6.2% slippage and 1.8% slippage, for a combined failure rate of 8.0%.

User failure results from incorrect or inconsistent condom use. Any protective benefit afforded by condom use is substantially diminished or lost when condoms are not used with each and every act of intercourse. Despite encouraging trends in overall condom use, studies continue to demonstrate high rates of inconsistent use. Other studies have documented high frequencies of incorrect condom application, late application (after initial penetration), and early removal. Studies have also found that people use condoms more often with new and casual partners than with regular partners, presumably reflecting differences in perceived STI risk. This practice creates a false sense of security, provides no protection from HIV or STI transmission, and may even increase the risk of gonorrhea and chlamydial infection.

Based on the available epidemiology literature, the previously mentioned NIH report concluded that the use of male latex condoms reduced the risk of gonorrhea among men and the risk of HIV among men and women. Insufficient evidence prevented the panel from forming conclusion about all other STIs. Since 2000, several new studies prospectively addressed the effectiveness of condoms in STI risk reduction, and excellent reviews of this subject have been published. In contrast to the NIH findings, the cumulative evidence now suggests that consistent and correct use of male latex condoms reduces the risk of gonorrhea, chlamydia, and syphilis among men and women. In early prospective and cross-sectional studies, the risk reduction associated with condom use was highly variable, ranging from 13–100% for chlamydia and from 10–100% for gonorrhea. Recent trials have refined these estimates and suggest an actual risk reduction of 50–90% for chlamydia and gonorrhea infection and 10–100% for gonorrhea. Other studies have documented high frequencies of incorrect condom application, late application (after initial penetration), and early removal. Other studies have documented high frequencies of incorrect condom application, late application (after initial penetration), and early removal. Studies have also found that people use condoms more often with new and casual partners than with regular partners, presumably reflecting differences in perceived STI risk. This practice creates a false sense of security, provides no protection from HIV or STI transmission, and may even increase the risk of gonorrhea and chlamydial infection.

Vaccination

The high prevalence of asymptomatic STIs and the persistent nature of many viral STIs underscore the importance of primary prevention. Vaccination is an ideal prevention strategy, given the potential advantages of durable protection and the indirect protection afforded to unimmunized individual through herd immunity. Unfortunately, relatively few vaccines are available for STI prevention, and successful vaccine development for many classic STI pathogens remains elusive despite decades of research.

Investigational Vaccines

Chlamydia vaccine development began in the 1950s with the primary objective being the control of ocular trachoma. Because early studies with inactivated whole cell preparations were unsuccessful, the focus of research shifted to producing subunit vaccines that contain individual protective antigens. The development of a phase II model of vaginal chlamydial infection and the complete sequencing of the C. trachomatis genome greatly facilitated identification of potential subunit vaccine candidates, such as major outer membrane protein (MOMP) and polymorphic outer membrane protein (POMP). TRAC-VAX, a POMP-based recombinant vaccine from Emergent BioSolutions (Rockville, MD), demonstrated immunogenicity in animal studies, and phase-I clinical trials are pending.

Development of a Neisseria gonorrhoeae vaccine has been hindered by several obstacles, including a limited understanding of the immune response to infection and the biology of reinfection. Additionally, there is no valid experimental animal model on which to study the in vivo growth of the organism and the host response to infection. Using a human model of urethral infection, vaccines based on pilin and porin proteins have been studied in humans with disappointing results. More recently, vaccine development has focused on transferrin-binding protein. Studies in the human model demonstrated that gonococci that cannot use iron via the transferrin receptor are incapable of producing urethritis. Although these research developments are encouraging, an effective gonococcal vaccine likely will not be available for several years.

The increasing prevalence of genital herpes despite effective antiviral therapy poses a significant worldwide public health problem that emphasizes the need for an effective HSV vaccine. Current research efforts are focused on developing vaccines to treat chronically infected patients (therapeutic vaccines) and vaccines to prevent acquisition of infection (prophylactic vaccines).

Therapeutic HSV vaccines are intended for patients with established latent infection. These vaccines will not eliminate latent infections but should ideally reduce symptomatic recurrences and unrecognized (asymptomatic) viral shedding. A well-controlled human trial demonstrated that a therapeutic HSV subunit vaccine was modestly effective in controlling recurrences among patients with four or more baseline episodes of genital herpes per year. Subsequent trials of HSV vaccine candidates produced conflicting results. Vaccines developed by Chiron Corporation (Emeryville, CA) and Cantab Pharmaceuticals (Cambridge, UK) were ineffective in phase-2 clinical trials, whereas a genetically attenuated vaccine developed by AvRx Inc. (Elkridge, MD) reportedly reduced the number of recurrences among vaccinees by twofold.

A plasmid-based vaccine by Powdermed Ltd. (Oxford, UK) and a heat shock protein-based vaccine by Antigenics (New York, NY) entered phase-I clinical trials in October 2004 and March 2006, respectively. Despite these promising advances, an effective therapeutic vaccine for genital herpes will probably not be available for several years.

The goals of a prophylactic HSV vaccine are to prevent primary infection by either HSV-1 or HSV-2, prevent the acute clinical disease caused by initial infection, and prevent the establishment of latent infection, the source of virus responsible for recurrent infection. Unfortunately, phase-III clinical trials of a prophylactic subunit vaccine failed to prevent HSV-2 infection despite high levels of circulating antibodies, suggesting that induction of a broad and durable sterilizing immunity is probably not possible. Although primary HSV infection may not be preventable, animal studies do suggest that prophylactic vaccines can prevent disease and human studies are encouraging. In advanced clinical trials, a prophylactic vaccine developed by GlaxoSmithKline (Research Triangle Park, NC) and termed HerpeVac demonstrated an efficacy of 73–74% against acquisition of genital HSV-2 disease in women who were seronegative for both HSV-1 and HSV-2 at baseline.
FDA Approved Vaccines

Hepatitis A virus (HAV) is predominantly transmitted from person-to-person via the fecal-oral route. Sexual activity involving oro-anal contact is considered the major mode of transmission among MSM and bisexual men.\(^{526-530}\) Currently, five HAV vaccines are available, although only two are licensed for use in the United States.\(^{511}\) Havrix (GlaxoSmithKline) and Vaqta (Merck & Company) were approved for use in preventing HAV infection by the FDA in 1995 and 1996, respectively.\(^{531}\) Following a single intramuscular dose, HAV neutralizing antibodies are present in 32–73% of persons within 2 weeks, in 91–100% of persons within 4 weeks, and in 100% of persons at 24 weeks.\(^{532}\) Administering a second dose (6–18 months after the first) confers durable immunity.\(^{540,541}\) Since 1995, the Advisory Committee on Immunization Practices (ACIP) has recommended HAV vaccination for selected high-risk populations, including MSM and bisexual men.\(^{526-530}\) The recommendation for targeted vaccination was reiterated in the 1999 and 2006, along with plans to incrementally implement a universal childhood HAV vaccination program.\(^{531}\)

Hepatitis B virus (HBV) infection became the first vaccine-preventable STI in the late 1970s, following the successful development of a vaccine produced from purified human hepatitis B antigen. In a placebo-controlled, double-blind, randomized trial involving 1083 MSM, the efficacy of this vaccine was 92% through 18 months of follow-up.\(^{545}\) Subgroup analysis later revealed a vaccine efficacy of 100% among persons who received the complete vaccination series.\(^{546}\) Although plasma-derived vaccines constitute 80% of all HBV vaccines produced worldwide, these first-generation vaccines have largely been abandoned in developed countries due to the potential transmission of blood-borne infections.\(^{547}\) Yeast-derived recombinant vaccines are now favored, and two products are available in the United States: Recombivax HB (Merck & Company) and Engerix-B (GlaxoSmithKline) were approved by the FDA in 1986 and 1989, respectively.\(^{548}\) Vaccine efficacy in preventing HBV infection is typically 95%, with a reported range of 80–100% among adults who complete the primary vaccination series.\(^{549}\) Although antibody titers decrease with time, the duration of protection is prolonged and appears to extend beyond 12–18 years;\(^{550-553}\) and booster doses of vaccine are not recommended for otherwise healthy adults.\(^{549}\) From 1982 to 1990, the ACIP recommendations for HBV vaccination were risk-based and included MSM, sexual contacts of HBV carriers, and heterosexual adults with more than six partners or a history of another STI.\(^{554-557}\) This strategy was changed to an age-based immunization program with the 1995 recommendation for immunization of adolescents and the 1999 recommendation for all persons less than 19 years of age.\(^{554,555}\) In 2006, the ACIP further expanded HBV vaccination recommendations to now include universal immunization of adults in settings which have a high proportion of at-risk adults (e.g., STI treatment facilities, health-care settings targeting services to MSM, and correctional facilities).\(^{560}\)

In May 2001, the Food and Drug Administration licensed a combination hepatitis A-hepatitis B vaccine (Twinrix, GlaxoSmithKline) for use in persons older than 17 years of age.\(^{561,562}\) Twinrix is equivalent to the pediatric dose of Havrix plus the adult dose of Engerix-B. Clinical trials indicate that the safety, efficacy, and immunogenicity of Twinrix are equivalent to the individual component vaccines.\(^{563}\) The vaccine’s primary advantage is convenience and potentially improved compliance for those who require protection against both HAV and HBV.

Human papillomavirus (HPV) vaccine development has focused on the HPV major capsid protein L1, which self-assembles into non-infectious virus-like particles (VLP).\(^{544}\) Preclinical research demonstrated that L1 is highly immunogenic, and a proof-of-concept vaccine trial with HPV 16 VLP revealed that HPV infection could be prevented.\(^{565}\) Subsequently, a quadrivalent HPV vaccine (Gardasil, Merck & Company) was approved by the FDA in June 2006. In a randomized, double-blind, placebo-controlled trial involving 552 women, the incidence of persistent infection associated with HPV 6, 11, 16, or 18 decreased by 89% in women allocated active vaccine compared to placebo.\(^{566}\) Vaccine efficacy with regard to clinical disease caused by HPV 6, 11, 16, or 18 was 100%. Seroconversion rates at 36 months for HPV types 6, 11, 16, and 18 were 94%, 96%, 100%, and 76%, respectively. Preliminary results from a large, ongoing multinational trial involving more than 12,000 women aged 16–26 years support the findings of the original efficacy trial. In June 2006, the ACIP made provisional recommendations for use of the quadrivalent HPV vaccine. These recommendations included routine vaccination of females 11–12 years of age and catch-up vaccination of females aged 13–26 years who have not received or completed the primary vaccine series.\(^{547}\) A bivalent HPV 16/18 L1 VLP vaccine (Cervarix) is actively being developed by GlaxoSmithKline. Vaccine efficacy was demonstrated in a randomized, double-blinded, placebo-controlled trial involving 1113 women aged 15–25 years.\(^{568}\) In extended follow-up (mean 47.7 months), intention to treat analyses revealed an 89% efficacy against incident HPV 16/18 infection and 94% efficacy against persistent (>12 months) infection.\(^{569}\) More than 98% of vaccine recipients remained seropositive for HPV16 and 18 during extended phase follow-up. No cases of carcinoma in situ caused by HPV 16/18 were reported in the vaccine group, compared to eight cases in the placebo group.

Partner Notification/ Contact Tracing

Partner notification, the process where sexual partners of people diagnosed with STIs are identified, informed of their exposure, and tested or treated for illness has been used as a method of STI control for many years. The goals of partner notification include limiting the spread of STIs within a population by treating patients who are asymptomatic, preventing reinfection of the index case, and preventing illness in contacts. These goals are limited by the efficacy of partner notification as well as the ease or completeness of partners presenting for diagnosis and care. Partner notification as an effective STI control measure has been only studied in a limited format.

In order to be successful, partner notification must first identify details of sexual contacts from whom the index case might have acquired the illness, as well as any partners who might have been exposed to the index case during the latent period. The latent period is variable but, in general, is 1–3 months prior to the onset of symptoms and includes all contacts until the time of diagnosis. Several approaches to partner notification have been used: provider referral where the provider, usually the health department, notifies the identified contacts of their exposure; patient referral, where the health department personnel encourage the patient to contact referrals with or without materials/reminders/brochures; and contract referral where the patient is given a period of time to make a referral after which the health department will do it. In a review of 11 randomized
controlled trials, Matthews et al. found that provider referral or the choice between provider referral and patient referral increased the rate of partners presenting for medical evaluation. One trial for HIV infected patients found that offering patients the choice between provider referral and patient referral alone resulted in more partners being notified (2 per index patient vs. 0.29 per index patient). A study in Zambia, where any STI was identified in the index, found that offering male index cases a choice between provider and patient referral resulted in more partners notified (1.8 vs. 1.3).

In the Matthews et al. review, only two studies investigated potential harms resulting from partner notification, whether it is patient or provider referred. In one of the studies, 27% of men given a choice between patient and provider referrals reported domestic quarrels versus 11% of men receiving patient referral only. The fear (whether justified or not) of retaliatory violence is the largest drawback to all strategies.

Despite modest enhancements in delivering care to partners by provider referral, this method is costly and time consuming. Expedited partner therapy (EPT), the practice of treating sex partners without an intervening medical examination is a newer model of care that has promise as a partner notification option. The CDC recently reviewed the available literature on EPT and funded four randomized clinical trials designed to compare EPT to traditional partner management protocols. These RCTs assessed EPT in men and women with gonorrhea, chlamydia, and trichomoniasis. In these four studies, EPT was at least as effective as partner referral for chlamydia and gonorrhea but no difference was seen in the trial of trichomoniasis. Behavioral outcomes of these studies showed that EPT was associated with at least equivalent confidence that partners had received treatment, and two trials that addressed gonorrhea and chlamydia found EPT to be associated with reduced rates of sex with untreated partners by the index case. EPT should be studied more as an alternative to traditional partner notification.

▶ EPIDEMIOLOGY AND TRENDS OF INDIVIDUAL DISEASES

Bacterial STIs

Chlamydia

The epidemiology of genital infections due to *C. trachomatis* serovars B and D–K (e.g., urethritis and cervicitis) are reviewed in this section. Infections caused by lymphogranuloma venereum serovars (L1, L2, L3) are discussed separately.

Chlamydia is the most commonly reported bacterial STI in the United States. In 2004, a total of 929,462 genital chlamydia infections were reported to the CDC, an increase of approximately 33% since 2000. Because 75–85% of infections in women and 50–90% of infections in men are asymptomatic, most cases of chlamydia remain undiagnosed, and assessing the true burden of disease is difficult. Estimates suggest that the actual incidence of chlamydia in the United States is approximately 2.8 million cases per year. From 1987 to 2004, the reported rates of chlamydia infection increased from 50.8 to 319.6 cases per 100,000 population. This increase likely reflects the expansion of chlamydia screening activities among females, the use of more sensitive diagnostic tests (i.e., nucleic acid amplification tests), and improved case reporting by physicians and laboratories. Chlamydia reporting and screening will likely expand further in response to the recently implemented Health Plan Employer Data and Information Set (HEDIS) measure for chlamydia screening of sexually active women 15–25 years of age who receive care through managed care organizations.

In most studies, chlamydia infection is more common among females than males, although this discrepancy may simply be the result of more complete surveillance of females. In 2004, the chlamydia case rate for females was 485.0 per 100,000 women, compared to 147.1 cases per 100,000 men. Among women, the highest age-specific rates of reported chlamydia were among adolescents aged 15–19 years and young adults aged 20–24 years (2761.5 and 2630.7 cases per 100,000 females, respectively). Collectively, these two groups accounted for nearly 60% of all reported chlamydia in 2004. Case finding among males has improved in recent years, largely due to the availability of highly sensitive urinary nucleic acid amplification tests. From 2000–2004, the chlamydia rate in men increased by nearly 50% from 99.6 to 147.1 cases per 100,000 population, compared with only a 22.4% increase in women during the same period.

Racial and ethnic minorities are disproportionately affected by chlamydia, possibly reflecting a lack of access to screening and treatment programs. In 2004, the incidence of chlamydia per 100,000 population was 1209.4 among African Americans, 705.8 among American Indians/Alaska Natives, 436.1 among Hispanics, and 143.6 among non-Hispanic whites. The rate among African American females was 7.5 times higher than the rate among white females (1722.3 and 226.2 cases per 100,000, respectively), and the rate among African American males was 11 times higher than that among white males (645.2 and 57.3 cases per 100,000 population, respectively).

Because of the potential for reporting bias associated with case-based surveillance, the true burden of chlamydia infection is best determined from population-based prevalence studies. The National Longitudinal Study of Adolescent Health (Add Health), a nationally representative sample of more than 12,000 persons aged 18–26 years, provides one of the most comprehensive estimates of chlamydia prevalence. In this study, the prevalence of chlamydia infection in the United States was estimated to be 4.2%. Results of the Add Health analysis are generally consistent with incidence data derived from national surveillance. Women were more likely to be infected than men (4.7% vs. 3.7%), and the prevalence of infection varied significantly by race/ethnicity. The prevalence rate among African American young adults (12.5%) was six times higher than that of white young adults (1.9%). The highest prevalence rates were noted among African American women (14%) and African American men (11.1%). In comparison, the lowest prevalence groups were Asian American men (1.1%), white men (1.4%), and white women (2.5%).

The National Survey of Adolescent Males (NSAM), a survey of 500 men conducted in 1995, provided estimates similar to those of Add Health. In NSAM, the prevalence of *C. trachomatis* infection was 3.1% among 18–19-year-olds and 4.5% among 22–26-year-olds. Other population-based studies provided more geographically restricted estimates of chlamydia prevalence. The Baltimore STD and Behavior Survey conducted during 1997–1998 included 728 adults aged 18–35 years; the reported chlamydia prevalence rates among men and women in this study were 2.2% and 4.3%, respectively.

Estimates of chlamydia (and gonorrhea) prevalence have been obtained in a variety of settings and special populations (Table 10-4). Although these estimates are usually not representative of the general population, this information is essential to the development of targeted public health interventions for high-risk groups.

Gonorrhea

In 2004, a total of 330,132 cases of gonorrhea were reported to the CDC from 50 states and the District of Columbia. This case count corresponds to an incidence rate of 113.8 cases per 100,000 population, a 1.5% decrease compared with the rate 115.2 in 2003. Following the implementation of a national gonorrhea control program in the mid-1970s, the rate of reported gonorrhea infection declined 76% from a high of 467.7 cases per 100,000 population in 1975 to the current record low. Gonorrhea continues to affect racial/ethnic minorities disproportionately. In 2004, the gonorrhea rate among African Americans (629.6 cases per 100,000 population) was 19 times greater than whites (33.3 cases per 100,000 population) and 9 times greater than Hispanics (71.3 cases per 100,000 population).

Historically, reported rate of gonorrhea has been higher in men than women, primarily due to the higher incidence of asymptomatic disease among women and the occurrence of infection among MSM.
In 2002, however, the rate of gonorrhea among women exceeded the rate among men for the first time and has remained slightly higher since that time. In 2004, the overall gonorrhea rate among women was 116.5 and the rate among men was 110.0 cases per 100,000 population. Rates were 20–97% higher among women than for all racial/ethnic groups, except African Americans. In this latter group, the male gonorrhea rate (670.3 cases per 100,000) was 13% higher than then female rate (592.5 cases per 100,000). Improved screening and the use of more sensitive diagnostic tests may partially explain the observed rate increases among women. Gonorrhea most dramatically affects adolescents and young adults. In 2004, the overall gonorrhea rates were highest among 15–19-year-olds (427.1 cases per 100,000 population) and 20–24-year-olds (497.8 cases per 100,000 population). Relative to 2000, these rates represent a decrease of approximately 15%. In 2004, the reported gonorrhea rates among females aged 15–19 and 20–24 years were 610.9 and 569.1 cases per 100,000 population, respectively. Among men, 20–24-year-olds had the highest rate (430.6 cases per 100,000 population). Patients with gonorrhea are frequently coinfected with Chlamydia (and vice versa). Dual infection rates are estimated to range from 19–54%, depending on the population studied.572,580,585,592,599

Population-based estimates of gonorrhea prevalence were recently published. In Add Health, the summary estimate of gonorrhea prevalence was 0.4% (4 cases per 1000 population).665 The prevalence rates among African American men and women were 2.4% and 1.9%, respectively. In comparison, the rates among white men and women were substantially lower (0.1% each). In the Baltimore STD and Behavior Survey, the estimated population prevalence of gonorrhea was 5.3% among adults aged 15–35 years.664 The gender-specific rates were 3.8% and 6.7% for men and women, respectively. Gonorrhea prevalence rates were substantially higher among African American men (5.3%) and women (9.3%), as compared with whites (1.3% in men and women). Prevalence rates of gonorrhea among special populations are in Table 10-4.

An emerging consideration in the prevention and control of gonorrhea is the development of antimicrobial resistance. The Gonococcal Isolate Surveillance Project (GISP) was established in 1986 to monitor trends in antibiotic susceptibilities of N. gonorrhoeae and provide a rationale basis for gonorrhea treatment recommendations.666 In 2004, 15.9% of GISP isolates were resistant to penicillin, tetracycline, or both. Resistance to the fluoroquinolone ciprofloxacin, one of the preferred therapies for gonorrhea, was first identified in 1991; ciprofloxacin resistance has since progressively increased from 0.1% of isolates in 1998 to 6.8% of isolates in 2004. Rates of fluoroquinolone resistant N. gonorrhoeae (QRNG) are highest in Hawaii and California, where as many as 29% of isolates are resistant. Significant increases in QRNG have also been noted in MSM nationwide. Based on GISP surveillance data, the CDC no longer recommends ciprofloxacin as a first-line therapy for patients in Hawaii and California or for MSM; third generation cephalosporins are now the preferred agents in these populations.667

Syphilis

The rate of primary and secondary (P & S) syphilis declined 89.6% from 20.2 cases per 100,000 population in 1990 to a record low of 2.1 cases per 100,000 population in 2001. During the past four years, however, this trend has reversed, and the overall reported rate of P & S syphilis in the United States has been increasing. Between 2003 and 2004 alone, the rate increased by 8%, from 2.5 cases to 2.7 cases per 100,000 population. The corresponding case count increased from 7177 cases in 2003 to 7980 cases in 2004. The recently observed rise in syphilis rates is almost exclusively the result of increased rates among men: between 2000 and 2004, the P & S syphilis rate among men increased 81%, from 2.6 to 4.7 cases per 100,000 population. During this same time period, the P & S rate in females decreased by 53% and has remained stable at 0.8 cases per 100,000 between 2003 and 2004.

More specifically, the rise in P & S syphilis is being driven by an increase in diagnosis among men who have sex with other men (MSM). Although the CDC has not traditionally collected data on P & S syphilis by risk group, the overall male to female ratio has increased from 1.5 in 2000 to in 2004. Cases among MSM comprised an estimated 64% of all P & S cases in 2004 (up from 5% in 1999), and cases are seen among all racial and ethnic groups.

Syphilis continues to be a major public health problem in metropolitan areas, particularly those with large populations of MSM. The MSM prevalence monitoring project has reported increases in syphilis serologic reactivity across virtually all cities where surveillance is being performed. Rates of seropositivity among MSM presenting to STI clinics range from 5.7% in Denver to 14% in Houston.

Rates of P & S syphilis increased for blacks for the first time in over a decade in 2004. This increased rate was driven primarily by increases in black men. The rate among black men increased from a rate of 7.7 per 100,000 in 2003 to a rate of 9.0 per 100,000 (a 16.9% increase) whereas the rate among black women increased only 2.4% (from 4.2 to 4.3 per 100,000). Overall, the rates of P & S syphilis reported in 2004 were highest among black men (14.1 per 100,000) and Hispanic men (5.5 per 100,000). For women, the highest rates were found among black women (4.3 per 100,000) and American Indian women (2.8). Rates for white men and women were 3.0 and 0.3 per 100,000, respectively.

Chancroid

Chancroid is a major cause of genital ulcer disease in sub-Saharan Africa and in many parts of Southeast Asia and Latin America. In comparison, the disease is relatively uncommon in the United States and western Europe.659 The number of cases reported to the CDC...
steadily declined from 1987 until 2001, when 38 cases were reported. There were only 30 cases reported in 2004. These cases were identified in 16 states and one U.S. territory; the greatest number of cases in any one state was four, reported from both New York and South Carolina.69

National surveillance data should be cautiously interpreted, however, as chancroid is probably substantially underdiagnosed and underreported.610–613 Prior to 1990, reporting was complicated by the absence of standardized surveillance definitions for clinically compatible cases.612 Even with these definitions for guidance, the clinical diagnosis of chancroid is often inaccurate. For example, a CDC study using multiplex PCR implicated *H. ducreyi* in 20% of genital ulcer cases in Memphis, TN; among the ten cases identified, the clinical diagnosis was suspected in none.511

Patients in whom chancroid is clinically suspected often do not receive confirmatory laboratory testing, thereby contributing to the problem of underdiagnosis. A survey of 405 STI treatment facilities found that only 8% tested patients for chancroid.613 The lack of regular confirmatory testing may be due to the unavailability of adequate laboratory services. A survey of 115 STI clinics in 32 states, the District of Columbia, and Puerto revealed that only 14% had culture media available for *H. ducreyi*, and only 8% had adequate laboratory facilities to differentiate among chancroid, syphilis, and genital herpes.611 The potential importance of lack of testing was demonstrated in studies from Brooklyn,614 New Orleans,615 which identified *H. ducreyi* as the case of genital ulcer disease in 42% and 39% of cases, respectively.

Several epidemiological features of *H. ducreyi* infection are apparent. Transmission is primarily heterosexual, and minority populations are disproportionately affected.609,614,616–621 Cases are more common among men than women, probably because chancroid is more easily diagnosed in males.9,619 Infected males frequently report a history of sexual contact with commercial sex workers.617,620–624 Additionally, chancroid is highly associated with illicit drug use, especially crack cocaine.614,617,619,620 Coinfection with syphilis occurs in 5–17% of patients.612,614,620

**Lymphogranuloma Venereum**

Lymphogranuloma venereum (LGV) is common in tropical and sub-tropical regions of the world, including East and West Africa, India, the Caribbean, Central America, and Southeast Asia.620 In contrast, the infection is relatively uncommon in the United States and Europe, and sporadic cases in the developed world are generally considered to be imported from endemic areas.624 From 1980–2003, only two clusters of LGV were described in the developed world (by Scieux et al.626 in Paris and Bauwens et al.629 in Seattle). Since 2003, however, a slowly evolving epidemic of LGV anorectal infection has emerged in western Europe.

Initial cases of this epidemic were diagnosed among MSM in Rotterdam, the Netherlands between April and November 2003.630–632 Additional cases were subsequently reported in Antwerp,633 Paris,534,635 Stockholm,636,637 Hamburg,638,639 Barcelona,640 London,541,642 Edinburgh,643 and Geneva.644 European surveillance systems since identified hundreds of cases of LGV: 61 cases in Germany by November 2005,645 179 cases in the Netherlands by December 2005,646 and 344 cases in the United Kingdom by March 2006.647 The true incidence of the disease is difficult to determine due to variable reporting practices among European countries and the lack of a standardized diagnostic test or surveillance definition.

More recently, small numbers of cases of LGV proctitis were identified in the United States.647 Although LGV was removed from the list of nationally notifiable diseases in 1995, reporting is mandated by 24 states, and some of these states continue to report cases to the CDC. In 2004, the CDC received 27 reports of laboratory confirmed LGV infection.9 Twenty-two cases of LGV were identified in Canada between January 2004 and May 2005, and all genotyped strains were similar to the strain initially isolated in the Netherlands.648 At least two cases were also diagnosed in Australia.649,650

A case-control study was conducted in the Netherlands to identify risk factors for LGV infection during the current epidemic.651 HIV seropositivity was the strongest independent risk factor for anorectal LGV infection among MSM (OR 5.7, 95% CI 2.6–12.8). Other risk factors identified in this study included concurrent ulcerative disease, previously diagnosed STI, and unprotected receptive anal intercourse with a casual partner. In addition, other studies also reported a high proportion of HIV-Hepatitis C virus coinfection among LGV-infected patients.541,652

**Trichomonas**

Vaginal infections due to *Trichomonas vaginalis* are among the most common STIs. The true incidence and prevalence of trichomoniasis in the United States are unknown, as the infection is not reportable. Estimates suggest that 7.4 million new cases occur each year, accounting for 4–35% of all episodes of symptomatic vaginitis diagnosed in the primary care-setting.653 Studies of *T. vaginalis* prevalence among women have largely been limited to clinical settings and special populations (Table 10-5).654–658 In studies presenting data on race/ethnicity, the prevalence of *T. vaginalis* has been highest among African American women (23–51%), with a 1.6- to 4.4-fold increased risk compared to other racial/ethnic groups.637,640,647–649 Reinfecion is common, especially in adolescent females;650,651 to one study of high-risk 13–17 year olds, greater than 31% of participants experienced multiple episodes of trichomoniasis during the 27-month follow-up period.651

Prevalence data for men are even more limited, reflecting the large proportion of asymptomatic cases and the poor sensitivity of culture to detect the organism in the male genital tract.651 Studies using culture reported prevalence rates among men ranging from 2.8–12%,669–673 Such rates are much lower than those among women attending STI clinics. Using more recently available PCR assays, however, *T. vaginalis* has been found in 13–17% of men attending STI clinics.669–671

Relatively few studies attempted to define the prevalence of *T. vaginalis* in the general population. The Add Health data provided the first population-based estimate of the current prevalence of trichomoniasis in young adults, as identified by urine PCR was 2.3%. The prevalence in women was higher than in men (2.8% vs. 1.7%), and African American women had a higher prevalence than white women (10.5% vs. 1.1%).672

The age distribution of *T. vaginalis* infections differ markedly from other common, curable STIs such as chlamydia and gonorrhea. For the latter two, prevalence rates decline steadily with increasing age; in contrast, the point-prevalence of *T. vaginalis* is higher during middle aged than during adolescence.655,657,667–670 The pathogen is recovered from 22–80% of the male sexual partners of infected women from 60–100% of the female partners of infected men.674

**Viral STIs**

**Herpes Simplex Infection (Genital Herpes)**

Genital Herpes is one of the most common STIs in the United States with estimates of disease prevalence as high as 45 million or 1 in 5 adults. True prevalence of genital herpes is difficult to assess because the disease is asymptomatic in a large percentage of those infected and because it is not a reportable illness in all states.

Two national U.S. studies gathered data on the seropidemiology of HSV infection. The National Health and Nutrition Examination Survey (NHANES) study—NHANES III,675 conducted between 1988 and 1994—found the overall prevalence of HSV-2 antibody was 21.9% for people 12 years and older. The seroprevalence was higher in women than in men and higher among blacks than whites. Seroprevalence rose rapidly in the young and adolescent ages and then remained stable in those over 30 years of age. In a smaller study of 500 randomly selected patients attending a family medicine clinic, there was a prevalence of 23% of HSV-2 antibodies detected.676

Despite this, only a minority of those infected had a clinical history
of genital herpes (27%). This suggests that there is a large reservoir of patients unaware of their infection.

Two studies of U.S. adolescents showed an overall seroprevalence of 12% among teens and young adults at high risk for STI.654,655 Both studies showed that seroprevalence was higher in girls and that girls tended to become infected at a younger age than boys. The difference may be related to partner selection as adolescent girls are more likely to have older partners who are at higher risk of STIs. In these studies, the relationship between sexual history variables and likelihood of HSV-2 infection varied. In the first study, HSV-2 seropositivity was associated with the number of STI episodes in boys and the number of lifetime sexual partners in girls. In the second study, only female gender and African American ethnic origin remained predictors of HSV-2 infection.

Project RESPECT658 found a seroprevalence of 40.8% among 4128 patients from five STI clinics. HSV-2 was higher in women than in men (52% vs. 32.4%) and higher in blacks than in whites, Hispanics and other ethnic groups (48.1% vs. 29.6%). For both sexes, past sexual history, particularly the number of lifetime sexual partners or prior history of gonorrhea or syphilis, were predictors of HSV-2 seropositivity. Approximately 85% of patients with HSV-2 seropositivity had never been diagnosed with genital herpes.

Although the two NHANES surveys documented an increase in HSV-2 seropositivity, the true incidence of disease in the U.S. is unknown. CDC data of first-time diagnosis for genital herpes show a continuing rise from 179,000 in 2000 to 266,000 in 2005.700 While these cases may represent first episode genital herpes, they may still underestimate the true incidence of new infections because they may reflect more severe cases or visits from those with greater awareness and concern about herpes.

**Human Papillomavirus**

The estimated prevalence of anogenital HPV infections in the United States is 20 million, with an annual incidence of 6.2 million.639 Evidence suggests that 80% of sexually active adults will acquire a genital tract HPV infection by 50 years of age.639,640 HPV infection is especially common among female adolescents and young adults. In studies using convenience samples of women attending managed care, STI, or university clinics, the prevalence of genital HPV infection among 15–24-year-old women ranges from 17–72%,692–715 with most estimates clustering near 30%.699 Prevalence subsequently decreases with advancing age. Interim results from a CDC-sponsored sentinel surveillance project being conducted in six states revealed a HPV prevalence of 35% among 14–19-year olds, 29% among 20–29-year olds, 14% among 30–39-year olds, 12% among 40–49-year olds, and 6% among 50–65-year olds.743

Prospective studies among HPV-negative college women documented incidence rates of 32% at 24 months,692,693 and 43% at 36 months.693 Rates of new HPV acquisition among women using routine gynecological or family planning services range 11–41% at 12 months and 44–55% at 36 months.692,716,717

Incidence and prevalence studies consistently demonstrate that most cervical HPV infections in women are due to high risk (oncogenic) types, especially HPV type 16,154,155,141,146,502,704,706,719 Although rates of HPV infection among women are high, most infections are asymptomatic and transient. As many as 70% of new HPV infections spontaneously clear within 12 months and 91% clear within 24 months of acquisition.146,149,180,154,155,308,306,707,708,724 The median duration of infection ranges from 4–13.5 months, with infection due to oncogenic strains persisting longer than non-oncogenic types.155,702,716

Genital HPV infection is rare in virgins (< 2%),149,722–724 suggesting that risk factors for HPV acquisition are primarily related to sexual behavior. Risk factors among women include lifetime number of sexual partners,700–702,705,709,711–713,715,717 introduction of new partners,692,707–710,713 and partner’s sexual history.692,713 In addition, most studies demonstrate that young age (usually defined as less than 25 years) is a risk factor.692,713,718 Genital contact in the absence of penetrative intercourse (e.g., oro-genital, digital-genital) can lead to HPV infection, although these routes of transmission are significantly less common.692,726,727

Data on the prevalence of genital HPV infection in men is more limited. Penile HPV DNA has been detected in 15–45% of heterosexual, male STI clinic attendees, depending on the anatomic site tested (e.g., urethra, glans, coronal and sulcus).726–730 A recent study documented a higher prevalence of infection in uncircumcised men than in circumcised men (19.6% vs. 5.5%).726 In addition, HPV DNA has been detected in the anal canal of 33–61% of HIV-negative MSM731,732 and in 65–93% of HIV-positive MSM.733,734

---

**TABLE 10-5. TRICHOMONIASIS PREVALENCE RATES AMONG US WOMEN**

<table>
<thead>
<tr>
<th>Population</th>
<th>Reference</th>
<th>Year</th>
<th>Prevalence (%)</th>
<th>Diagnostic Method</th>
</tr>
</thead>
<tbody>
<tr>
<td>STI clinic</td>
<td>Spence et al. 654</td>
<td>1980</td>
<td>54</td>
<td>Culture</td>
</tr>
<tr>
<td></td>
<td>Fouts et al. 655</td>
<td>1980</td>
<td>32</td>
<td>Culture</td>
</tr>
<tr>
<td></td>
<td>Pabst et al. 648</td>
<td>1992</td>
<td>26</td>
<td>Culture</td>
</tr>
<tr>
<td></td>
<td>Wolner-Hanssen et al. 657</td>
<td>1989</td>
<td>15</td>
<td>Culture, Wet Mount</td>
</tr>
<tr>
<td></td>
<td>Rosenberg et al. 658</td>
<td>1992</td>
<td>11</td>
<td>Wet Mount</td>
</tr>
<tr>
<td></td>
<td>Barbone et al. 659</td>
<td>1990</td>
<td>21</td>
<td>Wet Mount</td>
</tr>
<tr>
<td></td>
<td>Heine et al. 660</td>
<td>1997</td>
<td>46</td>
<td>PCR</td>
</tr>
<tr>
<td></td>
<td>Kaydos et al. 661</td>
<td>2002</td>
<td>17</td>
<td>PCR</td>
</tr>
<tr>
<td>Gynecology clinic</td>
<td>Osborne et al. 662</td>
<td>1980</td>
<td>19</td>
<td>Wet Mount, PAP</td>
</tr>
<tr>
<td></td>
<td>Wilson et al. 663</td>
<td>1996</td>
<td>20</td>
<td>Culture</td>
</tr>
<tr>
<td>Student health center</td>
<td>Smith et al. 664</td>
<td>2001</td>
<td>13</td>
<td>Culture</td>
</tr>
<tr>
<td></td>
<td>McCormack et al. 665</td>
<td>1980</td>
<td>3</td>
<td>Culture</td>
</tr>
<tr>
<td></td>
<td>Wisenfeld et al. 666</td>
<td>2001</td>
<td>10</td>
<td>PCR</td>
</tr>
<tr>
<td>Substance abusers</td>
<td>Bachmann et al. 667</td>
<td>2000</td>
<td>43</td>
<td>Culture</td>
</tr>
<tr>
<td></td>
<td>Pitt et al. 668</td>
<td>2005</td>
<td>9</td>
<td>PCR</td>
</tr>
<tr>
<td>Correctional centers</td>
<td>Shuter et al. 669</td>
<td>1988</td>
<td>43</td>
<td>Culture</td>
</tr>
<tr>
<td></td>
<td>Bell et al. 670</td>
<td>1985</td>
<td>48</td>
<td>Wet Mount</td>
</tr>
<tr>
<td>Adolescent clinic</td>
<td>Bunnell et al. 671</td>
<td>1999</td>
<td>3</td>
<td>Culture</td>
</tr>
<tr>
<td></td>
<td>Schafer et al. 672</td>
<td>1985</td>
<td>11</td>
<td>Wet Mount, PAP</td>
</tr>
<tr>
<td></td>
<td>Van Der Pol et al. 673</td>
<td>2005</td>
<td>6</td>
<td>PCR</td>
</tr>
</tbody>
</table>
Viral Hepatitis
A complete discussion of viral hepatitis can be found in another chapter of this text. In brief, the overall incidence of hepatitis A virus (HAV) infection has decreased from 12 cases per 100,000 population in 1995 (pre-vaccine licensure) to 3.1 cases per 100,000 population in 2002. Similarly, the cumulative effect of hepatitis B virus (HBV) vaccination has been a reduction in the incidence of acute HBV infections from 9.2 cases per 100,000 population in 1981 to 2.8 cases per 100,000 in 2002. Although the overall incidence of HAV and HBV infections has decreased, certain populations still experience high levels of infection. For example, the incidence of HBV continues to increase in MSM and in heterosexual men and women with multiple sexual partners, and HAV outbreaks among MSM in urban areas are reported frequently. Studies also suggest that hepatitis C virus (HCV) is sexually transmitted. The risk of infection via this route appears to be low; one study reported an annual risk of interspouse transmittance of less than 0.23% per year.

CONCLUSIONS AND SUMMARY
Healthy People 2010 is a comprehensive set of national health goals and objectives for the United States to achieve during the first decade of the new century. Table 10-6 outlines selective objectives for reducing STIs and STI complications, as well as addressing sexual risk behaviors. There continues to be a high burden of disease from STIs in the United States, and it is unlikely that we will achieve many of the goals in the next 5–6 years without further advances and funding of STI prevention and control efforts.
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<table>
<thead>
<tr>
<th>TABLE 10-6. SELECTED HEALTHY PEOPLE, 2010—OBJECTIVES</th>
</tr>
</thead>
<tbody>
<tr>
<td>Objective</td>
</tr>
<tr>
<td>-----------------------------------------------</td>
</tr>
<tr>
<td>7-02 Increase the proportion of STI education among junior and high school students</td>
</tr>
<tr>
<td>9-09 Increase the proportion of adolescents who have never had sexual intercourse</td>
</tr>
<tr>
<td>Females</td>
</tr>
<tr>
<td>13-06 Increase the proportion of sexually active persons (18–44 years old) who use condoms</td>
</tr>
<tr>
<td>Females</td>
</tr>
<tr>
<td>14-03 Reduce hepatitis B (# of cases)</td>
</tr>
<tr>
<td>MSM</td>
</tr>
<tr>
<td>14-28 Increase hepatitis B vaccination among MSM</td>
</tr>
<tr>
<td>25-1 Reduce chlamydia infections among 15–24-year old STI clinic attendees</td>
</tr>
<tr>
<td>Female</td>
</tr>
<tr>
<td>25-2 Reduce gonorrhea (new cases per 100,000 population)</td>
</tr>
<tr>
<td>Male</td>
</tr>
<tr>
<td>25-03 Eliminate sustained domestic transmission of P&amp;S syphilis (new cases per 100,000 population)</td>
</tr>
<tr>
<td>25-04 Reduce the proportion of 20–29 year olds with genital HSV infection</td>
</tr>
<tr>
<td>25-06 Reduce the proportion of females (15–44 years old) treated for PID</td>
</tr>
<tr>
<td>25-09 Reduce congenital syphilis (new cases per 100,000 live births)</td>
</tr>
</tbody>
</table>
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The Epidemiology and Prevention of Human Immunodeficiency Virus (HIV) Infection and Acquired Immunodeficiency Syndrome (AIDS)

Alan E. Greenberg • D. Peter Drotman • James W. Curran • Robert S. Janssen

INTRODUCTION

AIDS emerged as one of the most important public health issues of the late twentieth and early twenty-first centuries and is now one of the leading causes of global morbidity and mortality. The AIDS epidemic has prompted wide-reaching changes in public health, clinical practice, and scientific research, and has had a great impact upon societies throughout the world.

History and Origin

AIDS was an unrecognized medical syndrome before the 1980s. In the United States, investigations into the increase of opportunistic diseases occurring in previously healthy young adult males resulted in the first reports of AIDS among homosexual men in 1981. In Africa, AIDS was initially described in both men and women in 1984, with the earliest known HIV-1 seropositive specimen identified through retrospective studies from Central Africa in 1959. HIV-2, a related retrovirus that is less transmissible and pathogenic but that can still cause AIDS, was first isolated in West Africans in the mid-1980s, with the earliest known recorded HIV-2 infection probably having occurred in Guinea Bissau in the 1960s. Based on molecular analyses comparing human and simian (monkey) retroviruses, it is believed that the HIV-1 virus that became epidemic was first transmitted to humans from chimpanzees in Central Africa in the 1930s, and that the HIV-2 virus was first transmitted to human from sooty mangabeys in West Africa.

Both social and biologic factors explain why AIDS initially became epidemic in the industrialized world after HIV was introduced in the population. Among these were changes in sexual behaviors, particularly increases in the numbers of sexual partners and sexually transmitted diseases among substantial numbers of men who have sex with men, high rates of injection drug use (both opiates and cocaine), and sharing of contaminated needles and syringes, and the development of technology to use large plasma pools with thousands of donors for manufacture of clotting factor concentrates. These factors represented amplification systems that, in combination with the long incubation period for AIDS, allowed extensive transmission of HIV to occur even before the first clinical cases were discovered. In Africa, a number of factors are hypothesized to have contributed to the rapid early spread of HIV in the 1980s, including rural-to-urban migration patterns, the establishment of HIV infection in female sex workers with spread to their male clients, and subsequent extensive sexual networking with both regular and casual partners. A number of important biologic risk factors for HIV transmission in Africa were identified, including high HIV viral load, age differential between spouses, herpes simplex type 2 infection, trichomoniasis, and lack of male circumcision. Spread between geographically distant regions was attributed to highly mobile populations such as truck drivers, seasonal workers, and migrant populations. The epidemic then spread globally to North America and the Caribbean, Europe, Australia, Asia, and South America.

Etiologic Agent and Natural History

In 1983 and 1984, researchers at the Institut Pasteur (Paris) and the National Cancer Institute isolated a retrovirus, subsequently named HIV, and demonstrated it to be the cause of AIDS. In 1985, a genetic variant of the AIDS virus was isolated and named HIV-2. HIV-1 has developed great genetic diversity, with 13 distinct circulating genetic subtypes and 11 additional recombinant forms identified globally. By 2005, these were classified as group M (main), O (outlier), and N (non-M, non-O) HIV-1 viruses, with almost all of the globally transmitted strains being from group M. Group M is composed of nine distinct subtypes, with predominantly subtype B in North America and Western Europe; subtypes B and F in South

Note: The findings and conclusions in this chapter are those of the authors and do not necessarily represent the views of the Centers for Disease Control and Prevention.
America; subtype C in Southern Africa; subtypes A and D in East Africa; recombinant subtype A/G in West Africa; subtype B and recombinant subtype A/E in Asia; and a great diversity of subtypes found in Central Africa, where HIV-1 is believed to have first been introduced in humans. Differences in the clinical manifestations and the transmissibility of these various subtypes have been hypothesized but not proven. The genetic diversity of HIV is important in the development of diagnostic tests and perhaps for HIV vaccine candidates, as well as in the tracking of the global spread of HIV.

HIV can enter the body parenterally, through the gastrointestinal tract, or through the genitourinary tract. HIV infects local cells such as dendritic cells and replicates locally for a few days before it becomes a systemic infection. Within about 10 days after infection, HIV nucleic acids are detectable in blood, and antibodies to HIV are detectable generally within 1–2 months following infection. HIV preferentially infects T-helper lymphocytes (often termed CD4 cells because of the so-called receptor molecule on their surface that identifies them), white blood cells that are critical to human immune function, through a complex mechanism whereby a glycoprotein (gp 120) of the HIV viral envelope binds strongly to the surface of the CD4 lymphocytes and a few other cell types. HIV is an RNA virus, which replicates by a process known as reverse transcription. HIV RNA is initially transcribed into DNA of the host cell which is then transcribed into RNA, which in turn is copied multiple times, turning the cell into a virtual "factory" for producing multiple HIV viral particles. These particles are then released from the CD4 lymphocyte into the bloodstream, destroying the host cell in the process. When these particles invade many new CD4 cells, the life cycle of HIV is complete. This cellular destruction results in the characteristic decrease in CD4 cell and total lymphocyte counts causing a progressive immunodeficiency; when the immune compromise is severe enough (defined as a CD4 count of less than 200 cells/μL), an HIV-infected person becomes susceptible to a potently life-threatening "opportunistic" infections and diseases. Although the immune system is extraordinarily resilient and regenerative, HIV reproduces at a rate of 10 billion new virions per day. Infection with HIV, as with all human and animal retroviruses, is presumed to be lifelong.

Modes of Transmission and Distribution of Infection
HIV has been recovered from peripheral blood, semen, vaginal secretions, breast milk, other body fluids, and numerous anatomical sites. There are three main modes of transmission: sexual transmission through rectal, vaginal, and more rarely oral contact; percutaneous transmission through injection, transfusion, or accidental exposure to infected blood or its components; and perinatal transmission from infected mothers to their infants either before, during, or after childbirth. Epidemiological observations and controlled studies have confirmed these routes of transmission in homosexual and bisexual men, heterosexual men and women, injecting drug users and infants. Previously documented risks to persons with hemophilia and transfusion recipients have been remarkably well controlled by educating donors, testing all donations of blood and plasma for HIV-1 and HIV-2 antibody, HIV-1 antigen, HIV RNA, and by developing safe clotting factor concentrates. Compared to the low risk of HIV infection through receptive oral intercourse which is estimated at 1 per 10,000 exposures, the risk of HIV infection has been estimated to be 9000 per 10,000 exposures for blood transfusion, 67 per 10,000 exposures for needle-sharing injection drug use, 50 per 10,000 exposures for receptive anal intercourse, 30 per 10,000 exposures for percutaneous needle stick, 10 per 10,000 exposures for receptive penile-vaginal intercourse, 6.5 per 10,000 exposures for insertive anal intercourse, and 5 per 10,000 exposures for insertive penile vaginal intercourse.

Surveillance of HIV and AIDS
Before the cause was known, AIDS was initially defined as the occurrence of a severe opportunistic illness in a person without a previously known cause of immunodeficiency; the most frequently reported illnesses in the United States were Pneumocystis carinii pneumonia and Kaposi’s sarcoma. Identification of HIV as the cause of AIDS and growing knowledge of the disease’s epidemiology and clinical presentations led to the expansion of the U.S. surveillance case definition in 1987 to include such conditions as HIV encephalopathy and wasting syndrome, and in 1993 to include tuberculosis, recurrent bacterial pneumonia, invasive cervical cancer, and severe immunodeficiency as measured by a CD4 cell count less than 200 cells/μL. Currently, the most frequently reported AIDS condition is a CD4 count less than 200 cells/μL, responsible for the majority of newly reported AIDS diagnoses in the United States. Because the distribution of time from infection to development of opportunistic infections was known through cohort studies, AIDS incidence was initially used to estimate historical HIV incidence while antiretroviral therapy was of limited value. However, the addition of CD4 count criteria to the AIDS case definition and the efficacy of highly active antiretroviral therapy eliminated the ability to estimate HIV incidence through the reporting of AIDS cases. Subsequently, the HIV incidence in the United States was estimated using a number of imprecise methods to be about 40,000 cases per year between 1992 and 2000.

In 1996, when the use of highly active antiretroviral therapy became widespread in the United States, the interval between HIV infection and the development of severe HIV-related disease was greatly increased and trends in AIDS cases became much less useful in modeling trends in HIV transmission. This made it critical to monitor the number of persons reported with HIV as well as with AIDS. National surveillance systems for HIV/AIDS were consequently expanded to include monitoring of new HIV diagnoses, HIV incidence, behaviors that put people at high risk for HIV, and HIV-related morbidity and mortality. In the United States, a National Behavioral Surveillance System was established to monitor HIV infection among high-risk groups and the number of HIV-infected individuals at high risk for HIV infection; this surveillance system uses serial cross-sectional surveys in high-risk populations including men who have sex with men, injection drug users, and heterosexuals at high risk for HIV infection throughout the United States.

Trends can now be observed in reported HIV cases for 33 states and territories that have reported HIV infections to CDC since 1999.
However, these areas represent only approximately 43% of the U.S. epidemic. Moreover, HIV case reporting may not be representative of recent trends in new HIV infections since persons are often infected for many but an unknown number of years before they are diagnosed with HIV. Accordingly, CDC has established HIV incidence surveillance in the United States. As of 2006, this system was established in 34 areas, and is based on the serologic testing algorithm for recent HIV seroconversion (STAHRS) that uses a novel HIV antibody assay to estimate the proportion of HIV infections that have occurred within the past 6 months. Monitoring of HIV incidence is critical to assessing in real time whether HIV prevention programs are having an impact in stemming the epidemic.

In Figure 11-1, trends in AIDS cases, AIDS deaths, and persons living with AIDS in the United States are shown by year from 1985 to 2005. There was a steady increase in the numbers of AIDS cases and deaths from 1985 through 1993; followed by a sharp decline from 1993 through 1997. The sharp rise and decline around 1993 are a result of having added immunologic criteria to the AIDS case definition. Numerous people with HIV with CD4 counts below 200 cells/µl were not diagnosed with AIDS until 1993. This reporting artifact was seen in AIDS cases but not deaths and provided a key lesson for public health officials who oversee case definitions for reportable conditions. The decline in deaths and incident AIDS cases from 1995 through 1997 has largely been attributed to the widespread availability and use of combination antiretroviral therapy, and may also be due to the declining HIV incidence that occurred in the mid- to late-1980s. This was followed by a plateau in AIDS cases and deaths from 1997 through 2004, with an increase in reported AIDS cases observed in 2005. The concurrent reduction in AIDS-related mortality to fewer than 20,000 per year and the continued incidence of approximately 40,000 new persons being diagnosed with HIV each year has led to a continued increase in the numbers of persons living with HIV/AIDS. This has implications for ensuring the availability of treatment and care for these persons, as well as for the increasing number of persons who need interventions to prevent further transmission.

As shown in Table 11-1, a cumulative total of 956,666 AIDS cases were reported in the United States through 2005, predominantly in whites (40%), blacks (42%), and Hispanics (16%); and in men who have sex with men (47%), injection drug users (25%), and persons who acquired the infection through heterosexual contact (17%). The epidemiology of HIV in the United States is continuing to evolve, however; of the estimated 38,096 HIV/AIDS cases reported in 2005 from 33 areas with confidential name-based HIV reporting, an increasing proportion occurred in blacks (49%) and persons who acquired the infection through heterosexual contact (32%), with a decreasing proportion in injection drugs users (14%). A cumulative total of 530,756 AIDS deaths were reported in the United States since the beginning of the epidemic through 2005.

For cases of AIDS among children, there was a prolonged period of increase from 1981 through 1993, when the discovery that the antiretroviral drug zidovudine, when administered during pregnancy and labor to HIV-infected mothers and postpartum to their exposed infants, could decrease the risk of mother-to-child HIV transmission, and Public Health Service guidelines were issued to support its use. Currently, the use of combination antiretroviral therapy, obstetrical interventions such as cesarean sections, the avoidance of breast feeding, and recommendations for routine HIV screening during pregnancy and during labor for delivering women with unknown HIV status further reduced mother-child HIV transmission, and the implementation of these practices led to a dramatic reduction of more than 90% in perinatally acquired AIDS cases in the United States between 1993 and 2005. Similar reductions in perinatal HIV transmission and pediatric AIDS have been observed in nations where such interventions have been implemented, but many nations in the developing world have lacked the resources to duplicate this accomplishment.

Globally, the United Nations Joint Programme on AIDS (UNAIDS) and the World Health Organization issue annual updated HIV/AIDS surveillance estimates. In the developing world, AIDS and HIV case surveillance systems tend to be less complete, and HIV trends are generally monitored through repeated cross-sectional HIV seroprevalence surveys among women attending antenatal clinics as proxies for the population of sexually active adults of child-bearing age. According to UNAIDS/WHO, and as shown in Table 11-2, by the end of 2006, 39.5 million persons were living with HIV, the majority of whom (65%) were living in sub-Saharan Africa. In 2006, an estimated 4.3 million persons were newly infected with HIV, and an estimated 2.9 million persons died from AIDS. Important differences mark the global transmission patterns of HIV. In sub-Saharan Africa, where an estimated 24.7 million persons are living with HIV, heterosexual transmission is predominant, with the highest HIV prevalence rates in the
### TABLE 11-1. ESTIMATED NUMBERS OF CASES OF HIV/AIDS CASES IN 2005, CUMULATIVE AIDS CASES, AND CUMULATIVE NUMBERS OF DEATHS IN PERSONS WITH AIDS IN THE UNITED STATES, BY SELECTED CHARACTERISTICS\(^5\)

<table>
<thead>
<tr>
<th>Race</th>
<th>HIV/AIDS in 2005(^a)</th>
<th>Cumulative AIDS cases through 2005(^b)</th>
<th>Cumulative AIDS deaths through 2005(^b)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total</td>
<td>38,096</td>
<td>956,666</td>
<td>530,756</td>
</tr>
<tr>
<td><strong>White non-Hispanic</strong></td>
<td>11,758</td>
<td>386,552</td>
<td>235,879</td>
</tr>
<tr>
<td><strong>Black non-Hispanic</strong></td>
<td>18,510</td>
<td>399,637</td>
<td>211,559</td>
</tr>
<tr>
<td><strong>Hispanic</strong></td>
<td>6944</td>
<td>156,026</td>
<td>77,125</td>
</tr>
<tr>
<td><strong>Asian/Pacific Islander</strong></td>
<td>429</td>
<td>7739</td>
<td>3383</td>
</tr>
<tr>
<td><strong>American Indian/Alaskan Native</strong></td>
<td>198</td>
<td>3521</td>
<td>1657</td>
</tr>
<tr>
<td><strong>Men</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>All Men</td>
<td>28,037</td>
<td>764,763(^{11})</td>
<td>439,598</td>
</tr>
<tr>
<td>Male to male sexual contact</td>
<td>18,722</td>
<td>454,106(^{12})</td>
<td>260,749</td>
</tr>
<tr>
<td>Injection drug use (IDU)</td>
<td>3506</td>
<td>168,695(^{10})</td>
<td>104,450</td>
</tr>
<tr>
<td>Male to male and IDU</td>
<td>1336</td>
<td>66,081(^7)</td>
<td>39,920</td>
</tr>
<tr>
<td>Heterosexual</td>
<td>4333</td>
<td>61,914(^{4})</td>
<td>24,655</td>
</tr>
<tr>
<td><strong>Women</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>All Women</td>
<td>9893</td>
<td>182,822(^{16})</td>
<td>85,844</td>
</tr>
<tr>
<td>Injection drug use</td>
<td>1879</td>
<td>73,311(^{9})</td>
<td>41,529</td>
</tr>
<tr>
<td>Heterosexual</td>
<td>7866</td>
<td>102,936</td>
<td>40,233</td>
</tr>
<tr>
<td><strong>Region</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Northeast</td>
<td>301,193</td>
<td>174,327</td>
<td></td>
</tr>
<tr>
<td>Midwest</td>
<td>98,600</td>
<td>52,933</td>
<td></td>
</tr>
<tr>
<td>South</td>
<td>361,816</td>
<td>191,845</td>
<td></td>
</tr>
<tr>
<td>West</td>
<td>195,058</td>
<td>111,652</td>
<td></td>
</tr>
</tbody>
</table>

\(^{a}\)Includes persons diagnosed in 33 states and territories with confidential name-based reporting, and those diagnosed with either HIV infection and/or AIDS.

\(^{b}\)Includes persons diagnosed with AIDS from the beginning of the epidemic through 2005.

\(^{c}\)Numbers represent point estimates which result from numbers of reported cases adjusted for reporting delays and for redistribution of cases in persons initially reported without an identified risk factor. Because column totals were calculated independently of the values for the subpopulations, and because only the major subpopulations are included, the values in each column may not sum to the column total.

### TABLE 11-2. ESTIMATED NUMBER OF ADULTS AND CHILDREN NEWLY INFECTED WITH HIV IN 2006, LIVING WITH HIV AS OF END 2006, AND DYING FROM AIDS IN 2006, BY REGION\(^12\)

<table>
<thead>
<tr>
<th>Estimated number of adults and children</th>
<th>Newly HIV infected in 2006</th>
<th>Living with HIV as of end 2006</th>
<th>Dying from AIDS in 2006</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total</td>
<td>4,300,000</td>
<td>39,500,000</td>
<td>2,900,000</td>
</tr>
<tr>
<td>Sub-Saharan Africa</td>
<td>2,800,000</td>
<td>24,700,000</td>
<td>2,100,000</td>
</tr>
<tr>
<td>South and Southeast Asia</td>
<td>860,000</td>
<td>7,800,000</td>
<td>590,000</td>
</tr>
<tr>
<td>Latin America</td>
<td>140,000</td>
<td>1,700,000</td>
<td>65,000</td>
</tr>
<tr>
<td>Eastern Europe and Central Asia</td>
<td>270,000</td>
<td>1,700,000</td>
<td>84,000</td>
</tr>
<tr>
<td>North America</td>
<td>43,000</td>
<td>1,400,000</td>
<td>18,000</td>
</tr>
<tr>
<td>East Asia</td>
<td>100,000</td>
<td>750,000</td>
<td>43,000</td>
</tr>
<tr>
<td>Western Europe</td>
<td>22,000</td>
<td>740,000</td>
<td>12,000</td>
</tr>
<tr>
<td>North Africa and Middle East</td>
<td>68,000</td>
<td>460,000</td>
<td>36,000</td>
</tr>
<tr>
<td>Caribbean</td>
<td>27,000</td>
<td>250,000</td>
<td>19,000</td>
</tr>
<tr>
<td>Oceania</td>
<td>7100</td>
<td>81,000</td>
<td>4000</td>
</tr>
</tbody>
</table>

\(^{12}\)Includes persons diagnosed in 33 states and territories with confidential name-based reporting, and those diagnosed with either HIV infection and/or AIDS.
general adult population of 17–39% found in southern Africa. The highest HIV seroprevalence rates among pregnant women in the world (20–50%) have been found in southern Africa; rates of 5–20% have been demonstrated in East, West, and Central Africa as well. HIV rates in Africa were noted generally to have stabilized by 2006, although increased rates were noted in some Southern African countries such as Mozambique, South Africa and Swaziland, and stabilized or decreased rates were noted in East African countries such as Kenya and Tanzania. In Asia, with 7.8 million (19.7%) HIV-infected persons, the epidemic has continued to expand initially. HIV infection drug users, sex workers and their clients, and currently among men who have sex with men as well. In China, the epidemic is gradually spreading from high-risk populations to the general population, and India is experiencing a diverse epidemic with increased rates in some parts of the country and decreased or stabilized rates in others. The HIV epidemic also expanded in Eastern Europe, Central Asia, and Russia, where about 1.7 million persons were living with HIV by 2006. Injection drug use was largely responsible for HIV transmission in this region, predictably followed by increasing heterosexual transmission. Latin America accounted for about 1.7 million HIV-infected persons, and injecting drug use and male-to-male transmission predominated in this region. In the industrialized nations of Western Europe and Australia, epidemiologic patterns are similar to those seen in the United States though HIV prevalence is generally lower.

**Treatment of HIV infection in the era of Highly Active Antiretroviral Therapy (HAART)**

Before the era of combination antiretroviral therapy, approximately 50–70% of HIV-infected adults developed AIDS within 10 years of HIV infection. The introduction of zidovudine (ZDV or AZT) in the United States in 1987 ushered in the era of antiretroviral therapy. As additional anti-HIV drugs were introduced, HIV-infected patients were treated with monotherapy through about 1993 and subsequently the concurrent use of two antiretrovirals (“dual therapy”) became common from 1993 to 1996. However, due in part to its rapid replication rate, HIV exhibits a remarkable rate of mutation and became largely resistant to both mono- and dual therapy. However, when the use of three concurrent agents (“triple therapy,” or HAART) began in 1996, highly successful therapy for HIV became commonplace in industrialized nations.70 Although no patient could be said to have been “cured” of HIV infection, replication of the virus could be held in check and immune function could effectively be preserved.

Clinical decisions regarding when to initiate HAART in HIV-infected persons are based on laboratory measurements of the patient’s immune status (CD4 lymphocyte count) and on the concentration of HIV in the patient’s blood (“HIV viral load”). Department of Health and Human Services (DHHS) guidelines issued in 200661 recommended that HAART be initiated for HIV-infected persons with a history of an AIDS-defining illness or with a CD4 count less than 200 cells/μL. HAART can also be considered for patients with a CD4 count between 201–350 cells/μL, and some clinicians opt to consider treatment for patients with a CD4 count of >350 cells/μL, and an HIV viral load of >100,000 copies/mL. The more than 20 licensed antiretroviral medications in the United States as of 2006 fell into four categories—nucleoside/nucleotide reverse transcriptase inhibitors (NRTIs), nonnucleoside reverse transcriptase inhibitors (NNRTIs), protease inhibitors (PIs), and entry inhibitors (EIs). HAART is generally defined as the use of two NRTIs with either a single NNRTI, one or two PIs, or a third NRTI. In addition, the use of prophylactic oral antibiotics such as trimethoprim-sulfamethoxazole to prevent opportunistic infections such as pneumocystis pneumonia are recommended for patients whose CD4 lymphocyte counts are less than 200 cells/μL.72 The impact of HAART in countries where it has been widely available has been almost as dramatic as was the dawn of the antibiotic era following World War II, with steep declines in the incidence of AIDS and deaths among HIV-infected persons.73 The regular monitoring of clinical status, CD4 counts, and HIV viral load in HIV-infected persons is critical so that decisions can be made about the appropriate time to begin HAART as well as when to change to alternative HAART regimens due to antiretroviral resistance or side effects.74

Despite the successes of HAART, important challenges remain.74 First, since infection with HIV is lifelong, patients beginning on HAART need to take these pills on a daily basis indefinitely because therapy suppresses viral replication, but does not eradicate HIV from the host. Second, they must adhere very closely to the prescribed regimen, because missing doses can allow the virus to mutate and become resistant to antiretroviral drugs, which will then necessitate changing to potentially more complex, toxic, and expensive regimens.75 Third, there are many side effects associated with antiretroviral regimens, which can vary among drug and classes of drugs, but can include liver toxicity, hyperglycemia, fat redistribution, hyperlipidemia, insulin resistance, cardiovascular disease, osteoporosis, and rash.76 Last, but most important from the public health perspective, has been the stark inequities in access to antiretroviral drugs between HIV-infected persons in developing countries, who represent the vast majority of HIV-infected persons globally, and their counterparts in nations with adequate health-care systems. The differences have largely been due both to the high cost of these medicines and lack of clinical and laboratory infrastructure to support effective patient management.77

Several important global initiatives began to address these disparities in the early 2000s. The World Health Organization launched the “3 by 5” initiative with the goal of treating 3 million persons with HAART by 2005. WHO promulgated the first guidelines for scaling up antiretroviral therapy in resource-limited settings in 2003.78 A “Global Fund” was established to finance international efforts to address AIDS, tuberculosis, and malaria in the developing world.79 The United States government committed significant resources to expanding antiretroviral therapy in the developing world through the President’s Emergency Plan for AIDS Relief that established as five-year goals to provide treatment to two million persons and to prevent seven million HIV infections in 15 designated countries.80 As of the end of 2006, UNAIDS and WHO reported that more than 2 million persons with advanced HIV infection were receiving antiretroviral therapy in low- and middle-income countries.81

**Prevention and Control**

More than one and a half million people have become infected with HIV in the United States. New infections peaked in 1985 at 150,000 and over the past decade HIV incidence has been estimated at 40,000 cases per year. The rapid decline in HIV incidence may have been related to the successes of HIV prevention programs, but more recently continued progress in prevention has been challenging.

There have been important successes in controlling the HIV epidemic in the United States and other industrialized countries. Serologic tests to screen donated blood and to aid in the diagnosis of patients were licensed for use in the United States in March 1983. Screening donated blood for HIV antigens and nucleic acid, begun and widely implemented in the late 1990s and early 2000s, has reduced the risk of HIV transmission to less than one per million transfusions. In Africa, transmission of HIV through transfused blood was commonplace in areas of high HIV prevalence but programs creating centralized blood banking systems and systematic HIV screening have begun to reduce that risk.79

Antiretroviral therapy administered to mothers and infants has effectively reduced perinatal transmission in the United States and in other industrialized countries. HIV can be transmitted to infants from infected mothers during pregnancy, at labor, or postpartum through breast-feeding.83 Without interventions, the risk of mother-to-child HIV transmission is about 25% in non-breast-feeding populations, and about 35–40% in breast-feeding populations. With appropriate interventions such as antiretroviral therapy, obstetrical interventions such as avoidance of prolonged rupture of membranes and cesarean section when indicated, and avoidance of breast-feeding, perinatal transmission rates can be reduced to less than 2%.84–86 In 1995, the US Public Health Service recommended that pregnant women be offered...
HIV counseling and testing, and in 2006 updated these recommendations to further emphasize HIV testing as a routine part of prenatal care and rapid HIV testing during labor for mothers of unknown HIV status. The implementation of routine testing and use of antiretroviral drugs resulted in a dramatic decline in HIV transmission to newborns in the United States. For developing countries, WHO has issued guidelines for preventing perinatal HIV transmission, and numerous international organizations have begun working to implement them. These efforts face a number of important challenges including the development of improved prenatal care programs and address the postpartum transmission of HIV through breast-feeding.

Reducing HIV transmission through injecting drug use and sexual intercourse has been a great challenge to public health agencies everywhere. In the United States, HIV transmission through injection drug use has been addressed through referral to drug treatment programs and methadone maintenance programs to diminish drug use itself, and for those who continue to inject, through programs that encourage and facilitate the consistent use of sterile injection equipment. Innovative approaches to injection drug users have shown some effectiveness. These include use of nontraditional outreach workers (such as former drug users, including some living with HIV), reducing or eliminating charges for services, repeated counseling and follow-up contacts, and needle and syringe exchange programs. In the United States, HIV prevention programs and drug treatment programs reduced the proportion of AIDS cases among injecting drug users from 40% in the 1980s to 20% in 2002. Trends in HIV cases among injecting drug users in the United States declined in the early twenty-first century, but this trend was not observed in Eastern Europe, Central Asia, Vietnam, and China, where injecting drug use fueled growing HIV epidemics.

In the United States, about 80% of AIDS cases occur among people infected through sexual contact; most sexually acquired HIV infections have occurred among men who have sex with men (MSM). Many MSM changed their sexual practices by increasing condom use and greatly reducing their number of sexual partners in the 1980s to avoid infection with HIV, as indicated by a dramatic decline in the incidence of sexually transmitted diseases (STDs) with short incubation periods, such as syphilis and rectal gonorrhea. However outbreaks of syphilis, as well as increasing trends in reported HIV cases in men who have sex with men, have indicated that prevention efforts may not be working optimally in this population. This may be attributable to multiple factors including decreased attention to HIV prevention in the media and by the general public, as well as to complacency by young MSM due to the availability of antiretroviral therapy and the observed decrease in HIV-related morbidity and mortality. This highlights the importance of addressing HIV prevention for each new generation as it matures, and not relying on past messages and prevention successes.

Historically, the focus of U.S. prevention efforts has been on counseling and testing and health promotion awareness and education aimed at both the general population and targeted to high-risk populations. Sensitive and specific antibody tests on both serum and oral fluid specimens were incorporated into clinical prevention-oriented practices and public health services throughout the United States soon after they became available in the late 1980s. Rapid HIV testing kits were licensed in the United States in 2003 and have added to the HIV prevention armamentarium by facilitating the provision of same-day testing results, targeted HIV counseling, and increased access to HIV testing in nonmedical settings. In most settings, persons receive information regarding HIV transmission and prevention and the meaning of HIV test results prior to HIV testing, and individuals are tested after giving informed consent. In persons with a recent (less than 3 months) high-risk exposure, repeat testing is warranted to rule out an initial "false-negative" result from low antibody titers. Counseling and testing have helped persons with HIV get the medical and preventive services they need; importantly, people who learn that they are infected with HIV reduce their risk behavior by nearly 70%. With the emphasis on HIV testing, approximately 75% of those infected in the United States know their serostatus.

Another important approach to reducing sexual HIV transmission is through health education and the dissemination of information about behavioral skills that can reduce HIV risk. Every clinician has a role to play in this effort. Specific evidence-based recommendations have been promulgated by the U.S. Preventive Services Task Force (Table 11-3). The reduction of sexual transmission of

### TABLE 11-3. CLINICAL PREVENTIVE SERVICES

The ACPM and the U.S. Preventive Services Task Force (USPSTF), based at the Agency for Healthcare Research and Quality, have each developed evidence-based recommendations regarding the delivery of clinical preventive services.

**U.S. PREVENTIVE SERVICES TASK FORCE RECOMMENDATIONS**

Clinicians should assess risk factors for human immunodeficiency virus (HIV) infection by obtaining a careful sexual history and inquiring about injection drug use in all patients. Periodic screening for infection with HIV is recommended for all persons at increased risk of infection (see Clinical Intervention). Screening is recommended for all pregnant women at risk for HIV infection, including all women who live in states, counties, or cities with an increased prevalence of HIV infection.

**HIV INFECTION AND OTHER SEXUALLY TRANSMITTED DISEASES**

**U.S. PREVENTIVE SERVICES TASK FORCE RECOMMENDATIONS**

All adolescent and adult patients should be advised about risk factors for human immunodeficiency virus (HIV) infection and other sexually transmitted diseases (STDs), and counseled appropriately about effective measures to reduce the risk of infection (see Clinical Intervention). Counseling should be tailored to the individual risk factors, needs, and abilities of each patient. This recommendation is based on the proven efficacy of risk reduction, although the effectiveness of clinician counseling in the primary care setting is uncertain. Individuals at risk for specific STDs should be offered testing in accordance with recommendations on screening for syphilis, gonorrhea, hepatitis B virus infection, HIV infection, and chlamydial infection (see Screening for Hepatitis B Virus Infection, Screening for Syphilis, Screening for Gonorrhea, Screening for HIV Infection, and Screening for Chlamydial Infection). Injection drug users should be advised about measures to reduce their risk and referred to appropriate treatment facilities (see Screening for Drug Abuse).
HIV and other sexually transmitted diseases can be achieved through avoiding or postponing the initiation of sexual activity, and for sexually active individuals, through mutual monogamy and the consistent and correct use of condoms. These behaviors can be increased through risk reduction counseling and through building condom and sex negotiation skills with individuals and in small groups, or through interventions aimed at communities. Such interventions are becoming the core of HIV prevention programs in the United States.97,99

In the United States, HIV prevention programs have focused on people at risk for HIV, as well as on those who are already infected. Given that additional HIV prevention efforts in the United States are needed to reduce the incidence of new HIV infections, the CDC launched a new strategy for HIV prevention in 2001 called the Serostatus Approach to Fighting the Epidemic (SAFE),99 a program designed to increase (a) the number of persons who know their serostatus, (b) the use of health care and prevention services, (c) high-quality care and treatment services, (d) adherence to therapy by individuals with HIV, and (e) the number of individuals with HIV who adopt and sustain HIV and STD risk reduction behavior. This strategy was intended to enhance existing HIV counseling and testing programs and to complement health education and risk reduction programs aimed at those who were not infected or did not know their HIV status. SAFE led to the launch of a new initiative in 2003 by CDC and the U.S. Department of Health and Human Services called "Advancing HIV Prevention: New Strategies for a Changing Epidemic" that formalized such interventions.100 In 2006, CDC issued guidelines recommending routine HIV screening for patients in health-care settings unless the patient declines ("opt-out" testing), and recommending that persons at high risk for HIV infection be screened at least annually.95

Internationally, preventing HIV and AIDS in developing countries is an enormous challenge that has been notable for some national successes. In Thailand, a concerted national HIV prevention program that included a "100% condom campaign" resulted in dramatic reductions in HIV incidence through sexual contact.101,102 In Uganda, the government took bold action against HIV by making HIV counseling and testing widely available and promoting risk reduction messages emphasizing abstinence, monogamy, and the correct and consistent use of condoms for sexually active persons. HIV prevention strategies utilized in developing countries include HIV awareness campaigns; voluntary counseling and testing; HIV risk reduction messages; promotion of condoms for sexually active individuals; establishment of a safe blood supply through HIV testing of donated blood; promotion of safe injection practices in health-care settings; mother-child prevention programs to identify HIV-infected pregnant women and provide antiretrovirals for prevention and care to both mothers and infants; provision of care and treatment to HIV-infected persons; the development of sustainable infrastructure for HIV prevention and care; involvement of local communities and national leaders in HIV prevention; the reduction of stigma associated with HIV infection; and support for the orphans of HIV-infected families.98 As in the United States, it is important in the developing world to integrate HIV prevention and treatment efforts to optimize their success;98c; and in areas of the world such as Africa where tuberculosis is a leading cause of morbidity and mortality among HIV-infected persons, emphasis has been placed on the integration of national HIV/AIDS and tuberculosis control programs98b.

HIV Prevention Research Issues

Researchers are trying to improve our understanding of risk factors for HIV infection among understood U.S. populations, as well as developing new behavioral interventions for HIV-infected and uninfected persons. Numerous innovative interventions are being developed and tested including intensive one-on-one counseling; groups skills-building interventions; interventions to promote the delay of sexual debut and the correct and consistent use of condoms in those who are sexually active; and structural interventions such as providing housing to homeless persons living with HIV. A number of biomedical interventions are also being studied as potential HIV prevention research tools that would be used in addition to behavioral interventions. First, a global effort is being made to identify a safe and effective vaccine that could prevent HIV infection. A variety of products are being developed to stimulate neutralizing antibody responses, cell-mediated immunity, or both. The various HIV vaccine strategies under development included live vector viruses, naked DNA, HIV peptides, live bacterial vectors, and pseudovirions.103–105 Two phase III HIV vaccine efficacy trials of a gp120 vaccine sponsored by the company VaxGen were completed in 2003 in men who have sex with men and high-risk heterosexual women in North America,106 and in injection drug users in Thailand.107 Although both of these trials failed to demonstrate efficacy, they did prove that HIV vaccine efficacy trials could be completed in high-risk populations using high scientific and ethical standards. A third efficacy trial is being conducted of an HIV vaccine designed to stimulate both the humoral and cellular arms of the immune system in a community-based population in Thailand.108 Trials of another vaccine designed to stimulate primarily the cellular arm of the immune system are ongoing in 2006 in Asia, the Americas, Australia, and South Africa.109,110 Numerous other new vaccine candidates are currently being tested in safety and early immunogenicity trials.

HIV microbicides are creams or gels that could be used vaginally or rectally to prevent HIV transmission. There has been great interest in the development of microbicides to enhance women’s control of HIV prevention when condom use is not feasible. Multiple approaches to microbicide product development are being developed including disrupting the HIV membrane, blocking HIV infectivity, inhibiting intracellular HIV replication, and altering the vaginal environment (e.g. acidity).111,112 To date, efficacy trials have been conducted in female sex workers of nonoxynol-9 which failed to demonstrate efficacy and in some cases increased HIV transmission. A third failed efficacy trial of a cellulose sulfate microbicide was also reported in 2006.113 Several additional trials of new products are currently being conducted and multiple other new agents are now being assessed in safety trials.

A relatively new area of research is the use of antiretroviral pre-exposure prophylaxis ("PREP") to prevent HIV infection.114 Anti-retrovirals such as tenofovir and emtricitabine have been used extensively for HIV treatment, are relatively safe and well tolerated, have long half-lives, and have been shown in monkey models to prevent infection following retroviral exposure. Accordingly in 2004 and 2005, PREP studies with tenofovir alone or in combination with emtricitabine were begun or planned in high-risk women and men in Africa, high-risk men in the Americas, and injection drug users in Thailand; and an extended safety study was begun in homosexual men in the United States. Results from an initial study of daily tenofovir used as PREP in women in West Africa supported the safety of this approach,115 and results from larger efficacy trials will be available in the years ahead.

Three randomized clinical trials were completed in 2005–2006 in South Africa, Kenya, and Uganda demonstrating that male circumcision reduces HIV transmission in men.116–118 In 2007, based on the results of these trials, WHO/UNAIDS recommended that male circumcision be recognized as an effective intervention for HIV prevention;119 important issues about the population-based safety, efficacy, and acceptability of this HIV prevention approach will be assessed in the years ahead. A fourth study is ongoing in Uganda to assess whether male circumcision can reduce HIV transmission in the female sexual partners of men who have been circumcised.120

Lastly, there are a number of important unresolved issues in the prevention of mother-to-child HIV transmission that are now being addressed. For example, although antiretrovirals have proved successful in preventing prepartum and intrapartum transmission of HIV, postpartum HIV transmission through breast-feeding remains a significant problem in areas of the developing world where formula
feeding is not recommended due to the importance of breast-feeding for the nutritional and immunologic health of infants, and concerns about the safety of the water supply. Accordingly, scientists are now conducting studies in Africa to determine whether more prolonged courses of antiretrovirals administered to mothers and/or their infants can further reduce mother-child HIV transmission. These data should be available in several years and will provide critical information to help inform improved HIV prevention programs in the future.

Summary

We are living in an extremely challenging period in the history of the HIV/AIDS pandemic. On one hand, the current magnitude of the epidemic is staggering, with an estimated 40 million persons living with AIDS, mostly in sub-Saharan Africa. On the other hand, it is a time of unprecedented opportunity in the global struggle against HIV/AIDS, both because of the availability of new and powerful tools such as antiretroviral medications for treatment as well as prevention of mother-child and perhaps other modes of transmission, and because of the recent focus of international donors who are contributing billions of dollars annually to promote HIV treatment and prevention in the developing world. There is an important legacy of successful prevention interventions that have been developed to date, including HIV serologic counseling and testing; use of rapid tests; screening of the blood supply; behavioral prevention programs for men who have sex with men, injection drug users, and homosexuals; and prevention of mother-child transmission. However, there is a concurrent legacy of failures and omissions as well, such as the delay in mobilization of global resources to fight the HIV epidemic in developing countries, continued stigma against persons infected with HIV and groups at high risk of infection, and the delay in expanding antiretroviral therapy to the developing world. The years ahead will demonstrate whether the public health and political leaders of tomorrow will rise to this challenge, implementing proven HIV prevention strategies, ensuring that underserved populations have access to antiretroviral therapy, and having the vision to support the discovery and dissemination of new behavioral and biomedical HIV prevention interventions.
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Infections Spread by Close Personal Contact

Acute Respiratory Infections

Javier Ena

Upper respiratory tract infections, mainly common cold and acute pharyngitis, accounted for 10.8% (27.5 million) of all visits to physicians in the United States in 1991. In 1–4-year-old children, otitis media is one of the most common reasons for visits to physicians, and accounted for an additional 2.7 million office visits. To diagnose and treat upper respiratory tract infections and otitis media costs billions of dollars. Furthermore, the diagnostic criteria for upper respiratory tract infections are often subjective and based on symptoms alone; because of this, treatment varies significantly from physician to physician.

Pneumonia is a severe and common upper respiratory tract infection that remains a substantial cause of morbidity and mortality in adults and children. In Europe and North America, the annual incidence of pneumonia in children younger than five years is 34–40 cases per 1000; and in the developing world the incidence is several-fold higher. Worldwide more than two million children die of pneumonia annually.

In children under five years of age, respiratory syncytial virus (RSV) has been described as the single most important cause of acute respiratory tract infections; and repeated RSV infections are common in all age groups. In elderly patients, RSV infection causes 10% of hospital admissions, 10% of which have fatal outcomes. (These values are similar for influenza.) Vaccines for RSV, although immunogenic, do not protect from subsequent infections. Monthly administration of RSV immune globulin is effective but cumbersome.

Worldwide, respiratory syncytial virus (RSV) causes significant respiratory bacterial pathogens that are amenable to prevention and treatment. The continued circulation of Bordetella pertussis is that immunity to pertussis wanes approximately 5–10 years after childhood pertussis vaccination is completed; this leaves adolescents and adults susceptible. Before 11–12-year olds were routinely vaccinated against diphtheria and tetanus, a number of developed countries suffered a reemergence of pertussis cases and outbreaks.

Diphtheria is currently considered a rare infectious disease but remains a matter of concern both for travelers to countries where this infection is still active or from cases imported from endemic regions. Giving vaccination boosters containing diphtheria toxoid to adolescents and adults remains an important measure to prevent sporadic cases of respiratory diphtheria.

Finally, governments and hospitals must be prepared to fight outbreaks of new viral infections. The severe acute respiratory syndrome (SARS) coronavirus and avian influenza A H5N1 are the latest in a series of continually emerging pathogens related to globalization and to the proximity of dense populations of people to wild and domestic animals. SARS caused a significant morbidity and mortality during the 2003 outbreak in Hong Kong. A global outbreak was likely avoided both through early recognition and prompt quarantine of suspected cases. SARS led to more than 700 deaths worldwide and the lessons learned have hopefully prepared health-care systems for a possible avian influenza pandemic. However, the SARS coronavirus is not contagious before the onset of symptoms, while in contrast avian influenza virus can be transmitted before symptoms appear and is highly contagious during the first few days of illness, facilitating the emergence of secondary cases. Thus at the dawn of the 21st century, the main strategies for preventing epidemics are still to prevent exposure to individuals at risk and vaccinate susceptible populations. In addition, improving animal and human surveillance, and continuing international research are essential to reduce the global impact of future epidemics.

CLASSIFICATION

Acute respiratory tract infections are classified depending on whether they affect the upper or lower respiratory tract. The upper respiratory tract consists of the airways from the nostrils, to the vocal cords in the larynx, including the paranasal sinuses and the middle ear. The lower respiratory tract covers the continuation of the airways from the trachea and bronchi to the bronchioli and alveoli. Upper respiratory tract infections are the most common infectious diseases. They include rhinitis (common cold), sinusitis, ear infections, acute pharyngitis or tonsillopharyngitis, epiglotitis, and laryngitis. Ear infections and pharyngitis cause the more severe complications (deafness and acute rheumatic fever, respectively). The most common lower respiratory tract infections are pneumonia, bronchitis, and bronchiolitis.
PATHOGENESIS OF ACUTE RESPIRATORY TRACT INFECTIONS

Upper Respiratory Tract Infections

The human respiratory tract is exposed to many pathogens via the smoke and dust that is inhaled in the air. It has been calculated that the average individual ingests about eight microorganisms per minute or 10,000 per day. To avoid infections, the upper respiratory tract possesses major defense mechanisms: the anatomy of the respiratory tract, normal microorganisms of the upper respiratory tract, and the immune response.

The Anatomy of the Respiratory Tract

The anatomy of the respiratory tract includes many features that help to clear the system of particles and potential pathogens. The nasal cavity has a mucociliary lining similar to that of the lower respiratory tract. The inside of the nose is lined with hair that prevent large particles from being inhaled. The turbinate bones are covered with mucus that collects particles not filtered by nasal hairs. Usually particles 5–10 μm in diameter are either trapped by nasal hairs or the nasal mucosal surfaces. The change in direction of the airway from the sinuses to the pharynx causes a large number of larger particles to adhere to the back of the throat. The adenoid and tonsils are lymphoid organs in the upper respiratory tract that are quite important for developing immune responses to pathogens. A layer of mucus and ciliated cells covers the lower portion of the lower respiratory tract. Mucus is secreted by both single and subepithelial mucous-secreting cells; and particles or respiratory pathogens that reach the lower respiratory tract are first trapped in the mucus layer and are then driven up to the back of the throat by ciliary action.

Thus to initiate a respiratory tract infection, a bacteria or virus must overcome several obstacles. The microorganism must avoid being trapped in the mucus layers of the upper respiratory tract, being transported to the back of the throat by the mucociliary elevator, and eventually being swallowed. If the microorganism has avoided these physical defense mechanisms of the upper respiratory tract and is deposited in the lower respiratory tract or lung, it must either avoid phagocytosis, or be able to survive and multiply in the phagocytic cell.

Normal Flora of Organisms of the Nose, Nasopharynx, and Oropharynx

Most surfaces of the upper respiratory tract (including nasal and oral passages, nasopharynx, oropharynx, and trachea) are colonized by normal flora. These microorganisms are regular inhabitants that rarely cause disease; in fact, they compete with pathogenic bacteria for potential attachment sites. In addition, these microorganisms produce bactericidal substances (toxins). Different regions of the respiratory tract harbor particular species of normal, and often symbiotic, bacteria. In the nose, the regular inhabitants include aerobic corynebacteria (“diphtheroids”) and Staphylococci, including Staphylococcus aureus and S. epidermidis. In the nasopharynx, there are small numbers of Streptococcus pneumoniae, Neisseria meningitidis and Haemophilus influenzae. Although most of these strains are not encapsulated or virulent, it should be noted that unencapsulated nontypable H. influenzae can play significant roles in causing otitis media. In the oropharynx, the most prevalent bacteria are alpha haemolytic streptococci or viridans streptococci such as S. mitis, S. mutans, S. milleri, and S. salivarius. It is believed that these bacteria act as antagonists against invasion by pathogenic streptococci. Additionally, cultures from oropharynx usually show large concentrations of diphtheroids, Moraxella (formerly Branhamella) catarrhalis, and small gram-negative coci related to Neisseria species.

Lower Respiratory Tract Infections

The lower respiratory tract is formed by the respiratory airways (trachea, bronchi, and bronchioles) and the lungs, that include the respiratory bronchioles, alveolar ducts, alveolar sacs, and the alveoli. The alveoli are lined with two types of cells: Type 1 and Type 2 pneumocyte. Type 1 pneumocyte is a very large thin cell, stretched over a very large area; this cell cannot replicate and is susceptible to a large number of toxic insults. Type 1 pneumocytes are responsible for the gas exchanges in the alveoli. Type 2 granular pneumocytes is a smaller, roughly cuboidal cell that is usually found at the alveolar septal junctions. This cell produces and secretes surfactant. Type 2 pneumocytes replicate in the alveoli to replace damaged Type 1 pneumocytes.

Mechanisms of Defense

Particles from 2 µm to 0.2 µm can travel from the upper respiratory tract down to the alveoli, thereby avoiding the defense mechanisms of the upper respiratory tract and the mucociliary elevator (most bacteria and all viruses are 2 µm and smaller). In the alveoli, several defense mechanisms protect the parenchymal cells from invasion by microorganisms. These are:

- Alveolar macrophages
- Complement components
- Alveolar lining fluid containing surfactant, phospholipids, neutral lipids, IgG, IgE, IgA, secretory IgA, certain complement components, factor B, and other unidentified agents that may be important in activating alveolar macrophages
- B cells, T cells, and null cells that can elicit a localized immune response to infection
- Lymphoid tissue associated with the lungs

Once in the lung, a microorganism can be opsonized by IgG in the fluid lining the alveoli and then be ingested by a macrophage. Even if no specific antibody is present to facilitate phagocytosis, the macrophage may still engulf the invader, albeit at a slower rate. Once the microorganism is phagocytized, the macrophage will destroy the microorganism, cleave its proteins by proteolysis, and present microbial antigens in the form of peptides to the surface of the circulating and thereby activating macrophages. Meanwhile, the macrophage will also release factors that help bring in polymorphonuclear leucocytes (PMN) from the blood stream to initiate an inflammatory response. Along with the PMNs come more antibodies and complement components, useful in destroying the invader. At this time, the invaders can also leave the lung and enter the general circulation. In pneumonia, this causes the systemic signs of infection (fever, malaise, myalgia, etc.).

Mechanisms Used by Respiratory Tract Pathogens to Initiate Disease

Before a respiratory disease can be established at least four conditions need to be met:

1. There must be a sufficient “dose” of infectious agent inhaled.
2. The infectious particles must be airborne.
3. The infectious microorganisms must remain alive and viable while in the air.
4. The microorganisms must be deposited on susceptible tissues in the host.

Once the pathogen is in the respiratory tract, it is essential that it colonizes these surfaces before it can cause obvious disease. Most microorganisms cause disease by only a few pathogenic mechanisms:

1. Bacterial adherence factors—these include proteins F and M of Streptococcus pyogenes and the hemagglutinins of Bordetella pertussis.
2. Extracellular toxins—such as diphtheria and pertussis toxins, the leukocidines and cytotoxins produced by S. aureus, or the exotoxin produced by P. aeruginosa which destroys cells like the diphtheria toxin.
TABLE 12-2. TRANSMISSIBILITY INDEXES (Ro) FOR VARIOUS RESPIRATORY PATHOGENS

<table>
<thead>
<tr>
<th>Infectious Disease</th>
<th>Basic Ro</th>
</tr>
</thead>
<tbody>
<tr>
<td>Measles</td>
<td>15–17</td>
</tr>
<tr>
<td>Pertussis</td>
<td>15–17</td>
</tr>
<tr>
<td>Mumps</td>
<td>10–12</td>
</tr>
<tr>
<td>Rubella</td>
<td>7–8</td>
</tr>
<tr>
<td>Diphtheria</td>
<td>5–6</td>
</tr>
<tr>
<td>Influenza</td>
<td>1.68–20</td>
</tr>
<tr>
<td>SARS</td>
<td>2–3</td>
</tr>
</tbody>
</table>

3. Growth in host tissue—like viruses and Chlamydia spp.
4. Evasion of host defense mechanisms—such as the inhibition of phagocytosis displayed by the encapsulated microorganisms N. meningitidis, S. pneumoniae, and H. influenzae.

Transmission of Respiratory Pathogens

Most respiratory pathogens are transmitted by a combination of direct contact (touch), short range (large droplet, within 1 m), and long range (droplet nuclei, beyond 1 m and further). There are several infectious diseases agents that are known to spread by all three routes with equal importance, for example, tuberculosis, measles, and chickenpox; but most are transmitted by direct contact or short-range routes, and occasionally long-range transmission is the only explanation, for example, influenza (Table 12-1). The source of transmission is normally the infected upper respiratory tract of the patient. According to the type of transmission, the Hospital Infection Control Practices Advisory Committee (HICPAC) has developed a series of guidelines for isolation precautions (Table 12-1). The basic Ro (reproductive number) of an infectious disease agent represents the number of secondary cases occurring after each index case. Generally the Ro gives an indication of the transmissibility of the agent and can also estimate the vaccine coverage required in an otherwise susceptible population to prevent person-to-person spread of the agents. Among the pathogens with higher transmissibility rate are measles, pertussis, mumps, and influenza. On the other hand, SARS coronavirus has relatively low case reproduction number (Table 12-2).

MAJOR SYNDROMES

Common Cold

The common cold is a heterogeneous group of diseases caused by different types of viruses belonging to different families. The common cold is usually a self-limited upper respiratory tract infection characterized by nasal stuffiness and discharge, sneezing, sore throat, and cough. Yearly, common cold accounts for 25 million visits to family doctors in the United States and results in about 20 million lost workdays and 22 million days of absence from school.13

The relative proportions of viruses that cause common cold vary depending on several factors like age, season, and methods of viral sampling and detection. Rhinoviruses cause 30–50% of all respiratory illnesses, more than 100 different types having been identified. Coronaviruses are found in 7–18% of adults with upper respiratory tract infections.14 Parainfluenza viruses, RSV, adenoviruses, enteroviruses, and the recently discovered metapneumovirus all account for minor proportions.15 Risk factors for acquiring common cold are age (up to two years old), psychological stress, heavy physical training, and genetic factors. The transmission of viruses can occur by any of the three mechanisms already described. In the case of rhinoviruses, hand contact followed by self-inoculation with the virus onto the nose or eye is the most efficient mode of transmission.

Studies confirm that the common cold’s effects are not limited to the nasal cavity, but that parasinus infections are also frequently affected because blowing the nose causes high intranasal pressure that can propel liquid from the nasal cavity to the maxillary sinuses.16 In addition, viral infections of the upper respiratory tract often cause dysfunction in the Eustachian tube, likely the most important factor in developing acute otitis media.17 Several respiratory viruses, for example, influenza viruses, respiratory syncytial viruses, and parainfluenza viruses, can also replicate in the lower respiratory tract and cause infections there.18 Although the common cold is a self-limited infection, it is occasionally accompanied by a bacterial complication. In children, the most common complication is acute otitis media, which occur in 20% of children with upper respiratory tract infections; other common bacterial complications include sinusitis and pneumonia. And there is a clear association between viral respiratory infections and acute exacerbations of asthma.

The clinical diagnosis of common cold is often simple: symptoms are nasal discharge and sore throat. (In infants and young children however, the diagnosis is problematic because they are incapable of expressing their symptoms.) The sore throat caused by streptococcal pharyngitis often resembles the initial symptoms of the common cold; however, nasal discharge is atypical in streptococcal infections. In the typical presentation of each virus however, there is a wide range of clinical variations making it impossible to ascertain the specific etiology. Even for influenza, the positive predictive value of clinical signs and symptoms is estimated to range widely, between 27% and 79%.

Relieving cold symptoms usually amounts to using oral or intranasal decongestants to ameliorate nasal stuffiness and mucous discharge. Nonsteroidal anti-inflammatory drugs can also reduce fever and sore throat. Although commonly used, data on the efficacy of zinc, extracts of Echinacea, or vitamin C are still inconclusive. Due to the major role of rhinoviruses in causing the common cold, there has been an extensive investigation into finding effective anti-rhinovirus drugs. Plecoranil, a viral capsid binder, is...
administered orally and is active against a wide range of rhinoviruses and enteroviruses. Rupintrivir, a human rhinovirus 3C protease inhibitor, has also been tested. Early clinical trials showed that these two drugs shortened the duration of the illness by 1–1.5 days. Optimum use of the forthcoming antiviral agents is likely to lead to the development of a simple, rapid, and inexpensive test to identify the specific virus causing the infection.

**Sore Throat (Pharyngitis and Tonsillitis)**

Although sore throat is a self-limiting disease, it causes unacceptable morbidity, school absenteeism, and a high number of general-practice office visits. Most cases of sore throat have a viral etiology, particularly in children under three years old. Nevertheless, one type of sore throat, caused by group A streptococcus, causes significant morbidity and requires timely treatment. Documents are available that give guidelines for the appropriate diagnosis and antibiotic treatment of group A streptococcus.

Regarding the diagnosis of sore throat, a number of scoring systems have been developed, which combine clinical and epidemiological findings to differentiate between a bacterial and viral etiology; however, the results are conflicting and none accurately identify those patients who require antibiotic treatment. Rapid tests for detecting group A streptococcus, the causative agent of rheumatic fever, are commonly used in the clinical management of sore throat. While some studies have reported a sensitivity of antigen-detection tests of 90%, in clinical practice such tests have proved to be less sensitive, although specificity may be as high as 88–100%. A recent study aimed at reducing the unnecessary use of antibiotics suggested a strategy that tested throat cultures of either all adults or a selected population, according to a prediction rule.

The majority of children with acute sore throat will only require symptomatic treatment with analgesia; however, penicillin was shown to provide a symptomatic improvement in children with severe symptoms. In recurrent sore throat associated with group A streptococcus, there is evidence that a 10-day antibiotic course may reduce the number and frequency of episodes. Although oral penicillin V (given four times daily) is the standard treatment, several studies demonstrated that group A streptococcus is more effectively eradicated by cephalosporins, macrolides, or clindamycin.

**Otitis Media**

Otitis media has a considerable impact on child health. In the United Kingdom, it is estimated that out of every 1000 children under five years old, 31 with otitis media will visit primary care doctors. Peak incidence occurs in children under two years of age, typically those between six months and 18 months old. Major risk factors for otitis media are attending child day care and being around other young children, presumably because these conditions increase exposure to upper respiratory tract infections. Exposure to tobacco smoke also significantly increases the incidence of childhood otitis media. Breast-feeding appears to inhibit development of otitis media, likely because it reduces infant nasopharyngeal colonization by *S. pneumoniae* and *H. influenzae*.

*S. pneumoniae*, *H. influenzae* and *Moraxella catarrhalis* are the main bacterial pathogens causing acute otitis media; however, there is also evidence that respiratory viruses also play a significant role. Several studies documented the presence of viruses in middle ear of children with acute otitis media, including RSV (the principal agent), influenza, parainfluenza, and rhinoviruses, and less commonly adenoviruses.

The proper diagnosis of acute otitis media requires establishing both a history of acute onset, and that middle ear effusion and inflammation are present. If the patient has pain, the physician should recommend analgesics to reduce it; acceptable analgesics include acetaminophen or ibuprofen. The current guidelines suggest withholding antibiotics for an initial observation period, during which 81% of cases should resolve spontaneously. If there is no improvement after 48–72 hours, or if the infection gets worse,
antibiotics should be prescribed, with amoxicillin the preferred agent. A recently published systematic review showed limited benefit of antibiotics for acute otitis media: after two days, only one out of seventeen children benefited. It has been suggested that children under two years old who are at particular risk of poor outcome from otitis media may benefit most from antibiotic treatment. However, in cases of recurrent otitis media, prophylactic antibiotics likely cause resistant strains to emerge. In those high-risk patients, it has been suggested that tympanostomy with a ventilation tube reduces the frequency of episodes, providing a valid alternative to prophylactic antibiotic therapy. Nevertheless, surgical intervention for otitis media has generated a strong debate and there is no consensus on the indications for tympanostomy. To reduce the incidence of acute otitis media, conjugated pneumococcal and influenza vaccination have been advocated. In a recent study, the overall efficacy of influenza vaccine in patients with recurrent acute otitis media was 43.7%. However, the effects of pneumococcal vaccine on reducing episodes of acute otitis media have been conflicting, ranging from no effect to a modest effect (less than 10%).

Pneumonia

Pneumonia is a lower respiratory tract infection that is potentially life threatening, especially in older adults and those with comorbid conditions. The predominant causative agent is Streptococcus pneumoniae, which accounts for about two-thirds of all cases of bacteremic pneumonia. In immunocompetent nonelderly adults, cigarette smoking is the strongest independent risk factor for invasive pneumococcal disease. Other causative agents include Haemophilus influenzae, Mycoplasma pneumoniae, Chlamydia pneumoniae (Chlamydia psittaci), Chlamydia psittaci, Coxiella burnetii, Legionella pneumophila, enteric gram-negative bacteria (enterobacteriaeae), Pseudomonas aeruginosa, Staphylococcus aureus, anaerobes (aspiration pneumonia), and respiratory viruses (influenza virus, adenovirus, respiratory syncytial virus, parainfluenza virus, and coronavirus). Although when addressing the etiology of pneumonia, studies defined a cause in 52–83%, in clinical practice an etiological diagnosis is achieved in only 6% of outpatients and 25% of inpatients.

Diagnostic evaluation of patients with symptoms suggestive of pneumonia is important for an accurate diagnosis, assessment of severity, and appropriate use of microbiological analysis. A chest radiograph is required to complete the diagnosis in patients with non-specific respiratory symptoms, including cough, sputum production, difficulty in breathing, and fever. The presence of lung infiltrates confirms the diagnosis of pneumonia and differentiates it from other lower respiratory tract infections such as bronchitis, or noninfectious diseases, for example, asthma, congestive heart failure, pulmonary embolism, and malignant disease. Spiral CT scans are much more sensitive in detecting pulmonary infiltrates, but the clinical significance of this finding is unclear.

In children, the clinical symptoms of community-acquired pneumonias are more subtle. Children are often brought to medical attention because they have fever and difficulty breathing, with or without a cough. Tachypnea is the main indicator for the clinical diagnosis of lower respiratory tract infections (respiratory rate >30 breaths/min in infants and >40 breaths/min in children one year or older). For children in developing countries, the WHO proposed tachypnea warrants treating the young patient with antibiotics or admitting them to the hospital. In developed countries where laboratory and radiological tests are more available, the workup for diagnosis usually includes a chest radiograph and blood cultures. After the diagnosis of pneumonia is established, the patient should be stratified into one of five risk categories developed by the pneumonia Patient Outcome Research Team (PORT). The prediction rule identifies patients at risk of death using a point system based on several variables and four factors: age, presence of comorbid conditions, vital signs, and mental status. Another severity index, developed by the British Thoracic Society, was based on the presence of adverse prognosis features, such as age more than 50 years, coexisting disease, and four additional features: mental confusion, elevated urea, respiratory rate greater than 30 breaths/min, and low blood pressure. These stratification systems are used to determine the location of care (home, hospital intensive care unit) for patients with community-acquired pneumonia.

Routine identification of the causative agent is recommended for patients who require hospital admission, and include blood cultures, sputum gram stain and culture, and thoracentesis if pleural fluid is present. Other tests, that might be useful in patients admitted to hospital, include the urinary antigen assays for Legionella spp and S. pneumoniae. Invasive methods, such as percutaneous transthoracic needle aspiration and bronchoscopy to obtain a representative sample from the lower respiratory tract, are not routinely recommended.

Most patients receive empiric treatment based on the likelihood that one of the key pathogens is responsible for the disease. It is necessary to take into account that the prevalence of drug resistant S. pneumoniae is increasing worldwide. In one U.S. study, the dominant factor in the emergence of drug resistant S. pneumoniae was the human-to-human spread of clonal groups that carry resistance genes to multiple classes of antibiotics (including cephalosporins, macrolides, tetracycline, and trimethoprim-sulfamethoxazole). There has been increased prevalence of pneumococcal resistance to newer fluoroquinolones; although the rates are still low in most countries— in Hong Kong in 2000, the level rose to 13.3% because of the dissemination of a fluoroquinolone resistant clone. For empirical treatment of adult community-acquired pneumonia, clinical guidelines vary depending on the country. However, in the absence of risk factors for drug resistant S. pneumoniae, most guidelines recommend using an anti-pneumococcal fluoroquinolone or a beta-lactam (amoxicillin/clavulanate, or a second, or third generation cephalosporin), plus a macrolide. To prevent community-acquired pneumonia, guidelines recommend using the polysaccharide pneumococcal and influenza vaccines.

Bronchiolitis

Bronchiolitis is an acute respiratory illness that affects infants and young children. Their symptoms initially are coryza and low-grade fever; but over a few days, this progresses to cough, tachypnea, hyperinflation, chest retraction, and widespread crackles, wheezes, or both. In infants and young children, bronchiolitis-associated deaths are currently very rare in developed countries: in the late 1990s, rates in the U.S. were reported to be 2.0 per 100,000 livebirths. Risk factors for death are low birthweight, higher birth-order, low Apgar score at 5 min, birth to a young or unmarried woman, and tobacco exposure during gestation. RSV is the most common pathogen, although more than one pathogen is sometimes detected, mostly RSV plus either rhinovirus or adenovirus. Other viruses commonly implicated in bronchiolitis are human metapneumovirus, influenza, parainfluenza, adenovirus, and rhinovirus. Human metapneumovirus infection was discovered in 2001 and has a pattern similar to RSV.

Bronchiolitis is often associated with acute respiratory tract inflammation, also possibly affecting the Eustachian tubes and middle ear. Other complications include apnea, encephalopathy, and electrolyte disturbances, particularly hyponatremia. In children with severe pulmonary dysplasia who require oxygen, giving intravenous RSV immunoglobulin has been the standard of treatment and prophylaxis for relapses. The introduction of giving palivizumab (15 mg/kg) intramuscularly to prevent RSV bronchiolitis is considered a major advance for controlling the disease. Palivizumab is a humanized monoclonal antibody that costs U.S. $5000–$6000 per patient per season. Palivizumab is most cost-effective for an infant whose gestational age at birth was equal to or less than 32 weeks and who is discharged from the hospital between September and November. The number of infants that need to be treated to avoid one hospital admission is estimated at eight. In systematic reviews of standard therapy, using bronchodilators, nebulized epinephrine, and inhaled corticosteroids did not provide significant differences in
outcomes when compared to supportive therapy that included giving fluid and oxygen replacement. Similarly, Ribavirin did not show conclusive evidence of benefit. Live attenuated vaccines were tested, but occasionally reverted to pathogenicity to cause disease in young infants.

**SIGNIFICANT PATHOGENS**

**Streptococcus pneumoniae**

*S. pneumoniae* is the leading cause of community-acquired pneumon-ia and bacterial meningitis. The annual incidence of pneumococcal bacteremia is 23 cases per 100,000 persons. Pneumococcus also accounts for 30–40% of cases of otitis media (approximately 7 million cases per year in the United States). Pneumococcal infections are transmitted from person to person by direct contact with respiratory secretions. *S. pneumoniae* infection begins with colonization of mucosal epithelium of the nasopharynx followed by translocation either to the middle ear, the paranasal sinuses, the alveoli of the lungs, or the bloodstream. Cigarette smoking and passive exposure increase the risk of invasive infections in nonelderly adults. Children with underlying diseases or attending day care centers are at increased risk for invasive pneumococcal disease.

More than 80 capsular types of *S. pneumoniae* have been identified, but most infections are caused by a few serotypes. Pneumococcal otitis media and sinusitis presents with findings typical of infection at the sites and cannot be distinguished clinically from other etiologies of infection. Pneumococcal pneumonia often presents with an abrupt onset of fever, chills, and cough with purulent sputum.

The emergence of antimicrobial resistant strains has a major impact on therapy. Resistance to penicillin and other beta-lactam antibiotics occurs through decreased affinity for penicillin-binding proteins. *S. pneumoniae* contains six penicillin-binding proteins; and all six can occur as low affinity variants. Resistant *S. pneumoniae* contain mosaic genes, encoding penicillin-binding proteins, that were transferred from related species. There is a continuum of resistance that depends on the number of changes in the penicillin-binding proteins. Resistance is unrelated beta-lactamase expression, so inhibitors of beta-lactamase are ineffective in treating penicillin-resistant pneumococci. Penicillin-resistant strains are often somewhat resistant to cephalosporins, including third-generation cephalosporins, because they also require penicillin-binding proteins for their activity. Currently most resistance is clustered within several serotypes, including 6A and B, 9V, 14, 19A, and 23F; immunity to many of them are provided by the heptavalent (4, 6B, 9V, 14, 18C, 19F, and 23F) conjugated vaccine. Introduction of this vaccine in the USA caused at least a three-fold increase in the incidence of non-vaccine serotype invasive disease; but so far, in absolute terms this represents only a fraction of the disease that was prevented by vaccination.

**Haemophilus influenzae**

*H. influenzae* infections are usually caused by extension from the nasopharynx to contiguous, normally sterile foci, such as the sinuses, middle ears, and lower respiratory tract. In both children and adults, nontypeable *H. influenzae* strains cause approximately 25% of all otitis media, and a similar proportion of acute sinusitis. *H. influenzae* infections of lower respiratory tract can exacerbate chronic bronchi-ritis and pneumonia with secondary bacteremia. Virtually all patients with chronic bronchitis are colonized by nontypeable *H. influenzae* that show individual strain variations over time. *H. influenzae* is thought to be the second or third most common cause of community-acquired pneumonia in adults, and may be associated with severe disease and a high rate of mortality.

The protein-polysaccharide conjugate vaccine for *H. influenzae* type B was introduced into many industrialized countries over the past 15 years and resulted in the virtual elimination of invasive disease. Because of this widespread vaccination of children, meningitis due to *H. influenzae* type B infection usually only occurs in unvaccinated adolescents and adults. When infection does occur, *H. influenzae* can invade the epiglottis producing a characteristic syndrome that affects children aged 4–5 years. Similarly in children, severe *H. influenzae* type B pneumonia may be associated with local complications such as empyema and secondary bacteremia. In children under two years of age, *H. influenzae* type B infections reflect bloodstream invasion from a primary nasopharyngeal site.

**Bordetella pertussis**

Pertussis (whooping cough) is caused by the bacterium *Bordetella pertussis*, an exclusively human pathogen found worldwide. The differential diagnosis includes a wide range of respiratory pathogens such as *Bordetella parapertussis* and RSV. For several decades we have had an effective vaccine; yet, worldwide pertussis remains one of the top 10 causes of childhood deaths, mainly in unvaccinated children.

Pertussis is very infectious with high secondary attack rates in house-holds. Incubation periods range from 5 days to 21 days, with 7 days being most common. Symptoms start with a nonspecific coryzal ill-ness. The infectious period usually lasts for three weeks from the onset of this catarrhal period. The cough that follows the prodrome is characteristic and is most typically paroxysmal, followed by a whoop or vomiting, or both. In childhood, complications usually include pneumonia, failure to thrive, seizures, encephalopathy, brain hypoxia (leading to brain damage), secondary bacterial infection, pulmonary hypertension, conjunctival hemorrhage, and rectal prolapse. Nearly all deaths take place in the first six months of life. In recent times, asymptomatic infection without carriage has been recognized. Infants might not develop paroxysms or a whoop and present only with hypopnea or sudden death.

The challenge for all countries is to provide basic laboratory diagnostic service. Traditionally diagnostic methods have evolved from culture and serology, to antigen detection and PCR. The Centers for Diseases Control and Prevention recommends that all patients with presumed pertussis have samples taken and cultured to identify the etiologic agents during the infectious period. Supportive treatment is most important for infants. A seven-day treatment with erythromycin has been recommended; but newer macrolides azithromycin and clarithromycin have similar efficacy and fewer side effects. Trimethoprim-sulfamethoxazole can be used as an alternative antibiotic to macrolides. If antibiotic therapy is started more than one week after the onset of the illness however, there is no probable effect on outcome.

Pertussis has not been eliminated from any country despite decades of high vaccination coverage. In adolescents and pre-vaccination infants, there is a resurgence of the disease in some high-cover age countries, including the Netherlands, Belgium, Spain, Ger-many, France, Australia, Canada, and the U.S. Studies of adolescent and adults have reported rising rates that have reached incidences of 300 cases per 100,000 person-years to more than 500 cases per 100,000 person-years. The control of pertussis requires an increase in the immunity of all age groups. A suitable formulation of acellular pertussis can be used to vaccinate all adolescents to reduce both the risk of disease later in life, as well as the transmission to infants. In Canada and Germany, there is an adolescent diphtheria and pertussis booster using a reduced dose.

**Corynebacterium diphtheriae**

Diphtheria is an acute disease usually localized in the upper respira-tory tract. It produces ulceration of the mucosa and induces the formation of an inflammatory membrane. The causative agents are *Corynebacterium diphtheriae* and *Corynebacterium ulcerans* which produce an exceedingly potent exotoxin that can damage myocardium and peripheral nerves. *C. diphtheriae* is usually transmitted by direct contact, or by sneezing or coughing. No age group is completely immune, but nonimmune children are commonly affected before age five.
Reports of respiratory diphtheria are rare in the United States in all age groups. During 1998–2004, seven cases of respiratory diphtheria were reported to the CDC, one of which was imported. The last culture-confirmed case of respiratory diphtheria in a U.S. adolescent was reported in 1996. A widespread epidemic of diphtheria was documented in Russia in 1990. This epidemic was notable for the high incidence of infection in adults and the extent of the disease.

In children, the upper respiratory tract mucosa is the most common site of infection. Anterior nasal infection presents with serosanguinous or seropurulent nasal discharge, associated with whitish patches on the mucosa of the septum. C. diphtheriae multiplies on the surface of the mucous membrane, resulting in the formation of pseudomembrane. A membrane typically develops on one or two tonsils, with extension to the tonsillar pillars, uvula, soft palate, oropharynx, and nasopharynx. Initially the pseudomembrane is white, but later in the course of infection becomes grey and can have patches of green or black necrosis. Satellite infections can occur in the oesophagus, stomach, and lower respiratory tract. Chest radiographs may reveal bronchopneumonia.

The growth of the organism is localized, but exotoxin is absorbed into the blood and evokes severe systemic pathology. Weeks after the initial illness, human diphtheria infection can cause myocarditis and acute cardiac failure during convalescence. Myocarditis progression undergoes two stages: early exudative (at about day three of the disease) and late productive (beginning nine days into disease). The end result for patients is myocardiosclerosis. About 75% of patients with severe disease develop neuropathy. The first indication of neuropathy is paralysis of the soft palate and posterior pharyngeal wall, resulting in regurgitation of swallowed liquids. Thereafter cranial neuropathies are common. Peripheral neuritis develops later, from 10 days to 3 months after the onset of pharyngeal disease. There is also diphtheria of the skin in the context of wound diphtheria, umbilical diphtheria, or impetiginous diphtheria. It begins with a vesicle or pustule filled with impetiginous diphtheria. It begins with a vesicle or pustule filled with impetiginous diphtheria. It begins with a vesicle or pustule filled with impetiginous diphtheria. It begins with a vesicle or pustule filled with impetiginous diphtheria. It begins with a vesicle or pustule filled with impetiginous diphtheria. It begins with a vesicle or pustule filled with impetiginous diphtheria. It begins with a vesicle or pustule filled with whitish fluid, which breaks down quickly. The lesion progresses to a single or multiple ulcers. The lesions are painful and may be covered with an adhering scar.

Information about the clinical management of diphtheria, use of diphtheria antitoxin, immunization, and the public health response is available at http://www.cdc.gov/nip/vaccine/default.htm and are summarized here briefly. The mainstay of therapy is equine diphtheria antitoxin. Because only unbound toxin can be neutralized, treatment should commence as soon as the diagnosis is suspected, and each day of delay increases the likelihood of a fatal outcome. A single dose is given ranging from 20,000 units for localized tonsillar diphtheria to up to 100,000 units for extensive disease. Antibiotic therapy eliminates the organism, halts toxin production, and prevents transmission. Parenterally administered penicillin is the drug of choice. The patients should be in a strict isolation unit until follow-up cultures are negative. Convalescing patients should receive diphtheria toxoid. People with close contact should be cultured and given prophylactic antibiotics. All contacts without a full primary immunization and a booster within the preceding five years should receive tetanus-diphtheria toxoid. When a diphtheria case is identified, the local health department should be notified immediately.

Exposure to diphtheria remains possible during travel to countries where diphtheria is endemic or from imported cases. There are documented cases of C. ulcerans being acquired after contact with animals or consumption of unpasteurized dairy products. Boosters of tetanus and diphtheria toxoid vaccines have been recommended among adolescents and adults to prevent sporadic cases of diphtheria.

EMERGENT RESPIRATORY PATHOGENS

SARS Coronavirus

Severe acute respiratory syndrome (SARS) was the first global epidemic in the 21st century; it affected over 8,500 people in approximately 30 countries, with a crude mortality of 9%. Its cause was quickly identified as a novel coronavirus that had jumped species from animals to man. An almost identical virus, although with 29 extra nucleotides, was isolated from the palm civet cats bought in the city of Shenzhen. The SARS coronavirus epidemic, which began in the fall of 2002, was related to the exotic food industry in southern China, and initially involved disproportionate numbers of animal handlers, chefs, and caterers. Subsequently, person-to-person transmission spawned the outbreak. The transmission is a combination of direct contact (touch), short range (droplet, within 1 m), and long range (droplet nuclei, beyond 1 m and furred). What clinically distinguished this illness was that approximately half of the victims were health-care workers, infected while caring for patients with recognized or unrecognized SARS.

Coronavirus produces an acute viral infection in humans with an incubation period ranging from 2 days to 10 days. The presenting features are high fever, chills, rigor, malaise, myalgia, headache, and dry cough; most patients also have some degree of dyspnea at presentation. Diarrhea is observed in 20% of patients, mainly watery without blood or mucus. Reactive hepatitis is a common complication; and 69% of patients have raised alanine aminotransferase (ALT) levels. Lymphopenia, low-grade disseminated intravascular coagulation, elevated L-lactate dehydrogenase (LDH) and creatine kinase (CK) are common laboratory abnormalities. Chest radiographs show predominant involvement of lung periphery; in 20% of patients the infection leads to acute respiratory distress syndrome.

The clinical course of SARS is divided into two phases: Phase I refers to active viral replication where patients experience systemic symptoms that generally improve after a few days. Phase II refers to a stage of tissue damage, where patients experience a recurrence of fever, increasing hypoxemia, and radiological progression of pneumonia, all while the viral load drops. With respect to these two phases, the timing of treatment needs to be considered when evaluating its efficacy. During the 2002 epidemic, patients required supportive treatment and specific treatment. Approximately 20% of patients required mechanical ventilation due to respiratory failure. Noninvasive positive pressure ventilation was safe when applied in a ward environment with adequate air exchange. (During this treatment, health-care workers needed full personal protective equipment and observed strict contact and droplet precautions.) For specific treatment, HIV protease inhibitors such as lopinavir-ritonavir combinations (400 mg of lopinavir/100 mg of ritonavir) led to a significant reduction in overall death rate (2.3% compared with 11%). Nelfinavir, another HIV protease inhibitor, inhibited viral replication of SARS in Vero cell cultures. Oseltamivir and high-dose ribavirin did not show significant activity against SARS in vitro. The use of pulsed-methylprednisolone during the clinical progression was associated with clinical improvement. However, a retrospective study showed that the use of pulsed methylprednisolone was associated with an increased risk of 30-day mortality (adjusted odds ratio 26.0; 95% confidence interval, 4.4–154.8).

Coronaviruses are large, lipid-enveloped, single-stranded RNA viruses. The SARS coronavirus encodes several proteins: these include an RNA-dependent RNA polymerase; a surface glycoprotein (S protein), which attaches the virus to a host cell and is the target for neutralizing antibodies; an envelope protein (E); a membrane protein (M); and a nucleocapsid protein (N). Currently different SARS vaccines are being tested in animals such as an adenovirus vector vaccine and a recombinant S protein vaccine. An adenoviral-based vaccine induced strong SARS-specific immune responses in rhesus macaques. And in experiments in mice, a DNA vaccine containing the S gene induced the production of specific, efficient IgG antibodies recognizing the SARS-S protein.

Since there is currently no proven effective treatment for this highly contagious disease, early recognition, isolation, and stringent measures to control infection are crucial. Patients with SARS must be housed in isolation facilities. Health-care workers managing SARS patients must maintain strict droplet and contact precautions (hand hygiene, gowns, gloves, N95 masks, and eye protection) and avoid using nebulizers on general wards. Tracing and quarantining close contacts is also important for controlling the spread of the infection.
The SARS coronavirus has renewed the role of infection control at different societal levels including governments, hospitals, infection control practitioners, and health-care workers. SARS coronavirus outbreak has also renewed the importance of quarantine, used in the medieval times to stop plague epidemics. There are algorithms for managing unprotected health-care workers exposed to SARS, however, at least one out of five quarantined people showed symptoms of post-traumatic stress disorder and depression. Therefore, such action must be reserved for serious epidemics, explained clearly by experts to the population involved. Furthermore, local authorities must be supportive and provide quarantined people with all of their needs (food, water, heat, lodging, etc) without prejudice.

**Influenza**

About 20% of children and 5% of adults worldwide develop symptomatic influenza A or B every year. It causes a broad range of illness, from asymptomatic infection to syndromes affecting lung, heart, liver, kidneys, and muscles, to fulminant pneumonia. Severity depends on patient’s age and underlying comorbidities. Most influenza infections are spread by droplets several microns in diameter that are expelled (1 m and further) during coughing and sneezing.

Influenza viruses are classified as types A, B, and C, according to their genomes’ diversity. Influenza A viruses are classified into subgroups based on antigenic differences in the two surface glycoproteins: hemagglutinin (15 subtypes, H1–H15) and neuraminidase (9 subtypes, N1–N9). Virus from all hemagglutinin and neuraminidase subtypes have been recovered from aquatic birds; but since 1918, only three hemagglutinin subtypes (H1, H2, and H3) and two neuraminidase subtypes (N1 and N2) have established stable lineages in the human population. Only one subtype of hemagglutinin and one subtype of neuraminidase are recognized in influenza B virus. Hemagglutinin attaches to sialic acid receptors to facilitate the entry of the virus in host cells. Neuraminidase assists in the release of progeny virions. Neuraminidase has been an important target in the development of antiviral drugs.

During the 20th century, there were four to five influenza pandemics. The H1N1 pandemic of 1918–1919 caused 40–50 million deaths. There is evidence that three subsequent pandemics originated in China; these were the H2N2 pandemics in 1957, H3N2 influenza in 1968, and the reemergence of H1N1 influenza pandemic in 1977. (In southern China, influenza circulates throughout the year.) It is likely that the H3N2 subtype of influenza A virus caused more severe illness than H1N1 of influenza B. In people, the epidemiological behavior of influenza is related to two types of antigenic variation of the envelope glycoproteins: antigenic drift and antigenic shift. During antigenic drift, new strains of virus evolve by accumulating point mutations in the surface glycoprotein genes. The new strains are antigenic variants but are related to those that circulated during the preceding epidemics. This feature allows the virus to evade the immune system, leading to repeated outbreaks during the interpandemic years. In contrast, antigenic shift occurs when the influenza A virus acquires a novel hemagglutinin or a novel neuraminidase creating a new virus that is antigenically distinct from earlier human viruses. It is believed that genes encoding the hemagglutinin surface glycoprotein may either be introduced in people, by direct transmission of an avian virus from birds (as occurred with H5N1 virus) or after genetic reassortment in pigs, animals that support the growth of human and avian influenza viruses (Fig. 12-2).

In May and November–December 1997, 18 human cases of influenza A H5N1 infection were identified in Hong Kong. There were also cases of avian influenza A H9N2 in people in southern China. The human influenza isolates were drift variants of avian origin and were not derived from reassortment. Six out of 18 patients died from acute respiratory distress syndrome or multiple organ failure. The fact that most patients were previously healthy adults and their deterioration was rapid suggested an unusually virulent strain. Striking features were the early onset of lymphopenia and high concentration of serum transaminases. The outbreak ceased when all chickens in Hong Kong (about 1.5 million) were slaughtered. It is thought that southern China provides an appropriate ecological niche with potential to initiate a pandemic due to the proximity of dense
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populations of people, pigs, and wild and domestic birds. In the Netherlands in 2003, a total of 83 cases of H7N7 avian influenza were confirmed in poultry workers and their families. These patients suffered an influenza-like illness and conjunctivitis.82

Although influenza has no pathognomonic features, it is correctly diagnosed in about two-thirds of adults based on the presence of cough and a temperature equal or greater than 37.8°C.83 Rapid tests for influenza can aid in clinical management; but because the tests are complex or have low sensitivities their usefulness is limited for guiding decisions on whether to start antiviral drug treatment. However, rapid influenza tests can show whether virus is circulating in specific areas and can be a useful adjunct to surveillance programs. Currently two drug classes are available to treat influenza: the inhibitors of M2, amantadine and rimantadine, and the neuraminidase inhibitors, zanamivir and oseltamivir. Amantadine is active on influenza A but not on influenza B. Amantadine inhibits the M2 ion channel protein that regulates the internal pH of the virus. Estimates of amantadine’s therapeutic effectiveness are uncertain due to low trial qualities. In those 12 years or older, Zanamivir is licensed for the treatment of influenza A and B.84 The main concern is that inhaled zanamivir may cause bronchospasm; in addition, difficulty in utilizing the inhaler may limit its use.

Oseltamivir is an orally taken active pro-drug of oseltamivir carboxylate85,86 that is licensed for treatment of influenza A and B, in people aged one year or older and for prophylaxis in people aged 13 years or older. Clinical data show that with oseltamivir symptoms were alleviated 0.8 days sooner than with placebo. Treatment with oseltamivir reduces the frequency of otitis media, antibiotic use, pneumonia, and hospital admissions. The frequency of nausea and vomiting, however, is 2–7% higher than placebo. In non-vaccinated healthy adults, 75 mg of oseltamivir given once daily gave an estimate of 74% of protection as a seasonal prophylaxis. In households, post-exposure prophylaxis showed an efficacy of 89%.

The UK National Institute for Clinical Excellence (NICE) has published guidance on the use of influenza antivirals.87 Amantadine is not recommended. During the influenza season, Zanamivir and oseltamivir are recommended for treatment of children at risk, who present with influenza symptoms and can start therapy within 48 h. Oseltamivir is recommended for adults older than 13 years of age if they live in a residential care institution and can begin prophylaxis within 48 h, whether or not they have been vaccinated. Oseltamivir is not recommended for postexposure prophylaxis in healthy people up to the age of 65 years of age.

Annual immunization against influenza A and B is the most effective method of preventing infection. Two types of influenza vaccines are available in the U.S. inactivated intramuscular vaccine and a live-attenuated intranasal vaccine.88 A recent vaccine included the influenza A H3N2 strains of the current year, and the influenza A (H1N1) and influenza B strains of the last season. The inactivated vaccine is targeted to people at risk of developing complications from influenza. The live-attenuated vaccine can be given to any time to eligible healthy nonpregnant individuals, but should not be used in immunosuppressed patients and is not recommended in patients with chronic cardiovascular, pulmonary, renal, or metabolic disease.

### Prevention and Control of Respiratory Tract Infections

Prevention of acute respiratory tract infections requires three steps: minimizing exposure, protecting susceptible populations, and identifying and treating infected patients early.

#### Minimizing Exposure

Transmission-based precautions are for airborne, droplet, or contact routes (see Table 12-1).

### Airborne Precautions

Airborne precautions should be used when caring for patients with suspected or confirmed tuberculosis, measles, varicella, or disseminated varicella zoster virus infection. Patients admitted to a hospital should be placed in a private room with negative air pressure, with a minimum of 6–12 air changes per hour. The door to all isolation rooms must remain closed. Personnel entering the room must wear a mask with a filtering capacity of 95%. Although all persons caring for patients with tuberculosis should use airborne precautions, persons immune to measles or varicella need not wear respiratory protection. Patients being transported from the room for diagnostic or therapeutic procedures should wear a mask covering the mouth and nose.

### Droplet Precautions

Droplet precautions are required to prevent infection by pathogens such as Neisseria meningitidis, Haemophilus influenzae, and Bordetella pertussis. Patients should be placed in private rooms, and hospital personnel should wear a face mask when within 3 feet (1 meter) of the patient.

### Contact Precautions

Occasionally respiratory pathogens can be transmitted by contact (hands to body surfaces, or from a contaminated object to hands). The following precautions are recommended to prevent transmitting multidrug-resistant bacteria (like methicillin-resistant Staphylococcus aureus, vancomycin-resistant enterococci, multi-resistant Pseudomonas or Acinetobacter) and various viral pathogens (RSV, influenza, parainfluenza, or coronavirus). Healthcare workers are required to use non-sterile gloves for all patient contact, and gowns are required if there is likely to be substantial direct contact with the patient or any infective material. Gowns and/or gloves should be removed prior to exiting isolation rooms, and hands must then be washed immediately after patient contact. Ideally, patients who require contact isolation should either be in a private room, or cohorted with patients who have the same active infection or are colonized with the same pathogen. The Severe Acute Respiratory Syndrome (SARS) epidemic, and the potential spread to humans of the H5N1 avian influenza epidemic have changed the way hospitals approach isolation precautions because of the unprecedented degree of nosocomial spread. Although these viruses are transmitted predominantly by droplet spread and direct contact, facilities tend to recommend stringent droplet, contact, and airborne precautions to prevent nosocomial transmission.

### Protection of Susceptible Populations

#### Pneumococcal Vaccine

The pneumococcal vaccine was the first vaccine obtained from a capsular polysaccharide. Capsular polysaccharides are antigens that induce the production of type-specific antibodies that enhance opsonization, phagocytosis, and killing of pneumococci by phagocytic cells. In 1983, this vaccine was manufactured as a 23 antigen-valent formulation of pneumococcal vaccine (PPV23). The currently available pneumococcal polysaccharide vaccine includes purified capsular polysaccharide antigens (serotypes 1, 2, 3, 4, 5, 6B, 7F, 8, 9N, 9V, 10A, 11A, 12F, 14, 15B, 17F, 18C, 19A, 19F, 20, 22F, 23F, and 33F). Twenty-five micrograms of each capsular polysaccharide antigen is dissolved in an isotonic saline solution, using phenol (0.25%) or thimerosal (0.01%) added as preservative; there is no adjuvant. These serotypes represent 85–90% of the serotypes that cause invasive disease in the United States. Pneumococcal vaccination protects against invasive disease including bacteremia and meningitis. Randomized trials showed that the vaccine does not protect against non-bacteremic pneumonia or death in adults and does not reduce nasopharyngeal carriage of Streptococcus pneumoniae among children.89,90,91 These observations do not support the use of pneumococcal vaccination beyond high-risk groups (Table 12-3).92

Since polysaccharides are not immunogenic in children under the age of two years, in year 2000 a protein conjugate heptavalent vaccine (PCV7) was licensed to prevent invasive pneumococcal infection.
TABLE 12-3. AVAILABLE VACCINES FOR PREVENTING ACUTE RESPIRATORY INFECTIONS

<table>
<thead>
<tr>
<th>Microorganism</th>
<th>Vaccine Type</th>
<th>Target Population</th>
</tr>
</thead>
<tbody>
<tr>
<td><em>Streptococcus pneumoniae</em></td>
<td>Polysaccharide (0.5 mL dose i.m.):</td>
<td>Adults &gt; 65 years of age; adults 19–64 years of age with alcoholism, cardiovascular diseases, chronic pulmonary diseases, chronic liver diseases, diabetes, CSF leaks as underlying conditions Immune compromised persons Children</td>
</tr>
<tr>
<td></td>
<td>PNEUMOVAX-23, PNU-IMUNE-23 Conjugated (0.5 mL dose i.m.):</td>
<td>PREVNAR</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><em>Haemophilus influenzae</em></td>
<td>TriHibT (Haemophilus influenzae b Conjugate Vaccine and Diphtheria, Tetanus Toxoids, and Acellular Pertussis Vaccine). AchHib (ActHIB: Haemophilus b capsular polysaccharide 10 mcg and tetanus toxoid 24 mcg per dose); HibTITER (Haemophilus b saccharide 10 mcg and diphtheria CRM 197 protein 25 mcg per 0.5 mL [0.5 mL]); PedvaxHIB (PedvaxHIB: Haemophilus b capsular polysaccharide 7.5 mcg and Neisseria meningitidis OMPC 125 mcg per 0.5 mL [0.5 mL])</td>
<td>The combination can be used for the DTaP dose given at 15–18 months when a primary series of Hib vaccine has been given Age at first dose: 2–6 months</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><em>Diphtheria, tetanus, pertussis</em></td>
<td>Diphtheria, tetanus, and whole pertussis vaccine (DTP); in 1997, the Advisory Committee on Immunization Practices (ACIP) recommended that pediatric DTaP (a less reactogenic vaccine) be used routinely instead of pediatric DTP Pediatric DTaP vaccines (0.5 mL) (INFANrix and DAPTACEL) Adolescent-adult vaccines (0.5 mL) (with reduced quantities of antigens) BOOSTRIX and ADACEL, with lower rates of adverse reactions Vaccines with reduced quantities of antigens showed no inferior immune responses to pediatric vaccines</td>
<td>Not routinely recommended since 1997 Scheduled at ages 2, 4, 6, and 18 months and 4–6 years; use pediatric vaccines BOOSTRIX (persons aged 10–18 years) and ADACEL (persons aged 11–64 years) in children aged ≥ 7 years (preference for age 11–12 years), in pre-vaccinated children with DTP (5-year interval minimum between the last pediatric DTaP and the adolescent Td dose) Thereafter, adult boosters every 10 years through life</td>
</tr>
<tr>
<td><em>Influenza</em></td>
<td>Inactivated vaccine (split virus)</td>
<td>High-risk population: pregnant women, persons aged 65 years or older, children 6–23 months of age, and patients 2–64 years with chronic medical conditions Healthy individuals</td>
</tr>
<tr>
<td></td>
<td>• FLUVARIX (0.5 mL syringe)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• FLUZONE (5 mL multidose, 0.5 mL syringe, 0.5 mL syringe)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Live (attenuated virus)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• FLUMIST (sprayer)</td>
<td></td>
</tr>
</tbody>
</table>

PCV7 contains 2 µg each of seven capsular polysaccharides—4, 9V, 14, 19F, 23F, oligosaccharide of 18C, and 4 µg of 6B—each conjugated to inactivated diphtheria toxin (20 µg). In population-based data from the CDC, the rate of invasive disease in 2001 compared to 1998–1999 (prior to the introduction of the conjugate vaccine) fell significantly by 32% in adults between the ages of 20 and 39, and by 8–18% in older adults. There was a 35% reduction in invasive disease caused by penicillin-resistant pneumococci, a finding also noted in adults after introduction of the conjugate vaccine in another report. 16

Haemophilus Influenzae Vaccine

In developed countries, the introduction of *H. influenzae* type b (Hib) vaccines into routine immunization schedules has been followed by a rapid decline in disease occurrence, but vaccine cost is a significant barrier to use in developing countries. By 2002, only 84 of the 193 WHO member nations had introduced Hib vaccine. *H. influenzae* type b has a polyribosylribitol phosphate (PRP—the capsular polysaccharide) that determines its virulence. Antibodies against PRP directly confer protection against Hib disease. In 1970s, the vaccines made from PRP capsular polysaccharide showed low immunogenicity in children under two years old. Therefore, new *H. influenzae* type vaccines were produced by combining PRP capsular antigen with a protein. The types of proteins tested have been diphtheria toxoid, tetanus toxoid, acellular pertussis antigens, and *Neisseria meningitidis* outer membrane protein. 16

Regulatory approval of diphtheria and tetanus toxoids and acellular pertussis (DTaP)-based combination vaccines containing *Haemophilus influenzae* type b (Hib) has been delayed in the United States because of difficulty in assessing the effect of lower Hib immunogenicity on vaccine efficacy compared with the immunogenicity of the specific Hib component administered separately (Table 12-3). Hib conjugate vaccines confer protection by eliciting serum anticapsular antibody and priming for immunologic memory. The concern of lower efficacy is for children in the first year of life. There is general agreement that in infants primed with the combination vaccine, a booster injection given in the second year achieves antibody concentrations that are greatly in excess of those required for protection. The size of the effect could possibly allow between a 46% and 93% reduction in Hib invasive disease before the effect of herd immunity is taken into account.

Tetanus, Diphtheria, Pertussis Vaccine

In the 1940s, whole-cell vaccines against pertussis were available, and have been part of the WHO Expanded Program of Immunization since its launch in 1974. Reports of anaphylaxis reactions, febrile seizures, and prolonged or inconsolable crying led to the development
of acellular vaccines containing up to five specific \textit{B. pertussis} antigens. Although most nations use whole-cell vaccines because they are cheap, effective, and easy to produce, most developed countries have switched to acellular vaccines. There are multiple formulation of this vaccine (DTaP: diphtheria, tetanus toxoids, and acellular pertussis vaccine), with each formulation containing 1–4 antigens, and being produced by multiple manufacturers (Table 12-3).\footnote{198}

\section*{Influenza Vaccine}
Current influenza vaccines are produced from virus grown in fertile hen’s eggs and inactivated by either formaldehyde or β-propiolactone. They consist of whole virus, detergent-treated split product, or purified hemagglutinin and neuraminidase surface antigen formulations of the three virus strains recommended by the WHO (Table 12-3). Vaccine recommendations include elderly people and those with chronic medical disorders.\footnote{99}

Whole-virus vaccines are not recommended because they cause adverse reactions in children, whereas those containing a purified surface antigen are extremely safe. In adults of working age, controlled trials estimated at 80% the efficacy of inactivated influenza vaccines in preventing symptomatic laboratory-confirmed influenza. In nursing home residents, there was a 60% reduction in laboratory-confirmed influenza illnesses among vaccinated people. Vaccinations in elderly reduce hospital admission for pneumonia and influenza by 52%, all cause mortality by 70% and complications (death, exacerbations of lung disease, and myocardial infarction) by 50%.\footnote{100}

Vaccination of health-care workers who work with elderly people in institutions, showed that the influenza vaccine significantly reduced deaths from pneumonia as well as all causes of mortality.\footnote{101} At present there are no licensed vaccines against avian influenza, although it is an area of active study.\footnote{102} One major problem with the development of an effective vaccine against avian influenza has been poor immunogenicity. In a multicenter, randomized, double-blind, placebo-controlled trial, the safety and efficacy of a subunit influenza H5N1 vaccine prepared from an attenuated Vietnam 2005 strain was evaluated in 451 healthy adults.\footnote{99} Participants received two doses of vaccine without adjuvant, each of which contained 90, 45, 15, or 7.5 µg of hemagglutinin antigen, or placebo. Although the vaccine was safe, immunogenicity was only modest.\footnote{103} The only group where more than 50% of subjects reached the predefined threshold for immunogenicity occurred with administration of 90 µg, a total dose nearly 12 times that of seasonal influenza vaccines.

More encouraging findings were demonstrated in a German study of alum-adjuvant whole-virus A/Hong Kong/1073/99 (H9N2) vaccine given to adults.\footnote{104} Monovalent alum-adjuvanted vaccine containing either 7.5, 3.8, or 1.9 micrograms of H9 hemagglutinin was compared with a 15 microgram vaccine containing plain whole virus. The use of alum in the vaccine preparation allowed H9 content to be reduced to 1.9 microgram per dose, while maintaining immunogenicity. If these findings are duplicated in larger studies, the addition of alum may enable the antigen content needed for vaccine to be reduced, resulting in a significant increase in vaccine supplies.

\section*{Viral Hepatitis}
Joanna Buffington • Eric Mast

\subsection*{INTRODUCTION}
Certain forms of jaundice or hepatitis have been recognized as infectious entities for many centuries; however, the diversity of viruses causing hepatitis has only recently been recognized. Five hepatitis viruses have been characterized, each belonging to a different taxonomic family, whose common characteristic is replication in the liver. Hepatitis viruses transmitted by the fecal-oral route (hepatitis A virus [HAV], hepatitis E virus [HEV]) produce acute, self-limited infections, while hepatitis viruses transmitted by parenteral exposures to blood and body fluids (hepatitis B virus [HBV], hepatitis C virus [HCV], hepatitis D virus [HDV]) have the ability to produce a persistent infection and chronic liver disease. There remain additional cases of hepatitis not caused by these five viruses, whose epidemiologic characteristics suggest an infectious etiology as well.

Historically, two major forms of hepatitis were described based on their means of transmission. Infectious hepatitis produced large epidemics in various settings and was transmitted by the fecal-oral route through food, water, and person-to-person contact. It appears that this disease entity was primarily caused by HAV infection, but may have also included epidemics caused by HEV. The injection of medicinal products produced from human lymph or serum resulted in outbreaks of serum hepatitis that were primarily due to HBV infection but probably also included HCV infection.

Human volunteer studies conducted in the mid-1940s and early 1950s firmly established the viral etiology, clinical features, and routes of transmission of the two major types of hepatitis, and determined the mutually exclusive specificity of immunity produced by each type of infection. Studies conducted by Krugman and colleagues\footnote{1} showed that hepatitis with a short incubation period (31–38 days) could be transmitted either orally or parenterally using a serum pool (MS-1) collected from a patient prior to the onset of illness. A second serum pool (MS-2) obtained from the same patient following a second episode of hepatitis was shown to only transmit disease when inoculated parenterally, and this disease had a longer incubation period (41–83 days). Subsequently, MS-1 hepatitis was shown to be caused by HAV and MS-2 hepatitis by HBV.

In 1965, Blumberg, studying the production of isoantibodies in Australian aborigines, identified an antigen which was subsequently found to be the hepatitis B surface antigen (HBsAg).\footnote{23} Characterization of the antigens and antibodies produced during HBV infection led to the development of diagnostic tests, the routine screening of blood for HBsAg to prevent HBV-related posttransfusion hepatitis, and the development and licensure of hepatitis B vaccines.

In 1973, HAV was identified in the stools of persons involved in a foodborne outbreak of hepatitis and in the stools of the volunteers inoculated with MS-1.\footnote{4} These findings led to the development of diagnostic tests that could differentiate acute from past HAV infection, the propagation of HAV in cell culture, and the development and licensure of hepatitis A vaccines.

In 1977, Rizzato and colleagues described second episodes of hepatitis in patients chronically infected with HBV and characterized a new antigen in the liver of these patients.\footnote{4} Subsequent studies showed this form of hepatitis was only transmitted in the presence of
acute or chronic HBV infection and that HDV was a defective virus that required HBsAg to produce infection.7

By the early 1970s, another type of bloodborne hepatitis was characterized because of the availability of serologic tests to identify HAV and HBV infection, and the occurrence of postransfusion hepatitis in spite of donor testing for HBsAg.8 Population-based surveillance studies showed that most parenterally transmitted virus is non-B (PT-NANB) hepatitis occurred outside of the transfusion setting, and in 1988, HCV was characterized by molecular cloning and found to be the primary cause of PT-NANB hepatitis.9,10 These findings led to the development of diagnostic tests and the routine screening of blood for antibody to HCV (anti-HCV) and HCV RNA to prevent HCV-related posttransfusion hepatitis.

The ability to make the serologic diagnosis of acute HAV infection led to the identification of enterically transmitted NANB (ET-NANB) hepatitis, a disease that produced large epidemics and was transmitted by the fecal-oral route.11 Although the virus associated with ET-NANB hepatitis was identified in 1983, HEV was not characterized until 1989, with the subsequent development of diagnostic tests and prototype vaccines.12

With the increasing use of safe and effective vaccines to prevent HAV and HBV infection, incidence of these infections in the United States has been steadily decreasing. However, there continues to be considerable morbidity and mortality attributable to the acute and chronic sequelae of viral hepatitis in the United States and worldwide. In the United States alone, in 2005, an estimated 11,000 to 15,000 persons died of viral hepatitis-related acute or chronic liver disease (Table 12-4). We have adequate knowledge to prevent or control most types of viral hepatitis. The challenge is to turn this knowledge into effective prevention programs.

### Hepatitis A

#### Etiologic Agent

HAV is a 27–28 nm, spherical, nonenveloped virus with an icosahedral capsid configuration. The HAV genome is composed of a single-stranded, positive sense RNA molecule whose organization and replication scheme are similar to poliovirus and other members of the family Picornaviridae. However, when compared to other picornaviruses, HAV is more resistant to inactivation by heating to pH less than three, to drying at ambient temperature, and to low concentrations of free chlorine or hypochlorite.13,14 HAV remains infectious in feces or on environmental surfaces for several weeks, but can be inactivated by many common disinfecting chemicals, including hypochlorite (bleach) and quaternary ammonium formulations containing 23% HCl, found in many toilet bowl cleaners.15,16 HAV is only partially inactivated by pasteurization (60°C for one hour), but is completely inactivated in food by heating at higher than 85°C for at least one minute.17 HAV grows poorly in cell culture, where it requires a very long adaptation period (up to one month), rarely produces a cytopathic effect, and rapidly becomes attenuated.13,14 Although previously classified in the genus Enterovirus, HAV has been placed in its own genus, Hepatovirus, because of several unique features that distinguish it from other enteroviruses.13

Although man appears to be the only natural host of HAV, a number of non-human primates (chimpanzees, tamarins, macaques) are susceptible to experimental infection.17 Antibody binding studies indicate there is only a single HAV serotype. HAV isolates from diverse geographic areas are recognized by polyclonal antibody generated against capsid proteins (anti-HAV), and by neutralizing monoclonal antibodies to human HAV. Although HAV has little phenotypic diversity, enough genetic diversity exists in the capsid region to define four genotypes and allow for studies of molecular relatedness.13

#### Clinical Illness, Pathogenesis and Immune Response

HAV infection can cause both acute disease and asymptomatic infection, but does not cause chronic infection.19 Manifestations of HAV infection include fecal shedding of virus, viremia, age-dependent expression of clinical illness (e.g., jaundice), and the occasional occurrence of fulminant liver failure. Children under six years of age are usually (70%) asymptomatic. If symptomatic, they generally have mild, nonspecific symptoms that include malaise, nausea, vomiting, diarrhea, fever, and dark urine. Jaundice is uncommon in children; less than 5% of children aged less than three years and about 10% of children aged 4–6 years are icteric.20 Among adolescents and adults infected with HAV, the majority have classical signs or symptoms, including jaundice, fever, malaise, nausea, vomiting, loss of appetite, and dark urine.21

Fulminant hepatitis A is rare. Before hepatitis A vaccine was licensed, an estimated 100 persons died as a result of acute liver failure due to hepatitis A each year in the United States.22 The case-fatality rate for fulminant hepatitis A is approximately 0.3–0.5%, based on all reported cases of hepatitis A in the United States summarized since 1983.16,23–25 Host factors reported to be associated with an increased risk of fulminant hepatitis include older age and underlying chronic liver disease.23,24 The proportion of reported cases hospitalized in 2005 with hepatitis A increased with age from 20% among children less than five years of age to 47% among persons 60 years of age or older.25

Although HAV infection or hepatitis A does not cause chronic liver disease or persistent infection, up to 10% of symptomatic persons may have prolonged or relapsing disease lasting up to six months.27 In addition, a cholestatic form of hepatitis A has been reported in which patients experience persistent jaundice, usually accompanied by itching.28 Other atypical clinical manifestations are rare, and may include immunologic, neurologic, hematologic, and renal extraportal manifestations.

The pathogenic events that occur during the course of infection have been determined from experimental infections in chimpanzees and naturally acquired infections in humans (Fig. 12-3). The incubation period ranges from 15 days to 50 days after exposure, with a median of 28 days.13,14 Virus is found in hepatocytes throughout the course of infection, is excreted in bile, and found in highest concentrations in feces during the 2-week period prior to onset of clinical illness. Viral shedding declines rapidly after jaundice appears in adults, although shedding may be prolonged in infected infants and children.28–31 Using polymerase chain reaction (PCR) techniques, HAV RNA has been detected in stools of infected newborns for up to six months after infection, and from one month to three months after clinical illness in older children and adults.16,29 Chronic HAV shedding does not occur, but virus has been detected in feces during relapsing illness. Although infectivity of stools has been demonstrated in experimental studies 14–21 days before to eight days after

---

**TABLE 12-4. DISEASE BURDEN FROM VIRAL HEPATITIS A, B, AND C IN THE UNITED STATES, 2005**

<table>
<thead>
<tr>
<th></th>
<th>Hepatitis A</th>
<th>Hepatitis B</th>
<th>Hepatitis C</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of acute clinical cases reported</td>
<td>4488</td>
<td>5494</td>
<td>No data</td>
</tr>
<tr>
<td>Estimated number of acute clinical cases</td>
<td>19,000</td>
<td>15,000</td>
<td>3200</td>
</tr>
<tr>
<td>Number of persons with chronic infection</td>
<td>42,000</td>
<td>51,000</td>
<td>50,000</td>
</tr>
<tr>
<td>Estimated annual number of chronic liver disease deaths</td>
<td>No chronic infection</td>
<td>1.25 million</td>
<td>3.2 million</td>
</tr>
<tr>
<td>Percent ever infected</td>
<td>31.3%</td>
<td>4.9%</td>
<td>1.6%</td>
</tr>
</tbody>
</table>
Methods to detect HAV are generally limited to research laboratories. HAV antigen can be detected in feces, cell culture, and some environmental specimens by enzyme immunoassay. Growth in cell culture requires a long period of adaptation, and changes the genetic makeup of the virus. Amplification of HAV RNA by PCR is the most sensitive means to detect HAV in feces, blood, cell culture, or environmental samples. However, detection of HAV RNA by PCR does not necessarily correlate with infectivity, and the difficulty and experience of performing these tests preclude use outside of research settings.

Biochemical evidence of hepatitis includes elevated levels of serum bilirubin and serum hepatic enzymes, including alanine aminotransferase (ALT), aspartate aminotransferase (AST), alkaline phosphatase, and gamma-glutamyltranspeptidase. Elevations in AST and ALT may occur a week or more prior to symptom onset. Serum bilirubin and ALT levels usually return to normal by 2–3 months after illness onset.

**Epidemiology**

**Routes of Transmission.** Person-to-person transmission by the fecal-oral route is the predominant mode of HAV transmission, both in the United States and throughout the world. In addition, because HAV can remain infectious in the environment, common-source outbreaks and sporadic cases can occur from exposure to fecal-contaminated food or water.

Hepatitis A represents a rare cause of blood-borne transmission, which can result from transfusion of blood or blood derivatives from a donor during the viremic phase of their infection. The largest outbreaks of posttransfusion hepatitis A have occurred in neonatal intensive care units with silent transmission to hospital staff and parents from infants infected by whole-blood or packed-cell transfusions. Clotting factor concentrates (Factor VIII, Factor IX) prepared from plasma have also been implicated in the transmission of hepatitis A, and one study indicated that persons routinely receiving clotting factors prepared from plasma might be at increased risk of HAV infection.

Vertical intrauterine transmission from an infected mother is also a rare mode of transmission of HAV infection.

**Worldwide Patterns of Disease.** Hepatitis A is an important cause of illness throughout the world and there are several patterns of endemicity of infection (Fig. 12-4). Endemicity of HAV infection is closely related to sanitary and living conditions and other indicators of the level of development. In areas of high endemicity, represented by the least developed countries (e.g., parts of Africa, Asia, and Central and South America), poor socioeconomic conditions result in easy spread of HAV, which is transmitted person-to-person through the fecal-oral route. In these areas, almost all adults have been infected, usually before 10 years of age. In countries that have had significant changes in socioeconomic levels over the past several decades (e.g., Greece, Taiwan, Italy, parts of China), improved sanitation and living standards have significantly reduced the endemic rate of HAV infection. In such areas, a significant decrease in the prevalence of HAV infection has occurred among young children. However, HAV infection continues to occur among older children and young adults, and a paradoxical increase in the incidence of hepatitis may occur because of the greater likelihood of symptomatic infection in older age groups. In addition, as long as HAV is present in the population or the environment, including food sources, the potential remains for epidemics to occur. Shifts in infection patterns were observed in 1988 in Shanghai, China, when over 300,000 young adults became ill when shellfish contaminated with HAV were sold in the marketplace and subsequently prepared in a traditional manner at temperatures that did not kill the virus.

Low endemic rates of HAV infection are found in the United States, Canada, western Europe, Australia, and other developed countries. There is an increased risk of hepatitis A among persons from these countries traveling or working in countries with a high or intermediate endemicity of infection, and risk of infection increases with the duration of time in the country.

**Epidemiology in the United States.** In the United States, historically, hepatitis A rates have differed by race, with the highest rates among American Indians/Alaskan Natives, and the lowest rates among Asians; and by ethnicity, with higher rates among Hispanics...
than non-Hispanics.\textsuperscript{21,28} Higher rates of infection in these racial/ethnic groups most likely reflected differences in the risk for infection related to socioeconomic levels and resulting living conditions (e.g., crowding) and more frequent contact with persons from countries where hepatitis A is endemic (e.g., Mexico, Central America). Rates among American Indians, which were greater than 60 per 100,000 prior to 1995, however, have decreased dramatically following widespread vaccination in this group, and by 2002, were approximately the same as in other races.\textsuperscript{29-40}

In both low and high endemic populations, HAV infection behaves like most other acute infectious diseases, producing periodic epidemics as the pool of susceptible individuals increases. In the United States, cyclic increases in the incidence of hepatitis A have occurred approximately every decade, with the last nationwide increase in 1995.\textsuperscript{24,41}

Since 1995, rates have declined among all age groups in the United States. Although the decline in rates has been greatest in children aged 5–14 years, the lowest rates since 2000 have occurred among children less than five years of age. However, asymptomatic infection is common among very young children, and reported cases in children less than five years old represent only a small proportion of infections in this age group.

Historically, most U.S. cases of hepatitis A resulted from person-to-person transmission during community-wide outbreaks in areas with high and intermediate rates of hepatitis A.\textsuperscript{23,42} Surveillance data demonstrated that communities with high and intermediate rates were concentrated in states with consistently elevated disease rates.\textsuperscript{43} High rates of disease generally occurred in small communities on Indian reservations, in Alaskan Native villages, the United States-Mexican border, or in religious communities.\textsuperscript{44-46} With a high prevalence of infection present throughout the community, most infections occurred among children less than 10 years of age, and epidemics occurred with regular periodicity. Intermediate rates of disease generally occurred in larger cities and the pattern of infection has been more variable (i.e., children, adolescents, and young adults) throughout the community. Highest rates of infection in these areas had often been found among children identified by race/ethnicity or socioeconomic level living in certain neighborhoods or census tracts.

Hepatitis A outbreaks among children attending day care centers and persons employed at these centers have been recognized since the 1970s.\textsuperscript{27,47} In these reported outbreaks, transmission often occurred to adult contacts, who would comprise 70–80% of the recognized cases.\textsuperscript{48} Transmission among children who wore diapers and the handling and changing of diapers by staff contributed to the spread of HAV infection; outbreaks rarely occurred in day care centers in which care was provided only to children who were toilet trained. In general, however, day care providers have not been at increased risk of infection.\textsuperscript{49}

During community-wide epidemics of hepatitis A in the United States, contact with children less than six years of age has appeared to be a risk factor for infection. During such community-wide outbreaks, serologic studies of members of households with an adult case without an identified source of infection have found that 25–40% of contacts less than six years of age living in the household had serologic evidence of recent HAV infection.\textsuperscript{50-52}

Cyclic outbreaks of hepatitis A have occurred among men who have sex with men (MSM) and among users of both injection and non-injection illicit drugs.\textsuperscript{56,57} The fecal-oral route is most likely responsible for transmission of infection among MSM, but both percutaneous and fecal-oral routes may contribute to transmission among drug users.

Common source outbreaks due to contaminated food or water continue to occur, but appear to account for a small proportion (<4%) of cases in the United States.\textsuperscript{25} Implicated foods are generally eaten raw and have been contaminated during growing, harvest, final processing, or preparation.\textsuperscript{13,58} Foods contaminated during preparation have included salads, sandwiches, and glazed or iced pastries. Shellfish-associated outbreaks have been due to eating raw or partially cooked oysters, clams, or mussels harvested from contaminated waters.\textsuperscript{13,58} Fruits or vegetables contaminated during harvest or packing and eaten raw (e.g., lettuce, green onions, strawberries, raspberries) have accounted for a number of hepatitis A outbreaks, including a large outbreak (>700 persons infected) at a single restaurant, associated with imported green onions.\textsuperscript{59-61} Contaminated water rarely accounts for infection in the United States. Water treatment processes and dilution within municipal water systems appear to be sufficient to render HAV noninfectious.\textsuperscript{13} Hepatitis A has been reported among persons using small private or community wells or swimming pools, and contamination by adjacent septic systems has been implicated as the source.\textsuperscript{13,62}

With the availability of hepatitis A vaccine for use in individuals at least two years of age beginning in 1995, subsequent recommendations for its use in individuals at increased risk of hepatitis A (1996), for routine vaccination for children living in states with the highest rates of hepatitis A in 1999, and the drop in age for use of this vaccine to 12 months in 2005 followed by recommendation for universal vaccination of children age 12 months and older in 2006, there has been a major reduction in transmission of HAV in the United States.\textsuperscript{22,23,49} In 2005, the overall hepatitis A rate was the lowest yet recorded (1.5 per 100,000). Associated with the decline in incidence, there have been substantial shifts in the epidemiologic profile of this disease in the United States, with an increasing proportion of cases occurring among adults.\textsuperscript{24}
Among cases where information about exposures during the incubation period was determined, the most common risk factors for hepatitis A reported in 2005 were international travel (15%), primarily to regions endemic for hepatitis A, sexual or household contact with a person known to have hepatitis A (12%), or association with a suspected food or waterborne outbreak (11%); 59.7% had no specific risk factor identified.25 The proportion of cases attributed to male homosexual activity increased steadily from 1.5% in 1992 to 8.4% in 2002, then decreased to 3% in 2005. The proportion of cases attributed to illegal drug use declined steadily from almost 10% of cases in 1996 to 5.9% in 2002, and 5% of cases in 2005.

Prevention and Control
Active immunization is the primary means for preventing HAV infection. Currently licensed inactivated hepatitis A vaccines are highly immunogenic and produce long-term immunity that makes the elimination of HAV transmission an achievable goal if high vaccine coverage is achieved in appropriate target populations. The hepatitis A vaccines licensed in the United States are produced from cell culture adapted viruses that is formalin inactivated and adsorbed on an alum adjuvant.26 These vaccines have been shown to be highly immunogenic in children, adolescents, and adults using a two-dose vaccination schedule.27 In controlled clinical trials, preexposure vaccination with inactivated hepatitis A vaccine has been shown to be more than 95% effective in preventing hepatitis A and HAV infection.40,61 Although the duration of immunity provided by hepatitis A immunization has not been measured directly, models of antibody decline indicate that protective levels of anti-HAV could be present for at least 20 years.23

Vaccine immunogenicity is diminished when passively acquired anti-HAV is present, such as in persons given immune globulin (IG) and vaccine concurrently or infants born to anti-HAV positive mothers.23 Infants receiving both IG and vaccine, the final rate of seroconversion is not decreased, but final serum concentrations of anti-HAV are lower when compared to persons receiving vaccine alone. However, for infants born to anti-HAV positive mothers and vaccinated at 2, 4, and 6 months of age, both the final antibody concentration and the seroconversion rate appear to be decreased. Currently available vaccines are licensed for use in children 12 months of age and older.

In the United States, recommendations for the use of hepatitis A vaccine are directed at the prevention and control of community-wide outbreaks of disease, the protection of individuals in groups at high risk of HAV infection, and the protection of persons who experience significantly increased mortality or morbidity from HAV infection.40,64 Beginning in 2006, children aged 12 months and up are recommended to be routinely vaccinated. Various vaccination strategies can be used, including vaccinating one or more single-age cohorts of children or adolescents, vaccination of children in selected settings (e.g., day care), or vaccination of children and adolescents in health-care settings. Maintenance of active disease surveillance and analysis of surveillance data with respect to demographic characteristics and risk factors for infection is essential to tailor hepatitis A vaccination programs and evaluate their effectiveness. Implementation of routine vaccination of children should prevent outbreaks of community-wide hepatitis A in the future.

Persons traveling or working in countries with a high or intermediate endemicity of HAV infection (Fig. 12-4) should be vaccinated prior to departure.40 Although immunogenicity studies show a high rate of seroconversion two weeks following receipt of the first vaccine dose, available data suggest that 40–45% of vaccinated persons might lack neutralizing antibody at this time. Travelers who receive the first dose at least four weeks prior to travel can be assumed to be protected. Vaccination of persons in other groups at high risk of infection include drug users (injection and non-injection), MSM, persons who work with HAV-infected primates or with HAV in a research laboratory setting, and persons who have clotting-factor disorders.40 In addition, vaccination is recommended for persons with chronic liver disease, because of their increased risk of mortality and morbidity from hepatitis A. Studies conducted among U.S. workers exposed to raw sewage do not indicate a significantly increased risk for HAV infection, and therefore are not recommended for vaccination on the basis of increased occupational risk.40 Routine vaccinations are not recommended, because their profession does not put them at higher risk for infection.40 However, persons who work as food handlers can contract hepatitis A and potentially transmit HAV to others. To decrease the frequency of evaluations of food handlers with hepatitis A and the need for postexposure prophylaxis of patrons, consideration may be given to vaccination of employees who work in areas where state and local health authorities or private employers determine that such vaccination is cost-effective.40,49

When vaccinating adults or persons in groups at high risk of HAV infection, some will already have been infected with HAV. Vaccinating a person who is immune because of prior infection is not harmful. However, because of the relatively high cost of vaccine, pre-vaccination testing might be considered if the cost of the vaccine is greater than the cost of testing and the follow-up visits.40 Based on age-specific patterns of HAV infection in the United States, pre-vaccination testing could be considered in persons more than 40 years of age, persons who were in care for extensive periods in geographic areas that have a high endemicity of HAV infection, and adults in other groups that have a high prevalence of infection (e.g., injection drug users). Postvaccination testing is not warranted.

Passive immunization with IG is also available as a preventive measure and provides short-term protection from HAV infection. Numerous studies have confirmed that preparations of human immunoglobulin that contain anti-HAV are more than 85% effective in preventing symptomatic HAV infection if given before, or within two weeks of exposure.40,61 When given following exposure, passive-active immunization often occurs from an infection that produces little or no symptoms and limited virus shedding. With the availability of hepatitis A vaccines, IG is primarily recommended for postexposure prophylaxis for unvaccinated persons who are exposed to HAV. It may also be used for preexposure prophylaxis, particularly for children less than 12 months of age traveling to countries with a high or intermediate endemicity of HAV infection, because hepatitis A vaccine is not licensed for this age group.

A single IM dose of IG (0.02 ml/kg) should be administered as soon as possible, but no more than two weeks after the last exposure, to unvaccinated household and sexual contacts of persons with hepatitis A, to persons who have shared illegal drugs with a person with hepatitis A, and to children and staff exposed in the day care or certain other institutional settings.40 If a food handler is diagnosed with hepatitis A, IG should be administered to other unvaccinated food handlers at the same establishment. Because common-source transmission to patrons is unlikely, IG administration to patrons is usually not recommended but can be considered if (a) the food handler was likely to be infectious, the food handler both directly handled uncooked foods or foods after cooking and had diarrhea or poor hygienic practices; and (b) patrons can be identified and treated within two weeks after the exposure. If hepatitis A vaccine is recommended for a person being given IG, it can be administered simultaneously with IG at a separate anatomic injection site. The use of hepatitis A vaccine alone is not recommended for postexposure prophylaxis of previously unvaccinated persons.

Other prevention and control measures include attention to good personal hygiene and environmental sanitation, which were considered the primary means to control and prevent hepatitis A before hepatitis A vaccines became available. Complete inactivation of HAV in food requires heating to 85°C (185°F) for at least one minute, or disinfection with a 1:100 dilution of household bleach in water or cleaning solutions containing quaternary ammonium and/or HCl.15,38 Although improved sanitation and socioeconomic conditions in developed countries are presumed to have resulted in the decline in disease incidence observed from the mid-1960s to the mid to late 1990s, these improvements have not resulted in elimination of HAV transmission and would not be expected to further decrease incidence.
Hepatitis B

Etiologic Agent

Hepatitis B virus (HBV) is a member of the family Hepadnaviridae, whose members replicate in the liver and cause hepatic dysfunction. The only natural host for HBV appears to be humans, but the Hepadnaviridae family includes viruses that infect woodchucks, ducks, ground squirrels, and herons.

HBV has a small (3.2 kilobase) genome with a circular DNA that is partially double stranded and a retroviral replication strategy with an RNA intermediate. The genome codes for a surface glycoprotein, nucleocapsid protein, DNA polymerase, and the X protein, a small transcriptional transactivator that influences the transcription of HBV gene.

The complete HBV virion (Dane particle) is 42 nm in diameter and is composed of an outer lipoprotein coat containing the hepatitis B surface antigen (HBsAg) and a 27-nm nucleocapsid core, the hepatitis B core antigen (HBcAg). In addition to being a component of lipoprotein coat of the virus, HBsAg circulates independently in the blood as 22-nm spheres and tubules. HBsAg is and tubular, with a common antigen, α, and two pairs of mutually exclusive antigens, δ and γ, and w and r, resulting in four possible subtypes: adw, adw, aw, and ayr.

Antibodies to the α antigen confer immunity to all the subtypes. Although no clinical differences have been identified between subtypes, there are distinct geographic distributions which have been useful in epidemiologic studies.

A third hepatitis B antigen, the e antigen (HBeAg) is a soluble protein that is not part of the virus particle, but can be detected in the serum of patients with acute HBV infection, and in patients with chronic HBV infection who have high virus titers.

HBV has a higher frequency of mutations than other DNA viruses due to its replication via an RNA intermediate, using a reverse transcriptase that seems to lack a proofreading function. The clinical significance of these mutations is not well established, but may include increased virulence, decreased host response to therapy, and viral replication in the presence of protective levels of antibody to HBsAg after vaccination or hepatitis B immune globulin administration.

HBV has been shown to retain infectivity in serum for at least one month when stored at either room temperature or frozen. HBV is also stable on environmental surfaces for seven days or longer; thus, indirect inoculation of HBV can occur through inanimate objects. HBV has a higher frequency of mutations than other DNA viruses due to its replication via an RNA intermediate, using a reverse transcriptase that seems to lack a proofreading function. The clinical significance of these mutations is not well established, but may include increased virulence, decreased host response to therapy, and viral replication in the presence of protective levels of antibody to HBsAg after vaccination or hepatitis B immune globulin administration. HBV has been shown to retain infectivity in serum for at least one month when stored at either room temperature or frozen. HBV is also stable on environmental surfaces for seven days or longer; thus, indirect inoculation of HBV can occur through inanimate objects. HBV has a higher frequency of mutations than other DNA viruses due to its replication via an RNA intermediate, using a reverse transcriptase that seems to lack a proofreading function. The clinical significance of these mutations is not well established, but may include increased virulence, decreased host response to therapy, and viral replication in the presence of protective levels of antibody to HBsAg after vaccination or hepatitis B immune globulin administration. HBV has been shown to retain infectivity in serum for at least one month when stored at either room temperature or frozen. HBV is also stable on environmental surfaces for seven days or longer; thus, indirect inoculation of HBV can occur through inanimate objects. HBV has a higher frequency of mutations than other DNA viruses due to its replication via an RNA intermediate, using a reverse transcriptase that seems to lack a proofreading function. The clinical significance of these mutations is not well established, but may include increased virulence, decreased host response to therapy, and viral replication in the presence of protective levels of antibody to HBsAg after vaccination or hepatitis B immune globulin administration.

HBV infection can be asymptomatic, cause acute self-limited hepatitis, or result in fulminant hepatitis and death. Persons infected with HBV also may develop chronic infection, which can lead to chronic liver disease and death from cirrhosis or hepatocellular carcinoma (HCC).

The incubation period for acute infection is usually 3–4 months, with a range of six weeks to six months. The age that HBV infection is acquired is the main factor determining clinical expression of disease. Fewer than 10% of children under 5 years of age who become infected have initial clinical signs or symptoms of disease (i.e., acute hepatitis B) compared with 30% to 50% of older children and adults.

Infected infants have initial clinical signs or symptoms of disease (i.e., acute hepatitis B) compared with 30% to 50% of older children and adults. Fewer than 10% of children under 5 years of age who become infected have initial clinical signs or symptoms of disease (i.e., acute hepatitis B) compared with 30% to 50% of older children and adults.

In 10–30% of patients with acute hepatitis B, myalgias and arthralgias have been described without jaundice or other clinical signs of hepatitis; in one third of these patients, a maculopapular rash appears with joint symptoms. In patients with icteric hepatitis (30% of all cases) and in patients with icteric hepatitis (30% of all cases), jaundice usually develops within 1–2 weeks after onset of illness; dark urine and clay-colored stools may appear 1–5 days before onset of clinical jaundice. Liver enzyme elevations usually occur prior to the onset of jaundice. HBV infection is also associated with extrahepatic disease such as vasculitis and membranoproliferative glomerulonephritis. Clinical signs and symptoms of acute hepatitis B usually resolve within 1–3 months.

Among reported hepatitis B cases in the United States in 2005, the proportion of cases hospitalized was 40%, increasing from 20% among children less than 15 years of age to 47% among persons 60 years of age or older. Fulminant liver failure occurs in approximately 0.5–1% of infected adults, but rarely in infected infants or children.

The risk of developing chronic HBV infection (persistence of HBsAg for longer than six months) varies inversely with age: approximately 80–90% of infants infected during the first year of life, 30–60% of children infected between 1 year and 4 years of age, and 2–6% of adults develop chronic infection. Among individuals in whom HBV infection persists, both HBsAg and anti-HBc remain detectable, usually indefinitely (Fig. 12-5). During the early stage of chronic HBV infection, HBcAg is present and indicates a high level of viral replication and infectivity. Each year approximately 10% of persons with chronic HBV infection will lose HBeAg and up to 0.5–2% per year may naturally lose HBsAg. Persons with chronic HBV infection are at risk of chronic liver disease (i.e., chronic active hepatitis, cirrhosis) and HCC. Prospective studies have shown that 25% of persons who acquired chronic HBV infection as infants or young children will die as adults (average age 45 years) from HBV-related cirrhosis or hepatocellular carcinoma (HCC). Among persons who acquire chronic HBV infection as adults, it is estimated that 15% will die from HBV-related chronic liver disease at an average age of 55 years.

HBV must gain access to the circulation and arrive in the liver for primary replication in hepatocytes. Access occurs through direct percutaneous inoculation, breaks in the skin that allow inadvertent inoculation, or passage through mucous membranes. Although HBsAg has been detected in tissues other than the liver, there is little evidence to suggest sustained replication at these sites. The number of hepatocytes affected during the acute phase of replication is variable and can reach almost 100%. During persistent infection, approximately 10% of hepatocytes remain infected.

There is strong evidence that the hepatocellular injury that occurs during HBV infection is immune mediated, rather than due to a direct cytopathic effect of HBV. Cell-mediated injury is targeted at hepatocytes through a combination of human leukocyte antigen (HLA) molecules and HBV antigens. The precise mechanism(s)
that lead to viral persistence are unknown, but may include the induction of immune tolerance by HBeAg. Integration of HBV DNA does occur during chronic infection, which may be important for the development of HCC.

During acute infection, HBsAg may become detectable 1–2 months prior to the onset of clinical symptoms and is soon followed by the appearance of IgM anti-HBc (Fig. 12-6). In late convalescence, there is a transition period (window phase) when the concentration of HBsAg declines and the concentration of antibody to HBsAg is temporally performed during diagnostic testing of persons with clinical illness but may be used in certain instances to determine a person’s immune status following vaccination. In persons who develop chronic HBV infection, HBsAg and total anti-HBc remain detectable, generally for life (Fig. 12-5). Although all persons with detectable HBsAg should be considered infectious, the presence of HBeAg and HBV DNA, which are variably present (anti-HBs) increases. As these markers reach equivalence, neither may be detectable because they form immune complexes; however, both IgG anti-HBc and IgM anti-HBc remain detectable. For infections that resolve, HBsAg disappears from circulation and the virus-neutralizing anti-HBs becomes detectable, along with anti-HBe.

Although HBV-specific humoral and cellular immunity is maintained for life, this immunity is not sterilizing. Trace amounts of HBV DNA persist and remain intermittently detectable in blood and liver using sensitive diagnostic techniques. These trace amounts of HBV appear to continuously activate and maintain HBV-specific immune responses, which control and limit HBV replication.

**Diagnosis**

Serologic tests are available commercially for a number of antigens and antibodies associated with HBV infection, including HBsAg, anti-HBs, total (immunoglobulin [Ig] G and IgM) antibody to HBcAg (anti-HBc), IgM anti-HBc, HBeAg, and anti-HBe (Table 12-5). In addition, there are hybridization assays and gene amplification techniques (e.g., polymerase chain reaction, [PCR]) to detect HBV DNA. Although HBsAg, IgM anti-HBc, total anti-HBc, and HBeAg can all be detected in serum as early as 1–2 months after exposure to HBV, IgM anti-HBc is the only reliable marker of acute infection, as the other three can also be detected in persons with chronic HBV infection. IgM anti-HBc usually becomes undetectable within 6–9 months after acute infection, and HBsAg and HBeAg are usually cleared within six months following illness onset in those who recover from the acute infection. Anti-HBs and anti-HBe develop during the convalescent phase, with anti-HBs being a protective antibody that neutralizes the virus. Presence of anti-HBs following acute infection indicates recovery and immunity from reinfection. Anti-HBs can also be detected in persons who have received hepatitis B vaccine, and transiently in persons who have received hepatitis B immune globulin (HBIG). Detection of anti-HBs is not routinely performed during diagnostic testing of persons with clinical illness but may be used in certain instances to determine a person’s immune status following vaccination.

In persons who develop chronic HBV infection, HBsAg and total anti-HBc remain detectable, generally for life (Fig. 12-5). Although all persons with detectable HBsAg should be considered infectious, the presence of HBeAg and HBV DNA, which are variably present

![Figure 12-6. Serologic course for acute hepatitis B virus infection, with recovery. Anti-HBc, antibody to hepatitis B core antigen; anti-HBe, antibody to hepatitis early antigen; anti-HBs, antibody to hepatitis B surface antigen; IgM anti-HBc, antibody to hepatitis B core antigen; HBeAg, hepatitis early antigen; HBsAg, hepatitis B surface antigen; IgM anti-HBc, antibody of the immunoglobulin M subclass to hepatitis B core antigen. (Source: CDC Website, www.cdc.gov/ncidod/diseases/hepatitis/slideset online hepatitis B slide set, slide number 3.)](image-url)

**TABLE 12-5. INTERPRETATION OF SEROLOGIC TEST RESULTS FOR HEPATITIS B VIRUS INFECTION**

<table>
<thead>
<tr>
<th>Serologic Markers</th>
<th>Interpretation</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>HBsAg</strong></td>
<td><strong>Total Anti-HBc</strong></td>
</tr>
<tr>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>+</td>
<td>—</td>
</tr>
<tr>
<td>—</td>
<td>+</td>
</tr>
<tr>
<td>—</td>
<td>+</td>
</tr>
<tr>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>—</td>
<td>—</td>
</tr>
</tbody>
</table>

---

*Hepatitis B surface antigen; repeat reactive should be confirmed with a licensed neutralizing confirmatory test; all HBsAg-positive persons are potentially infectious.

*Antibody to hepatitis B core antigen

*Immunoglobulin M

*Antibody to hepatitis B surface antigen

*Persons positive for anti-HBc alone are unlikely to be infectious except under unusual circumstances involving direct percutaneous exposure to large quantities of blood (e.g., blood transfusion).

**Milli-international units per milliliter.**

*A titer of 10 mIU/mL or higher obtained 1–2 months after the completion of the vaccine series is considered protective; without repeated exposure to HBV, titres will naturally decline over time, but immunity is likely maintained despite a decline below this level.*
in chronically infected persons, correlates with higher titers of HBV and greater infectivity.

**Epidemiology**

**Routes of Transmission.** Hepatitis B virus is transmitted by either percutaneous or mucosal exposure to infected blood or blood-derived body fluids. The virus is found in highest concentrations in blood and semen, followed by saliva and vaginal fluid. The most probable mechanisms of person-to-person transmission involve inapparent percutaneous or permucosal contact with infectious body fluids such as exudates from dermatologic lesions, breaks in the skin, or mucous membranes with blood or serous secretions. HBV may also spread because of contact with saliva through bites or other breaks in the skin, as a consequence of the premastication of food, and through contact with virus from inanimate objects such as shared towels or toothbrushes or reusable needles. HBV remains infectious for at least seven days outside the body and can be found in titers of $10^{-2}$ to $10^{-3}$ virions/mL on objects, even in the absence of visible blood. The primary routes of transmission are perinatal, non-sexual person-to-person exposures, sexual contact, and percutaneous exposure to blood (e.g., injection drug use, unsafe injections in medical settings). HBV is not transmitted by air, food, or water.

**Perinatal Transmission.** Perinatal HBV transmission is one of the most efficient modes of infection. Most perinatal HBV infections occur among infants of pregnant women with chronic HBV infection. Pregnant women with acute hepatitis B in the first and second trimester rarely transmit HBV to the fetus or neonate. However, the risk of transmission from pregnant women who acquire infection during the third trimester is approximately 60%. Perinatal transmission occurs most often at the time of birth, with in utero transmission rarely accounting for infections transmitted from mother to infant. Although HBV can be detected in breast milk, there is no evidence that HBV is transmitted by breast-feeding. The primary determinant of infection is a high concentration of maternal HBV DNA, as indicated by the presence of HBeAg. Without postexposure immunization, 70–90% of infants born to HBeAg-positive mothers will become infected by 6 months of age; about 90% of these children will remain chronically infected. In addition, up to 20% of HBeAg-negative mothers have moderately high levels of HBV DNA and may infect their newborns during the perinatal period.

**Non-Sexual Person-to-Person Transmission.** Non-sexual person-to-person HBV transmission during early childhood accounts for a high proportion of HBV infections worldwide. Early childhood transmission occurs in households of persons with chronic infection, and widespread HBsAg contamination of surfaces has been demonstrated in homes of persons with chronic infection. Approximately 30% of children living in a household with an HBsAg-positive person become infected, and infants born to HBsAg-positive mothers and not infected at birth remain at high risk of infection during the first five years of life. Transmission has rarely occurred in child day care centers, but has not been identified between children in school settings.

Before integration of hepatitis B vaccine into the infant immunization schedule in the United States, an estimated 16,000 children less than 10 years of age were infected annually with HBV beyond the postnatal period. Although these infections represented only 5–10% of all HBV infections in the United States, it is estimated that 18% of persons with chronic HBV infection acquired their infection perinatally during early childhood, before implementation of perinatal hepatitis B immunization programs and routine infant hepatitis B immunization. In some populations, childhood transmission was more important than perinatal transmission as a cause of chronic HBV infection before hepatitis B immunization was widely implemented. For example, in studies conducted among U.S.-born children of Southeast Asian refugees during the 1980s, approximately 60% of chronic infections in young children were among those born to HBsAg-negative mothers.

**Sexual Transmission.** HBV in semen and vaginal secretions provides the means for efficient transmission by sexual contact, which is one of the most frequent routes of transmission among adults. The most common sexual risk factors for acute infection among heterosexuals include having more than one sex partner in the 6-week to 6-month period prior to infection or engaging in sexual acts with a known infected person during this time period. Among prevalent cases of HBV infection (presence of any HBV marker), the most common risk factors among heterosexuals include increased number of sex partners, history of sexually transmitted disease, and a history of sex with an infected partner. Men who have sex with men (MSM) are one of the groups at highest risk for sexual transmission of HBV, with infection associated with receptive anal intercourse, increased numbers of sex partners, and numbers of years of sexual activity.

**Percutaneous Transmission.** HBV is efficiently transmitted by percutaneous exposures, which predominantly occur in health-care settings or among injection drug users. The risk of HBV infection is approximately 30–60% from needlestick exposures to HBsAg-positive, HBeAg-positive blood, and approximately 10–30% from needlestick exposures to HBsAg-positive, and HBeAg-negative blood. By comparison, the risks of hepatitis C virus and human immunodeficiency virus transmission from percutaneous exposures are approximately 2% and 0.2%, respectively.

Patient-to-patient transmission of HBV from percutaneous exposures has been identified in a variety of health-care settings, including chronic hemodialysis centers, inpatient services, outpatient clinics, and long-term care facilities. In most cases, transmission resulted from noncompliance with aseptic techniques for administering injections and recommended infection control practices designed to prevent cross-contamination of medical equipment and devices. Although HBV infection was recognized as a frequent occupational hazard among persons who worked in laboratories or were exposed to blood while caring for patients, hepatitis B vaccination of health-care workers and implementation of standard precautions has made HBV infection a rare event in these populations in countries where prevention measures have been implemented. Chronically infected health-care workers performing invasive procedures may, on rare occasions, transmit infection. Risk factors associated with these infections have been high levels of HBV DNA in the health-care worker and the blind palpation of suture needles. While an increased frequency of exposure to blood or body fluids occurs in a number of other occupations (e.g., policemen, firefighters, correctional officers), increased rates of HBV have not been identified that are attributable to occupational exposures.

The primary nonmedical source of percutaneous HBV exposures is through injection of illicit drugs, which is a common mode of HBV transmission in many countries. In the United States, the prevalence of any marker of hepatitis B infection among injection drug users ranges from 30–90%, and the risk of infection in unvaccinated drug users increases with number of years of drug use. It has been estimated that greater than 80% of injection drug users are infected after 5 years of using.

**Worldwide Patterns of Transmission.** The endemicity of HBV infection varies greatly throughout the world (Fig. 12-7). Endemicity is considered high in those areas where the prevalence of chronic infection is 8% or more and where 60–90% of the populations have serologic evidence of previous infection. In these areas, infection during the perinatal period and early childhood accounts for high rates of chronic infection and its sequelae. In most developed countries, the prevalence of HBV infection is low, with rates of HBsAg positivity being less than 1%, and the overall infection rate 5–7%. For example, the prevalence of chronic HBV infection in the United States is approximately 0.38%, and approximately 5% of the
For most cases of newly acquired hepatitis B,100 historically, within adults, and high-risk sexual activity and injecting drug use account for most cases of newly acquired hepatitis B.100 Historically, within adults, and high-risk sexual activity and injecting drug use account for these low-endemic areas, most infections occur among young children.71 However, in developed countries that routinely screen donors for HBsAg and blood transfusion is a major source of infection, accounting for approximately 15–18% of cases each year.118–119 In most developed countries, nosocomial transmission of HBV from inadequately sterilized medical instruments or reuse of injection devices and medical equipment has not been a significant problem. However, occasional outbreaks continue to occur from the contamination of medical devices120–122 These outbreaks usually represent lapses in infection control practices.

Direct transmission via blood or blood products has been eliminated in those countries that routinely screen donors for HBsAg and require viral inactivation of clotting factor concentrates.71 However, blood transfusion is a major source of HBV transmission in countries where the blood supply is not screened for HBsAg.

**Epidemiology in the United States.** With the implementation of a comprehensive immunization strategy to eliminate HBV in the United States since 1991, the incidence of hepatitis B has declined dramatically, particularly among younger age groups covered by the recommendation for routine childhood immunization.25,123 During 1990–2005, the incidence of acute hepatitis B declined 79%, from 8.5 to 1.8 per 100,000 population, with the largest decline (97%) among persons aged 0–19 years (from 3.0 to less than 0.1 per 100,000). Although the incidence of acute hepatitis B declined 76% among adults aged 20 years and older from 1990 to 2005 (from 10 to 2.3/100,000), the incidence of acute hepatitis B among men has been consistently higher than that among women with this ratio increased from 1.5 in 1990 to 1.6 (2.3 per 100,000 among males versus 1.4 per 100,000 among females) in 2005. This difference in hepatitis B rates by sex is highest among adults over 35 years of age.

In addition to declines by age, racial disparities in hepatitis B incidence have narrowed. The reduction of the disparity between Asian/Pacific Islanders and other children is consistent with recent observations noting a decline in seroprevalence of HBV infection and successful implementation of routine hepatitis B vaccination among Asians who have recently immigrated to the United States. Rates of hepatitis B have been declining among all racial and ethnic groups, though rates remain highest among non-Hispanic blacks (2.9 per 100,000) in 2005.

The proportion of reported acute hepatitis B cases among MSM has increased from 4% of reported cases in 1990 to 15% of reported cases in 2005.123,25 Although the proportion of MSM reporting multiple sex partners has remained constant (about 50%) over this period, the proportion of heterosexuals reporting multiple sex partners has increased from 14% to 31%. The proportion of persons reporting injection drug use (IDU) as a risk factor for acute hepatitis B remained stable over this time period, accounting for approximately 15–18% of reported cases.25,100,112 Outbreaks among injection drug users continue to be reported.124 Among other U.S. reported cases of acute hepatitis B in 200 for which information on exposures during the incubation period was determined, receiving hemodialysis or a blood transfusion, both of which were previously major sources of infection, accounted for less than 0.5% of cases each.25 This is likely a result of the vaccination of dialysis patients, improvements in infection control, and the required screening of donated blood for markers of HBV infection. Similarly, the percentage of cases attributable to occupational exposure to blood is approximately 1%, following widespread hepatitis B vaccination of health-care workers.

**Prevention and Control**

The primary goal of hepatitis B prevention programs is reduction of chronic HBV infection and HBV-related chronic liver disease. A secondary goal is the prevention of acute hepatitis B. Hepatitis B
infection is the most effective prevention measure. In addition, HBV infection can be prevented by screening blood, plasma, organ, tissue, and semen donors; virus inactivation of plasma-derived products; adoption of infection control practices. Two products are available to prevent HBV infection, hepatitis B vaccine and hepatitis B immune globulin (HBIG). Hepatitis B vaccines are composed of HBsAg adsorbed to an aluminum hydroxide or aluminum phosphate adjuvant. Both plasma-derived and recombinant vaccines are available worldwide, although only recombinant vaccines are now used in the United States. HBIG is prepared from plasma containing high concentrations of anti-HBs. It provides short-term (i.e., 3–6 months) protection and is recommended in certain postexposure settings.

Hepatitis B vaccines are highly immunogenic, with seroconversion rates of at least 95% in healthy infants, children, adolescents, and adults. Seroprotection to HBV infection is defined as an anti-HBs response of 10 milli-International Units per milliliter (mIU/mL) or more 1–2 months after the vaccination series. There is long-term protection against hepatitis B after vaccination despite the loss of detectable levels of anti-HBs over time; booster doses are not recommended for persons with normal immune status. Due to the high immunogenicity of hepatitis B vaccines, postvaccination testing to detect anti-HBs is not indicated after routine vaccination, except for the following groups: (a) health-care workers at continued risk of needlestick or other percutaneous exposures, (b) immunocompromised persons at continued risk of HBV exposure (e.g., patients on long-term dialysis), (c) the sexual partner of a chronically infected person, and (d) infants who have received postexposure prophylaxis because they were born to an HBsAg-positive mother (both anti-HBs and HBsAg should be measured).

More than three decades of experience have shown that hepatitis B vaccination is a safe and cost-effective means to prevent HBV infection and its acute and chronic consequences. The effectiveness of routine infant hepatitis B immunization in significantly reducing or eliminating the prevalence of chronic HBV infection has been demonstrated in many countries. In general, studies conducted in high HBV-endemic areas have demonstrated declines in the prevalence of chronic HBV among children to less than 2% after introduction of the vaccine. The greatest impact has been achieved in countries that have achieved high vaccine coverage among infants, and where a birth dose of vaccine was administered. In Alaska, where high vaccine coverage among infants has been achieved, and all infants receive a birth dose of vaccine, HBV transmission among children has been eliminated.

Since 1992, the World Health Organization has called for all countries to add hepatitis B vaccine into their national childhood immunization services, and substantial progress has been made in implementing this recommendation. By early 2003, more than 150 countries worldwide had introduced the vaccine. In addition to routine infant vaccination, WHO recommends considering administration of a dose at birth to prevent perinatal HBV transmission, particularly in countries where a high proportion of chronic HBV infections is acquired perinatally (e.g., East and Southeast Asia, Pacific Islands). In the United States, a comprehensive immunization strategy has been recommended to prevent HBV-related chronic liver disease in all age groups, and to ultimately eliminate HBV transmission. Components of this strategy are: (a) prevention of perinatal HBV infection through routine screening of all pregnant women for HBsAg and appropriate immunoprophylaxis of infants born to HBsAg-positive women, (b) routine vaccination of infants, (c) routine vaccination of all adolescents who have not previously been vaccinated, and (d) vaccination of adults at high risk of infection, who have not been previously vaccinated.

To date, most of these components have been widely implemented. Hepatitis B vaccine has been successfully integrated into the childhood vaccine schedule, and infant vaccine coverage levels are now equivalent to those of other vaccines in the childhood schedule. As of 2003, more than 92% of 19- to 35-month-old children had been fully immunized with three doses of hepatitis B vaccine, and a survey of states found that more than 95% of children enrolled in kindergarten during the 2003–2004 school year were up-to-date with recommended hepatitis B vaccine. Part of this success can be attributed to the established infrastructure for vaccine delivery to children, which ensures high coverage levels. Because hepatitis B vaccine provides long-term protection against chronic HBV infection, these children will be protected as they move through adolescence and adulthood.

High HBsAg screening rates have also been achieved among pregnant women. Currently, every state and large metropolitan area receives federal funding to support perinatal hepatitis B prevention programs, and more than 95% of pregnant women are tested for HBsAg (CDC, unpublished data). However, only about 50% of expected births to HBsAg-positive women are identified for case management, which has been effective in ensuring high levels of initiation and completion of postexposure immunoprophylaxis (CDC, unpublished data). For women without prenatal care, the need for proper management, including HBsAg testing of the mother at the time of admission for delivery and administration of the first dose of hepatitis B vaccine to the infant within 12 hours of birth is underscored by the higher prevalence of HBsAg seropositivity in this group compared to women who are screened prenatally. However, studies have found that infants born to mothers with unknown HBsAg status at the time of delivery often undergo a birth dose. In addition, errors in maternal HBsAg testing and omissions in test reporting have resulted in failure to administer postexposure immunoprophylaxis to infants born to HBsAg-positive mothers.

The greatest remaining challenge for hepatitis B prevention in the United States is vaccination of high-risk adults. Despite longstanding recommendations for vaccination of persons who report a history of multiple sex partners, STD treatment, or male sexual activity with another male, vaccine is rarely offered in settings that provide health care to adults, including settings that provide services targeted specifically to high-risk adults (e.g., STD treatment clinics, HIV counseling and testing programs, drug treatment centers). As a result, many opportunities to vaccinate high-risk adults are missed. For example, approximately 60% of adults with acute hepatitis B report previously receiving care in a setting where vaccination is recommended, such as an STD clinic, drug treatment center, or correctional facility. Thus, efforts to vaccinate adults at increased risk for HBV infection need to be greatly expanded to accelerate elimination of HBV transmission.

Although hepatitis B vaccination programs have been highly successful, there remain a large number of persons with chronic HBV infection, most of whom were born either outside the United States, or before U.S. vaccination programs were implemented. These persons should be provided counseling about how to protect their liver from further harm and how to reduce the risk of transmission to others. In addition, persons with chronic HBV infection should be evaluated for chronic liver disease and possible treatment. Five therapeutic agents have been approved by the Food and Drug Administration (FDA) for treatment of chronic hepatitis B: alpha-interferon, pegylated interferon, lamivudine, entecavir, and adefovir. The aims of treatment are to achieve sustained suppression of HBV replication and remission of liver diseases. In general, less than half of patients treated achieve seroconversion from HBsAg-positive to HBsAg-negative. The most important predictor of response is high pretreatment ALT levels.
Chronic infection or hepatitis. Among patients with biopsy months after the onset of their acute infection, and no epidemiologic average of 67% (range 58–81%) develop chronic hepatitis with occur with or without evidence of chronic hepatitis. While the recipients of infectious blood transfusions, HCV RNA is detectable in liver and serum within 72 hours of inoculation, and in human hepatitis C can only be made with appropriate serologic testing. observed in hepatitis of other viral etiologies, and the diagnosis of The clinical illness in persons with acute hepatitis C is similar to that being used to further characterize the virus. However, infectious clones of HCV have been identified and are used to be further characterize the virus.156 HCV has not been propagated in cell culture except for what appear to be abortive replication cycles, and it has not been ascribed a physical structure because it has not been visualized by electron microscopy. Native proteins have not been purified from any sources. However, infectious clones of HCV have been identified and are being used to further characterize the virus.156 Clinical Illness, Pathogenesis, and Immune Response The spectrum of illness ranges from an asymptomatic infection to acute fulminant hepatitis (very rare). The incubation period for acute, symptomatic HCV infection (hepatitis C) following a known exposure (e.g., transfusion, needlestick) averages 6–7 weeks, with a range of 2–26 weeks. Most persons (60–80%) with newly acquired HCV infection are asymptomatic, and only 15–30% become jaundiced. The clinical illness in persons with acute hepatitis C is similar to that observed in hepatitis of other viral etiologies, and the diagnosis of hepatitis C can only be made with appropriate serologic testing. In the experimentally infected chimpanzee, HCV is detectable in liver and serum within 72 hours of inoculation, and in human recipients of infectious blood transfusions, HCV RNA is detectable 1–2 weeks after exposure. Anti-HCV is detectable in approximately 40% of infected persons 10 weeks after exposure, in 80% at 15 weeks, and in virtually all infected persons by 6 months following exposure. A striking feature of HCV infection is that a persistent infection develops in up to 65% of newly infected adults and children, and may occur with or without evidence of chronic hepatitis. While the majority of newly infected persons are asymptomatic, one small study has indicated that persons with symptomatic acute illness may be more likely to clear HCV infection spontaneously than persons with asymptomatic illness. Of persons with chronic HCV infection, an average of 67% (range 58–81%) develop chronic hepatitis with elevated liver enzymes (alanine aminotransferase [ALT]) within six months after the onset of their acute infection, and no epidemiologic features of patients appear to be predictive of the progression to chronic infection or hepatitis. Among patients with biopsy proven HCV-related chronic hepatitis, there is a wide spectrum of ALT patterns, ranging from persistent elevations to prolonged periods (12 months) of normal activity. This variable pattern of disease activity requires that patients with new HCV infection receive long-term follow-up to ascertain the extent of their disease. The progression or course of chronic liver disease associated with chronic HCV infection is not completely known, having been inferred from a limited number of prospective studies of patients beginning with their acute infection, and retrospective cross-sectional studies of persons with chronic HCV infection. In addition, studies that only examine disease outcome may underestimate the severity or progression of HCV infection, since persons with biopsy proven liver disease that is relatively severe (i.e., cirrhosis, chronic active hepatitis) may be asymptomatic for many years. Long-term studies (16–23 years) of cohorts of patients with transfusion acquired HCV infection have shown 3–5% die of HCV-related chronic liver disease, and up to 33% had evidence of cirrhosis. Among patients followed prospectively from the onset of acute hepatitis C acquired from a variety of sources, 26–68% had chronic active hepatitis and 3–26% had cirrhosis on liver biopsy within five years of the acute infection. However, among a cohort of women who became chronically infected from HCV-contaminated RhD immune globulin, approximately 55% had elevated alanine aminotransferase (ALT) levels (biochemical evidence of chronic hepatitis), 95% had minimal or chronic mild inflammation on biopsy, and only 2% had histologic evidence of cirrhosis after 17 years of follow-up; none had died. Thus, it is clear that most chronic HCV infections will lead to hepatitis and to some degree of fibrosis (scarring), which may be accompanied by relatively nonspecific symptoms such as fatigue. Severe complications and death usually occur only in persons who have developed cirrhosis.

Factors that have been associated with more rapid progression of HCV-related chronic liver disease include alcohol use, older age at infection, male gender, and immunodeficiency. Although persistently elevated ALT levels indicate ongoing liver damage, significant hepatic damage has also been documented in some asymptomatic chronically-infected persons with persistently normal ALT levels. Case-control studies have shown a 5–50-fold increased risk of HHC among anti-HCV positive persons, compared to anti-HCV negative persons. When cirrhosis is established (usually over 20–30 years with chronic disease), the rate of development of HCC may be 1–4% per year. HCV infection is also associated with extrahepatic diseases, including essential mixed (type II) cryoglobulinemia, membranoproliferative glomerulonephritis, and sporadic porphyria cutanea tarda. A number of other non-hepatic diseases have been attributed to HCV infection (e.g., autoimmune thyroiditis, lichen planus, idiopathic pulmonary fibrosis), but definitive associations have not been established.

The immunologic factors associated with the pathogenesis of persistent HCV infection and HCV-related chronic liver disease are not well known because of the lack of experimental systems such as cell culture, small animal models, or well-characterized transgenic mouse models of infection. What is known comes from the chimpanzee model of infection and studies in humans. The high rate of persistent infection in the face of antibodies produced to various viral epitopes suggests these are not neutralizing antibodies. Experiments in chimpanzees have shown that rechallenge with the same or different strains of HCV resulted in the reappearance of viremia, and early postexposure administration of HCV immune globulin did not prevent infection. In the chimpanzee model, high titer antibodies to recombinant capsid proteins (E2) appear to provide short-term protection against chronic infection with the homologous virus, but do not appear to provide long-term protection upon rechallenge. Although the presence of lymphocytes within the hepatic parenchyma may be evidence of immune-mediated damage, the role of cell-mediated immunity in virus clearance and liver injury has not been defined.

Diagnosis During the course of acute HCV infection, antibodies are produced to most viral proteins. However, antibody to no single antigen is associated with resolution of HCV infection. Antibodies to nonstructural and core proteins are used for diagnostic immunoassays and cannot differentiate an active from a resolved infection. HCV antigen has been detected in the liver of infected persons; and while circulating virus-associated antigens have been detected during the course of
infection, the immuno-assay used for detection has not yet been licensed. This has limited the detection of active HCV infection to the identification of HCV RNA by nucleic acid amplification methods such as the polymerase chain reaction (PCR).

Diagnostic tests for HCV infection include serologic assays for antibody to HCV and nucleic acid tests to detect HCV RNA. Currently licensed anti-HCV screening tests for use in the United States include two enzyme immunoassays (EIA, Abbott HCV EIA 2.0, ORTHO HCV Version 3.0 ELISA) and an enhanced chemiluminescence immunoassay (CIA, VITROS Anti-HCV assay). Both types of immunoassays use HCV-encoded recombinant antigens from the core and nonstructural regions, and are highly sensitive, identifying more than 95% of HCV infected persons. However, as with all immunoassays used for diagnostic or screening purposes, the predictive value of a positive test depends on the prevalence of the condition in the population being tested.

Although a true confirmatory test is not available for the immunoassays, since native HCV proteins have not been identified, a supplemental serologic assay (Recombinant Immunoblot Assay, RIBA, Ortho Diagnostic Systems) has been produced from synthetic HCV proteins. In addition, supplemental molecular nucleic acid tests (NATs) are approved for diagnostic qualitative detection of HCV RNA using reverse transcriptase PCR (RT-PCR) amplification or transcription-mediated amplification (TMA). These tests have a lower limit of detection of approximately 50 IU/mL (PCR) and from 5–10 IU/mL (TMA), and require that the serum or plasma be collected and handled in a special way. Other NATs for both qualitative and quantitative testing are available on a research-use basis.

In certain clinical settings, false-positive anti-HCV results are rare because the majority of persons being tested have evidence of liver disease, and the sensitivity and specificity of the screening assays are high. However, among immunocompetent populations with anti-HCV prevalences less than 10% (e.g., volunteer blood donors, active duty and retired military personnel, persons in the general population, health-care workers, clients attending sexually transmitted disease clinics), the proportion of false-positive anti-HCV results averages 35% (range: 15–60%). Because anti-HCV screening tests are performed in a variety of settings (e.g., hospitals, physician offices, health department clinics, HIV counseling sites), and clinical information is often missing, interpretation of anti-HCV screening-test-positive results can be problematic. To facilitate and improve the practice of reflex supplemental testing, which many laboratories were not providing, the recommended anti-HCV testing algorithm was expanded to include an option for more specific testing based on the signal to cutoff ratio of screening-test positive results that could be easily implemented (Fig. 12-8).

Figure 12-8. Hepatitis C virus (HCV) infection: testing for diagnosis. (Source: Centers for Disease Control and Prevention. Guidelines for laboratory testing and result reporting of antibody to hepatitis C virus. MMWR. 2003;52(No.RR-3):9.)
The diagnosis of recent HCV infection is limited by the lack of a sensitive and specific immunoassay, such as IgM anti-HCV. The diagnosis of recent infection can be made in rare instances where the patient has a documented anti-HCV seroconversion, with or without signs or symptoms of disease. Among patients with signs or symptoms of acute viral hepatitis, serologic tests must be obtained to rule out acute HAV (IgM anti-HAV) and acute HBV (IgM anti-HBc and HBsAg) infection, along with a test for anti-HCV. In addition, if the initial anti-HCV result is negative it should be repeated, since upwards of 20% of persons with acute hepatitis C are anti-HCV negative at the time of initial presentation.162,182 The course of acute hepatitis C is variable, although fluctuating elevations in serum ALT levels is a characteristic feature. After acute infection, 15–25% of persons appear to resolve their infection without sequelae, as defined by sustained absence of HCV RNA in serum and normalization of ALT levels (Fig. 12-9).111

Chronic HCV infection develops in most persons (75–85%), with persistent or fluctuating ALT elevations indicating active liver disease developing in 60–70% (Fig. 12-10). ALT can be normal in 30–40% of chronically infected persons; and even in those with ALT elevations, the pattern can be variable, with periods of normal ALT levels. Although detection of HCV RNA more than 6 months following initial infection is an indication of chronic infection, there can be periods where HCV RNA is undetectable in the blood, therefore a single HCV RNA negative test more than 6 months after infection is not sufficient to rule out chronic HCV infection.

Nucleic acid testing for HCV RNA is most useful to confirm the presence of viremia, and to assess treatment response.14 A qualitative NAT should also be used in patients with negative results on enzyme immunoassay in whom recent infection is suspected, in patients who have hepatitis with no other identifiable cause, and in persons with known reasons for false negative results on antibody-testing (e.g., immunosuppression).154,186 In addition, NAT of blood

### TABLE 12-6. RECOMMENDATIONS FOR REPORTING RESULTS OF TESTING FOR ANTIBODY TO HEPATITIS C VIRUS (ANTI-HCV) BY TYPE OF REFLEX SUPPLEMENTAL TESTING PERFORMED

<table>
<thead>
<tr>
<th>Anti-HCV Screening Test Results</th>
<th>Supplemental Test Results</th>
<th>Interpretation</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>Screening-test-negative*</td>
<td>Not applicable</td>
<td>Anti-HCV-negative</td>
<td>Not infected with HCV unless recent infection is suspected or other evidence exists to indicate HCV infection.</td>
</tr>
<tr>
<td>Screening-test-positive*</td>
<td>Not done</td>
<td>Anti-HCV-positive</td>
<td>Probable past or present HCV infection; supplemental testing not performed. Samples with high s/co ratios usually (≥95%) confirm positive, but &lt;5 of every 100 might represent false-positives; more specific testing can be requested, if indicated.</td>
</tr>
<tr>
<td>Screening-test-positive</td>
<td>Recombinant immunoblot</td>
<td>Anti-HCV-positive</td>
<td>Past or present HCV infection.</td>
</tr>
<tr>
<td>Screening-test-positive</td>
<td>RiBA-negative</td>
<td>Anti-HCV-negative</td>
<td>Not infected with HCV, unless recent infection suspected or other evidence for HCV infection.</td>
</tr>
<tr>
<td>Screening-test-positive</td>
<td>RiBA-indeterminate</td>
<td>Anti-HCV indeterminant</td>
<td>HCV antibody and infection status cannot be determined; another sample should be collected for repeat anti-HCV testing (&gt;1 month) or for HCV RNA testing.</td>
</tr>
<tr>
<td>Screening-test-positive</td>
<td>Nucleic acid test (NAT)-</td>
<td>Anti-HCV-positive</td>
<td>Active HCV infection.</td>
</tr>
<tr>
<td>Screening-test-positive</td>
<td>NAT-positive</td>
<td>HCV RNA-positive</td>
<td>Past or present HCV infection; single negative HCV RNA result does not rule out active infection.</td>
</tr>
<tr>
<td>Screening-test-positive</td>
<td>NAT-negative</td>
<td>Anti-HCV-negative</td>
<td>Not infected with HCV.</td>
</tr>
<tr>
<td>Screening-test-positive</td>
<td>RiBA-negative</td>
<td>HCV RNA-negative</td>
<td>Screening test anti-HCV result probably false-positive, which indicates no HCV infection.</td>
</tr>
<tr>
<td>Screening-test-positive</td>
<td>RiBA-indeterminate</td>
<td>HCV RNA-negative</td>
<td></td>
</tr>
</tbody>
</table>

*Screening immunoassay test results interpreted as negative or positive on the basis of criteria provided by the manufacturer.

Source: Centers for Disease Control and Prevention. Guidelines for laboratory testing and result reporting of antibody to hepatitis C virus. MMWR. 2003;52(No.RR-3):11.
Transfusion of blood or plasma-derived products and transplantation of solid organs from HCV-infection donors are highly effective routes for transmitting HCV infection. However, in most developed countries, screening of blood and organ donations has eliminated most transfusion and transplant-related HCV transmission. Prior to 1987, when heat inactivated clotting factor concentrates were widely introduced, most persons with hemophilia became infected with HCV and most older patients suffered from chronic liver disease. However, since the introduction of viral inactivation methods, the incidence of HCV infection has dropped dramatically in persons who require clotting factor infusions and anti-HCV screening of donors has diminished the risk of infection among persons who receive multiple blood transfusions. Immune globulin preparations, either for intramuscular injection or intravenous infusion, had not been associated with infection until an outbreak of HCV infection among recipients of intravenous immune globulin in the mid-1990s. This outbreak emphasized the need for viral inactivation of these products as well.

Nosocomial transmission of HCV infection due to poor infection control practices and aseptic techniques (including unsafe injections) is a common means of transmission in developing countries. Although rare in developed countries such as the United States, outbreaks of infections spread from patient-to-patient are being increasingly recognized. Occupational exposure to HCV-infected blood is also a risk factor for infection. Persons with direct percutaneous (e.g., needlestick) exposures from HCV-infected persons are at increased risk of infection, with an average seroconversion of 1.8% (range 0–7%).

Sexual transmission. Sexual transmission of HCV infection appears to be inefficient, occurring at a frequency lower than that observed for HBV and HIV infection. In studies done in North America and western Europe, the average anti-HCV positivity rate among spouses of persons with HCV infection who report no other risk factor for infection is 1.3%. While transmission appears to be low (<3%) in most studies of monogamous heterosexual partners and among non-drug using men who have sex with men, persons with multiple sexual partners and persons seen in STD clinics continue to have a somewhat increased risk of infection. Additionally, several studies have shown increased prevalence of HCV infection among persons reporting sex with an IDU or prior infection with another STD.

Perinatal transmission. Perinatal exposures account for a small proportion of HCV infections. Average risk for transmission from an HCV-infected mother to child is 6%, and transmission of infection appears to occur exclusively from mothers who are HCV RNA positive at the time of delivery. Maternal coinfection with HCV and HIV has been found to be consistently associated with an increased risk of HCV transmission to the fetus.

Worldwide Patterns of Transmission. HCV infection appears to be endemic in most parts of the world, with an estimated overall prevalence of 2.2%, or 130 million persons infected. However, there is considerable geographic and temporal variation in the incidence and prevalence of HCV infection, with three distinct transmission patterns identified based on age-specific seroprevalence data. In countries where infections are found to be concentrated among persons 40–59 years old, risk appears to have been greatest in the past 20–40 years and primarily affected young adults. The United States and Australia fit this pattern, with injection drug use the predominant risk factor for HCV infection. In countries with infections concentrated in older adults (e.g., Japan, Italy), risk was in the more distant past. In countries with infections observed in all age groups (e.g., Egypt), it appears that there is an ongoing high risk for acquiring HCV infections. In countries with the second and third patterns, unsafe injections and contaminated equipment used in healthcare–related procedures appear to have played, or be playing a major role in transmission.

In the United States and other developed countries, nosocomial transmission of infection appears to be infrequent, except in the hemodialysis setting where there continues to be a low rate of infection, along with occasional outbreaks. However, there have been several outbreaks of HCV infection in both inpatient and outpatient settings in recent years, and transmission has typically been associated with unsafe injection practices, or other breaks in infection control practices. In contrast, in countries without routine blood donor screening, or with poor infection control or injection practices, there appears to be a high rate of nosocomial HCV transmission that accounts for high rates of infection in the general population. In 2000, it has been estimated that contaminated injections caused two million HCV infections, accounting for 40% of new infections.

Epidemiology

Routes of Transmission. HCV is transmitted by percutaneous or mucosal exposure to infectious blood or blood-derived body fluids. The primary route of transmission is percutaneous exposure to blood. Other less efficient routes of transmission include perinatal or sexual contact. Transmission among family contacts is uncommon, but could occur from direct or apparent percutaneous or mucosal exposure to blood.

Percutaneous transmission. Injection drug use is a major source of HCV transmission in developed countries. Injection drug users (IDUs) acquire HCV infection by sharing contaminated needles and equipment, sometimes among groups of persons. Even persons who injected just once or twice in the past should be considered at high risk of infection, since HCV infection is acquired more rapidly among IDUs than either HBV or HIV infection. Transfusion of blood or plasma-derived products and transplantation of solid organs from HCV-infection donors are highly effective routes for transmitting HCV infection. However, in most developed countries, screening of blood and organ donations has eliminated most transfusion and transplant-related HCV transmission.

Prior to 1987, when heat inactivated clotting factor concentrates were widely introduced, most persons with hemophilia became infected with HCV and most older patients suffered from chronic liver disease. However, since the introduction of viral inactivation methods, the incidence of HCV infection has dropped dramatically in persons who require clotting factor infusions, and anti-HCV screening of donors has diminished the risk of infection among persons who receive multiple blood transfusions. Immune globulin preparations, either for intramuscular injection or intravenous infusion, had not been associated with infection until an outbreak of HCV infection among recipients of intravenous immune globulin in the mid-1990s. This outbreak emphasized the need for viral inactivation of these products as well.

Nosocomial transmission of HCV infection due to poor infection control practices and aseptic techniques (including unsafe injections) is a common means of transmission in developing countries. Although rare in developed countries such as the United States, outbreaks of infections spread from patient-to-patient are being increasingly recognized. Occupational exposure to HCV-infected blood is also a risk factor for infection. Persons with direct percutaneous (e.g., needlestick) exposures from HCV-infected persons are at increased risk of infection, with an average seroconversion of 1.8% (range 0–7%).

Sexual transmission. Sexual transmission of HCV infection appears to be inefficient, occurring at a frequency lower than that observed for HBV and HIV infection. In studies done in North America and western Europe, the average anti-HCV positivity rate among spouses of persons with HCV infection who report no other risk factor for infection is 1.3%. While transmission appears to be low (<3%) in most studies of monogamous heterosexual partners and among non-drug using men who have sex with men, persons with multiple sexual partners and persons seen in STD clinics continue to have a somewhat increased risk of infection. Additionally, several studies have shown increased prevalence of HCV infection among persons reporting sex with an IDU or prior infection with another STD.

Perinatal transmission. Perinatal exposures account for a small proportion of HCV infections. Average risk for transmission from an HCV-infected mother to child is 6%, and transmission of infection appears to occur exclusively from mothers who are HCV RNA positive at the time of delivery. Maternal coinfection with HCV and HIV has been found to be consistently associated with an increased risk of HCV transmission to the fetus.

Worldwide Patterns of Transmission. HCV infection appears to be endemic in most parts of the world, with an estimated overall prevalence of 2.2%, or 130 million persons infected. However, there is considerable geographic and temporal variation in the incidence and prevalence of HCV infection, with three distinct transmission patterns identified based on age-specific seroprevalence data. In countries where infections are found to be concentrated among persons 40–59 years old, risk appears to have been greatest in the past 20–40 years and primarily affected young adults. The United States and Australia fit this pattern, with injection drug use the predominant risk factor for HCV infection. In countries with infections concentrated in older adults (e.g., Japan, Italy), risk was in the more distant past. In countries with infections observed in all age groups (e.g., Egypt), it appears that there is an ongoing high risk for acquiring HCV infections. In countries with the second and third patterns, unsafe injections and contaminated equipment used in healthcare–related procedures appear to have played, or be playing a major role in transmission.

In the United States and other developed countries, nosocomial transmission of infection appears to be infrequent, except in the hemodialysis setting where there continues to be a low rate of infection, along with occasional outbreaks. However, there have been several outbreaks of HCV infection in both inpatient and outpatient settings in recent years, and transmission has typically been associated with unsafe injection practices, or other breaks in infection control practices. In contrast, in countries without routine blood donor screening, or with poor infection control or injection practices, there appears to be a high rate of nosocomial HCV transmission that accounts for high rates of infection in the general population. In 2000, it has been estimated that contaminated injections caused two million HCV infections, accounting for 40% of new infections.
Epidemiology in the United States. The prevalence of HCV infection as measured by anti-HCV positivity in the general U.S. civilian population is 1.6%, or an estimated 4.1 million persons, with 3.2 million estimated to have chronic infection. The majority of HCV infections in the United States are acquired through occupational and nosocomial transmission; and sexual exposures. Sexual exposures (HCV-positive partner, multiple partners), 4% with high-risk sexual exposures (HCV-positive partner, multiple partners), 4% with occupational exposures, and 1% with nosocomial and perinatal exposures.

Before 1990, transfusion accounted for an estimated 10% of infections. The risk of transfusion associated HCV infection in the United States has declined from an estimated 5% per transfused unit prior to 1970 to 1 in 2 million units by 2000. This change has occurred in a stepwise fashion beginning with the elimination of paid blood donors in the early 1970s, donor screening for human immunodeficiency virus (HIV) infection beginning in 1985, anti-HCV testing of donors beginning in 1990, and minipool nucleic acid testing beginning in 1995.

In the United States, persons with occupational exposure to blood have not been found to have an increased prevalence of HCV infection, compared to the general population.

The number of cases of acute hepatitis C has declined dramatically in the United States since 1989, largely due to a decrease in cases reported among IDUs; however, both incidence and prevalence of HCV infection remain high in this group. The prevalence of infection among IDUs is 30%–90%, depending on age and years of injecting, and IDU history accounts for 60% of all prevalent infections.

Prevention and Control
Currently, there is little evidence that a vaccine to prevent acute or chronic HCV infection will be available in the foreseeable future. A high degree of genetic diversity, a high mutation rate, and little evidence for the existence of a durable neutralizing antibody suggest that the development of effective pre- or postexposure prophylaxis may require innovative approaches. While high titer antibodies to recombinant envelope proteins have been shown to afford short-term protection to a homologous virus challenge in the chimpanzee model, there does not appear to be long-term protection. In addition, postexposure prophylaxis with specially prepared hepatitis C immune globulin has not been shown to protect against infection in the chimpanzee model of infection. Until an effective immunoprophylactic globulin has not been shown to protect against infection in the chimpanzee model of infection.181,182 The highest prevalence of HCV infection is in persons born from 1945 to 1965, who acquired infection during a period of high incidence of HCV infection from 1970 to 1990.206 Prevalence is higher in non-Hispanic blacks (3.0%) compared with non-Hispanic whites (1.5%), and higher among males (2.1%) than females (1.1%).

Several population-based studies have shown that 40–60% of persons with symptomatic chronic liver disease are infected with HCV, and HCV infection is the single most common reason for liver transplantations in the United States. HCV-related chronic liver disease is responsible for an estimated 8000–10,000 deaths each year.

Most HCV infections in the United States can be accounted for by risk factors identified by cohort studies and by case-control studies of acute disease. During 1995–2000, 68% of newly acquired infections were associated with IDU, 18% with high-risk sexual exposures (HCV-positive partner, multiple partners), 4% with occupational exposures, and 1% with nosocomial and perinatal exposures.

Before 1990, transfusion accounted for an estimated 10% of infections. The risk of transfusion associated HCV infection in the United States has declined from an estimated 5% per transfused unit prior to 1970 to 1 in 2 million units by 2000. This change has occurred in a stepwise fashion beginning with the elimination of paid blood donors in the early 1970s, donor screening for human immunodeficiency virus (HIV) infection beginning in 1985, anti-HCV testing of donors beginning in 1990, and minipool nucleic acid testing beginning in 1995.

In the United States, persons with occupational exposure to blood have not been found to have an increased prevalence of HCV infection, compared to the general population.

The number of cases of acute hepatitis C has declined dramatically in the United States since 1989, largely due to a decrease in cases reported among IDUs; however, both incidence and prevalence of HCV infection remain high in this group. The prevalence of infection among IDUs is 30%–90%, depending on age and years of injecting, and IDU history accounts for 60% of all prevalent infections.

Prevention and Control
Currently, there is little evidence that a vaccine to prevent acute or chronic HCV infection will be available in the foreseeable future. A high degree of genetic diversity, a high mutation rate, and little evidence for the existence of a durable neutralizing antibody suggest that the development of effective pre- or postexposure prophylaxis may require innovative approaches. While high titer antibodies to recombinant envelope proteins have been shown to afford short-term protection to a homologous virus challenge in the chimpanzee model, there does not appear to be long-term protection. In addition, postexposure prophylaxis with specially prepared hepatitis C immune globulin has not been shown to protect against infection in the chimpanzee model of infection. Until an effective immunoprophylactic globulin has not been shown to protect against infection in the chimpanzee model, either because of syringe sharing or indirect sharing of drug paraphernalia (e.g., cottons, cookers, water). These programs have been shown, however, to facilitate entry into drug treatment which may prevent transmission in persons who stop or reduce drug injection, and they can be used to provide hepatitis C prevention education and counseling.

Practices that exclude blood, plasma, organ, tissue, or semen donors determined to be at increased risk for HCV infection by history or who are anti-HCV or HCV RNA positive, as well as testing of donated blood and organs must be maintained to prevent HCV transmission from transfusions and transplants. Viral inactivation of clotting factor concentrates and other products derived from human plasma also must be continued, and all plasma-derived products that do not undergo viral inactivation should be HCV RNA negative by RT-PCR before release.

In all types of health-care settings, infection control practices need to be reviewed and improved to prevent nonsexual and endogenous transmission of HCV and other bloodborne pathogens. Infection practices should be reviewed to ensure that disposable injection equipment is not reused, and that reusable injection equipment is appropriately sterilized. Infection control practices in chronic hemodialysis centers should be updated according to current recommendations. In addition, to prevent contamination of multidose medication vials, they should be limited to a single patient, or restricted to a clean centralized preparation area.

Identification of HCV-infected persons is important so that they can receive counseling about how to protect their liver from further harm and how to reduce the risk of transmission to others. In addition, HCV-infected persons should be evaluated for chronic liver disease and possible treatment. Because most infected persons are asymptomatic, serologic testing of persons most likely to be infected with HCV is recommended. In the United States, routine testing is recommended for the following persons: (a) anyone who ever injected illegal drugs, (b) persons who received plasma-derived products known to transmit HCV infection that were not treated to inactivate viruses, (c) persons who have received blood products that might have been contaminated with HCV, including products prepared from blood that was either donated before the widespread use of second-generation EIA testing or came from a donor who later tested positive for HCV infection, (d) persons who have been on long-term hemodialysis, (e) health-care workers after needlesticks, sharps, or mucosal exposures to HCV-positive blood, (f) children born to HCV-positive women, and (g) persons with HIV infection. All persons with HCV infection should be considered infectious and should be counseled concerning available measures to prevent transmission of HCV infection to others. They should not donate blood, semen, body organs, or other tissues; cover cuts or skin lesions, and not share personal articles such as toothbrushes, razors, or other items that could be contaminated with blood. Although there are no recommendations for changes in sexual practices for persons with a steady sex partner, infected persons should be informed of the potential risk of sexual transmission so they can decide if they should take precautions. Persons with multiple sex partners should be advised to follow safer sex practices and use barriers to prevent contact with body fluids. Infected persons should also be provided information about ways to prevent further harm to their liver, including avoidance of alcohol, getting hepatitis A vaccination, and hepatitis B vaccination when appropriate. Infected individuals should also receive appropriate medical evaluation for chronic liver disease and possible antiviral treatment.

Treatment of hepatitis C has evolved rapidly since the discovery of HCV. Combination therapy with pegylated interferon and ribavirin is the treatment of choice for chronic hepatitis C. Over 50% of patients receiving combination therapy have a sustained virologic response (SVR), defined as normalization of liver enzymes, and a loss of HCV RNA 6 months or more after therapy. There are multiple
potentially serious side effects to treatment with both interferon and ribavirin, and careful pretreatment assessment and monitoring throughout therapy is essential. For HCV-infected patients for whom liver histology is available, treatment is generally recommended for those with significant fibrosis.227 Treatment decisions should be individualized based on the severity of liver disease, the potential of serious side effects, the likelihood of treatment response, and the presence of comorbid conditions. Genotype 1, present in most infected persons in the United States, is more resistant to therapy, with lower rates of SVR (around 50% with 48 weeks of treatment) than genotypes 2 or 3 (over 70% with 24 weeks of treatment)226. In addition, pretreatment viral load can help determine response to treatment. Recent studies indicate that treatment early in the course of established chronic infection may be more likely to result in SVR.165,221

**Delta Hepatitis**

**Etiologic Agent**

The hepatitis delta virus (HDV) is a 1.7kb RNA virus particle containing a circular, single-stranded RNA genome. HDV encodes a single protein, the delta antigen, which is encapsulated with HBsAg, encoded by the hepatitis B virus (HBV).222,223 HDV is classified as a satellite virus or subviral agent because it requires HBsAg as a surface protein to replicate.223,224

**Clinical Illness, Pathogenesis, and Immune Response**

Because HBV must be present for transmission of HDV, HDV infection comes in two forms, an acute coinfection that occurs with HBV, and superinfection of a person with chronic HBV infection.7,227 Coinfection in a person susceptible to HBV infection follows exposure to an inoculum containing both HBV and HDV. The incubation period is similar to HBV infection (6 weeks to 6 months), and infection produces a biphasic illness in 15–20% of cases—something not observed in most other forms of viral hepatitis. The first peak of liver enzymes is related to appearance of HBV antigens in the liver, while the second is related to appearance of HDV antigens.228 HDV replication is limited by the resolution of HBV infection, with chronic HDV infection occurring only when the patient acquires a chronic HBV infection. Following acute HBV-HDV coinfection, approximately 2% of individuals will become chronically infected, compared with 2–6% of adults after infection with HBV alone.

HDV superinfection may appear within 2–8 weeks after exposure of a person with chronic HBV infection to an HDV inoculum.224,225 Acute HDV infection may partially suppress HBV replication and occasionally allows a patient to eliminate a chronic HBV infection. However, the majority (up to 90%) of persons with chronic HBV followed by HDV superinfection have chronic hepatitis and persistent infection with both viruses. Chronic HDV infection can be asymptomatic, manifest as chronic active hepatitis, or progress rapidly to cirrhosis and death due to liver failure.226

The spectrum of clinical disease in acute HDV coinfection or superinfection, as with other viral hepatitis infections, varies from no illness to fulminant hepatitis. In general, HDV infection augments the severity of both acute and chronic HBV infection, with 50–70% of acute infections (coinfection or superinfection) resulting in an episode of clinical hepatitis with jaundice, compared to 30% of HBV infections. The risk of fulminant hepatitis is higher than with HBV infection alone, and may reach 10% for clinically apparent HBV-HDV coinfections and 30% in HDV superinfections.223,226 HDV infection has been found in 30–50% of HBsAg-positive chronic hepatitis cases.227

The rate at which cirrhosis develops once chronic HDV infection is established appears to be greater than with HBV infection alone. However, persons with cirrhosis may remain clinically stable for several years. Although there is a well-documented association between chronic HBV infection and development of HCC, none has been documented with chronic HDV infection.

During coinfection, serologic markers of acute HBV infection are accompanied by detectable hepatitis D antigen (HD-Ag) and antibodies to HDV (IgG or IgM anti-HDV). HD-Ag is usually present during the early part of the acute illness, while IgM anti-HDV appears within days to weeks after onset of symptoms.228 The antibody response to HDV is not strong and accurate diagnosis is best accomplished during the acute illness or early convalescence. In acute superinfection, serologic markers of chronic HBV infection are present, HD-Ag may be present early in the illness, and IgG and IgM anti-HDV appear rapidly. In fulminant hepatitis, serum markers of HDV infection may be negative in spite of detectable HD-Ag in the liver. In chronic HDV hepatitis, HBsAg is present along with IgM anti-HDV and HD-Ag in the liver.

**Diagnosis**

Both IgM and IgG antibodies develop during the course of HDV infection. However, the only serologic tests commercially available in the United States detect total antibody (IgG and IgM) to HDV and may result in under-diagnosis of HDV infection. Tests for HD-Ag in serum are generally available only in research laboratories, and can detect HD-Ag during the acute phase of the illness. However, tests for HD-Ag have modest sensitivity because they require the detergent treatment of the specimen to disrupt the HBsAg coat of the virus particle. Immunoperoxidase and immunofluorescence assays for HD-Ag in liver are more sensitive and can be used to verify infection in liver biopsies from cases of chronic hepatitis. Assays to detect HDV–RNA are also generally available in research laboratories; hybridization assays for HDV–RNA in serum have proven more sensitive than assays for HD-Ag and appear useful in determining the potential infectivity of persons with chronic HDV infection.221 HDV RNA detection by PCR has been shown to be positive in 93% of patients with HBV-HDV coinfection, and in 100% of patients with HBV superinfection. The diagnosis of acute HBV-HDV coinfection is made by the presence of serologic markers of acute HBV infection (IgM anti-HBc and HBsAg) and either serum HD-Ag or anti-HDV (total and/or IgM), although the anti-HDV response is often weak and may be delayed by several months. Therefore, testing of acute and convalescent sera may be required to diagnose acute HDV infection. Acute HDV superinfection is diagnosed by the presence of either HD-Ag or anti-HDV (total and/or IgM) in a patient with acute hepatitis and serologic evidence of chronic HBV infection (HBsAg positive and IgM anti-HBc negative). However, in cases of fulminant HDV hepatitis, serologic markers of HDV infection may be negative, but HD-Ag should be present in liver tissue.

Patients with chronic HDV infection have serologic evidence of chronic HBV infection (HBsAg positive and IgM anti-HBc negative) and HDV infection (total anti-HDV positive or HDV RNA positive).

**Epidemiology**

**Routes of Transmission.** The epidemiology of HDV infection parallels that of HBV infection. The highest concentrations of HDV are found in the blood of persons with acute or chronic infection, and HDV is presumed to be present in serum-derived body fluids such as wound exudates. However, its presence in other body fluids has not been confirmed. Transmission of HDV, like HBV, occurs by percutaneous or mucous membrane exposure to blood or body fluids either directly, indirectly, or by sexual contact. Perinatal transmission from mother to infant can occur, but is of minimal public health importance. Like HBV, casual contact does not result in virus transmission, but HBsAg-positive non-sexual household contacts of persons with chronic HDV infection are at significant risk of superinfection over long periods of time.

Among persons with chronic HBV infection in certain risk groups, (e.g., injection drug users, hemophiliacs) there is a high prevalence (30–50%) of HDV infection. However, the prevalence of HDV infection is much lower among persons with chronic HBV infection in other risk groups such as homosexual men (5%), persons with multiple heterosexual partners, and household contacts of persons with chronic HBV infection.227 These data suggest that HDV is transmitted less efficiently by sexual contact than by blood exposure.

Outbreaks of HDV infection have been recognized among IDUs and in certain populations with a high endemicity of HBV infection.
Outbreaks among IDUs usually involve coinfection with HBV and HDV, may cause high mortality due to fulminant hepatitis, and result in secondary transmission to sexual contacts.228,229 Worldwide Patterns of Transmission. The highest prevalences of HDV infection are found in the Amazon basin, parts of Africa, and Romania, where 20% of persons with chronic HBV infection and up to 90% of patients with HBV-related chronic liver disease have HDV infection. In other areas of intermediate and high HBV endemicity (e.g., southern Italy, parts of Eastern Europe, the Middle East, Africa, some Pacific Island group, the Central Asian Republics of the former Soviet Union), HDV prevalence tends to be high infecting 15% of persons with chronic HBV infection and 30–50% of patients with HBV-related chronic liver disease. HDV has been identified as the cause of an endemic form of fulminant hepatitis in northern Columbia that has been recognized since the 1930s and is the cause of Labrea hepatitis which is endemic in the Amazon basin.230 Curiously, the prevalence of HDV infection is low in eastern and southeastern Asia despite the high endemicity of chronic HBV infection in this region.231 The age-specific risk of HDV infection closely parallels that of HBV infection with several notable exceptions. In areas with a low endemicity of HBV infection such as the United States or western Europe, the prevalence of HDV infection among persons with chronic HBV infection is low (0–5%), but reaches 10–25% among persons with HBV-related chronic liver disease. Outbreaks of HDV superinfection in populations with a high endemicity of chronic HBV infection have been recognized in Brazil, Venezuela, Columbia, and the Central African Republic.23,232 These epidemics characteristically affect children and young adults, cause high mortality among persons with acute disease, and produce high rates of chronic liver disease. Transmission occurs primarily via open skin wounds and sores and through sexual contact. Risk is highest for those persons with chronic HBV infection who live with an index case and accounts for familial clustering of cases of fulminant hepatitis observed in these regions. Epidemiology in the United States. In the United States, HDV infection is found in about 5% of acute hepatitis B cases and in up to 25% of cases of fulminant hepatitis B.233

Prevention and Control
Prevention of HDV infection is dependent on the prevention of HBV infection. Vaccination to prevent acute and chronic HBV infection is the best protective measure against HDV coinfection. Routine vaccination of infants and catch-up vaccination of older children in areas with previous outbreaks of delta hepatitis have eliminated the transmission of both HBV and HDV infection. However, persons with chronic HBV infection continue to remain at risk of HDV superinfection. General measures which include attention to sterilization and safe injection practices to prevent nosocomial transmission and screening of blood and blood products for HBsAg are effective in preventing both HBV and HDV infection. Otherwise no specific prevention measures can be offered for persons at risk of superinfection other than counseling to avoid contaminated needles and occupational or sexual exposure to HBV-HDV infected persons. The medical treatment of chronic HBV-HDV infected persons with chronic liver disease is currently limited to monotherapy with interferon. Treatment with high doses of alpha interferon for at least 12 months has been shown to significantly reduce disease severity in most patients.22,23,24 Sustained biochemical and virologic responses to therapy were usually accompanied by the clearance of serum HBsAg and seroconversion to anti-HBs, with decrease in hepatic injury and HDV-Ag staining.

HEPATITIS E

Etiologic Agent
The development of specific serologic tests for acute HAV infection resulted in the retrospective determination that large outbreaks of hepatitis in developing countries with a fecal-oral mode of transmission were not hepatitis A.236 Laboratory investigations identified this new virus, hepatitis E virus (HEV) in the feces of experimentally infected cynomolgus macaques.237 HEV is a 32–34 nm icosahedral, nonenveloped single-stranded RNA virus that has been cloned and fully sequenced.12,238,239 The genome has approximately 7.2 kilobases with three open reading frames. Although there is a modest degree of genetic variability between isolates from various geographic regions, there appears to be serologic cross-reactivity among isolates. Although the physical structure of HEV resembles that of caliciviruses, the genomic organization is substantially different from other caliciviruses, and HEV has been reclassified to an unassigned genus of “hepatitis-E-like viruses.”239

Clinical Illness, Pathogenesis, and Immune Response
The incubation period of hepatitis E is longer than that of hepatitis A, ranging from 15 days to 60 days, with an average of 40 days. A prodromal phase lasting 1–10 days has been described followed by nausea (40–85%), dark urine (92–100%), abdominal pain (41–87%), vomiting (50%), pruritus (13–55%), joint pain (28–81%), rash (3%), and diarrhea (3%). Fever and hepatomegaly have been present in over 50% of patients.237 Clinical signs and symptoms or liver function tests cannot differentiate hepatitis E from other types of hepatitis. A human volunteer study showed that transmission of HEV could occur via the enteral route in a person immune to HAV infection.230 In the human volunteer study and the nonhuman primate model of infection, the relationship of virus excretion in feces to liver enzyme elevations was similar to that observed in hepatitis A; the peak of shedding occurred prior to the onset of illness.230,233 Histopathologic examination of liver biopsies from non-fulminant cases of hepatitis E have shown a cholestatic form of hepatitis with gland-like transformation and a preserved lobular structure. Liver cell necrosis has varied from single cell degeneration to bridging necrosis.242 The ratio of clinical to subclinical infection has not been determined, but it appears that children may have a lower rate of symptomatic infection.237 A high case-fatality rate among pregnant women, especially those in the second or third trimester, has been a consistent feature of hepatitis E and has ranged from 5–25%.14,237 A high perinatal death rate among infants of mothers with fulminant hepatitis has also been observed. Most persons with hepatitis E have a self-limited disease and follow-up studies of persons with hepatitis E indicate that chronic liver disease is not an outcome.

Diagnosis
Immunoassays to detect antibody to HEV (anti-HEV) are available worldwide, but no serologic tests are licensed in the United States, although enzyme immunoassays are available on a research basis in some commercial laboratories.14,237 All assays are constructed from synthetic HEV antigens derived from ORF 2 epitopes, and some include ORF 3 epitopes. In the United States, the very low rate of HEV infection does not warrant HEV serologic testing of every person with acute hepatitis. However, those patients remaining after exclusion of acute hepatitis A, hepatitis B, and hepatitis C should be tested for hepatitis E.

Immunoassays to detect HEV in stool specimens are not available. However, HEV RNA can be detected in feces or serum after nucleic acid amplification by PCR, and HEV antigen can be visualized in liver biopsies.243

Epidemiology
Routes of Transmission. HEV is primarily transmitted by the fecal-oral route. In endemic areas, the primary source of infection is fecally contaminated drinking water, although foodborne transmission has been suggested but not proven.237,238,239 Person-to-person transmission is rare and secondary attack rates in households are low, ranging from 0.7% to 2.2%, which is in contrast to the approximately 30% household secondary attack rate observed for hepatitis A. Person-to-person transmission occurs primarily via open skin wounds and sores and through sexual contact. Risk is highest for those persons with chronic HBV infection who live with an index case and accounts for familial clustering of cases of fulminant hepatitis observed in these regions.
nosocomial transmission has been reported in endemic areas, but bloodborne transmission from the viremic stage of infection has not been documented. In the United States and other non-endemic areas where outbreaks of disease due to HEV have not been documented, travel to endemic areas is the primary source of acute cases of hepatitis E.246

The reservoir for HEV is unknown. While fecally contaminated water is the source of most infections, the source of the HEV contamination is not known. The stability of HEV is not known, but it is unlikely that persistence in the environment is the major reservoir of infection, especially since epidemics occur following intervals of little or no disease activity. While serial transmission among susceptible individuals could sustain HEV in a population and result in periodic outbreaks, the low rate of infection among children tends not to support this model for persistence. Another possibility is that HEV infection is primarily zoonotic with humans being an end or inadvertent target. Experimental infection has been reported in pigs and sheep and a high prevalence of anti-HEV has been detected among domestic animals (i.e., pigs, cattle, sheep) from endemic areas.296–298 Recently, HEV was isolated from domestic pigs, as well as rats in the United States.299–301

Worldwide Patterns of Transmission. Epidemics of hepatitis E have been reported worldwide and hepatitis E is endemic in many parts of the world, almost always whereHAV infection is also highly endemic. Disease identification requires a high index of suspicion, but several epidemiologic features distinguish hepatitis E from hepatitis A, and include a high attack rate among adults and an unusually high case-fatality rate among pregnant women.14,255 Although asymptomatic infections occur among children, seroprevalence studies in high endemic areas have not identified high rates of infection in this age group, which is in contrast to HAV infection where approximately 90% of children less than 15 years of age have been infected.

Epidemiology in the United States. Cases of hepatitis E are rarely reported in the United States, and most reported cases have occurred among travelers to endemic regions. However, several cases of hepatitis E among U.S. residents who did not travel to endemic areas have been reported; the HEV strains isolated from these patients were genetically similar to the strain isolated from domestic swine.295,296,301

Prevention and Control
The most important means to prevent hepatitis E is protection of water systems from contamination with fecal material. Epidemiologic evidence indicates that boiling water will interrupt HEV transmission. Data concerning the inactivation of HEV by chlorination of water are not available. Travelers to areas endemic for HEV infection should be advised to avoid potentially contaminated water or food. They also should be advised to avoid drinking beverages (with or without ice) of unknown purity, eating uncooked shellfish, and eating uncooked fruits or vegetables that are not peeled or prepared by the traveler personally.

Although no products are currently available to prevent infection with HEV, prevention of hepatitis E by immunization may be possible. Studies of postexposure immunization using immune globulin prepared from plasma collected in endemic areas has generally not had a protective effect.291,292 However, cynomolgus macaques given preexposure immunization with immune globulin prepared from previously infected animals were protected from symptomatic infection.293–295 Prototype hepatitis E vaccines have been developed that have been shown to be highly immunogenic and to protect nonhuman primates from hepatitis E caused by heterologous and homologous viral challenge. In preliminary studies, a hepatitis E vaccine candidate was found to be safe and immunogenic in humans, and efficacy studies using this vaccine are being conducted.296

Non-A to E Hepatitis
Patients with acute viral hepatitis in whom recognized viral and non-viral causes have been excluded are considered to have non-A–E hepatitis. Recently, several new viruses were isolated during an attempt to find the etiology of non-A–E hepatitis. These have been shown to be new flaviviruses that have been termed GB viruses (GBV) A, B, and C.296,297 A virus essentially identical to GBV-C, the only one of the GB viruses associated with human infection, was isolated from patients with non-A–E hepatitis and has been called hepatitis G virus (HGV). GBV-C/HGV has been shown to produce a persistent infection in a high proportion of persons with or without acute hepatitis or hepatitis-related chronic liver disease.228,229 Thus, it does not appear that GBV-C/HGV is a hepatotropic virus associated with liver disease.

More recently, a heterogeneous family of bloodborne DNA viruses designated transfusion-transmitted viruses (TTV) have been identified. Viruses in this family, including the group of SEN viruses (SENV), appear to be prevalent among blood donors as well as groups at increased risk of infection with bloodborne pathogens, such as injection drug users. Their role, if any, as hepatitis agents is unclear.231,232

Aseptic Meningitis
Jeffery L. Meier

Aseptic meningitis is a syndrome characterized by acute onset of meningeal symptoms, fever, and cerebrospinal fluid (CSF) pleocytosis, with absence of bacteria and fungi on standard microbiologic stains and cultures.12 It is caused by an inflammation of the meningeal tissues covering the brain and spinal cord that results from multiple etiologies (infectious and noninfectious), most frequently viruses.

Epidemiology and Clinical Illness
Acute aseptic meningitis occurs sporadically and in outbreaks, but is not a nationwide notifiable disease in the United States. The incidence rate of aseptic meningitis during 1950–1981 was approximately 11 per 100,000 person-years, based on a large retrospective study of cases in Olmsted County, Minnesota.4 Reports of aseptic meningitis outbreaks in the United States are not uncommon and echoviruses have been linked to several recent outbreaks.4,6 Aseptic meningitis typically produces symptoms of fever, headache, nausea, photophobia, and stiff neck, as a consequence of the meningeal inflammation. In young children, the meningitis often presents as fever and irritability. During 1988–1999, viral meningitis resulted in an estimated average of 36,000 hospitalizations per year in the United States for an annual average of 175,000 hospital days.7 Fortunately, the illness is usually self-limiting and seldom results in death.329 In cases of viral aseptic meningitis, symptoms of fatigue and headaches may sometimes linger for many days, particularly in adults.
**Enteroviruses**

Enteroviruses are non-enveloped RNA viruses, 14, 25 Stomach acid and various disinfectants (e.g., 5% Lysol, 70% alcohol, and 1% quaternary ammonium compounds, and some detergents) do not fully render them noninfectious.10, 24 They are destroyed by autoclavation and variably inactivated by chlorine and drying. Most types of non-polio enteroviruses can be grown in cell culture systems, whereas certain types of coxsackie A viruses require inoculation into suckling mice for viral growth. Culture of clinical specimens permits laboratory diagnosis of presumptive enteroviral infection when a characteristic viral cytopathic effect is observed in the appropriate cell lines. The diagnosis is confirmed by a method of enterovirus-specific detection using an antibody broadly reactive to a conserved enteroviral epitope.10, 24

**Immunity to enteroviruses** is type-specific, resulting from development of antibodies with specificity only against the infecting enterovirus type. Natural infections generate lifelong immunity and are usually self-limiting. Infection may actively persist in persons unable to produce functional antibodies because of abnormal or missing B lymphocytes. While T lymphocytes add little to the control of enteroviral infection, they are thought to contribute importantly to pathogenesis of the disease.

**Etiologic agents and Immunity**

Enteroviruses are non-enveloped RNA viruses. 14, 25 Stomach acid and various disinfectants (e.g., 5% Lysol, 70% alcohol, and 1% quaternary ammonium compounds, and some detergents) do not fully render them noninfectious.10, 24 They are destroyed by autoclavation and variably inactivated by chlorine and drying. Most types of non-polio enteroviruses can be grown in cell culture systems, whereas certain types of coxsackie A viruses require inoculation into suckling mice for viral growth. Culture of clinical specimens permits laboratory diagnosis of presumptive enteroviral infection when a characteristic viral cytopathic effect is observed in the appropriate cell lines. The diagnosis is confirmed by a method of enterovirus-specific detection using an antibody broadly reactive to a conserved enteroviral epitope.10, 24

**Immunity to enteroviruses** is type-specific, resulting from development of antibodies with specificity only against the infecting enterovirus type. Natural infections generate lifelong immunity and are usually self-limiting. Infection may actively persist in persons unable to produce functional antibodies because of abnormal or missing B lymphocytes. While T lymphocytes add little to the control of enteroviral infection, they are thought to contribute importantly to pathogenesis of the disease.
Epstein-Barr Virus and Infectious Mononucleosis

Jeffrey L. Meier

Epstein-Barr Virus (EBV) is a member of the Herpesviridae family that causes a lifelong infection in humans, its only natural host. Newly acquired EBV infections of infants and children usually go unnoticed, whereas such infections of adolescents and adults commonly result in acute infectious mononucleosis. The vast majority of enterovirus infections do not cause symptoms.9,10 When symptoms occur, they commonly present as a nonspecific febrile illness, occasionally accompanied by cold-like symptoms, that last for a few days. However, the enteroviruses are also well recognized for producing distinct diseases, which include aseptic meningitis, encephalitis, paralysis, exanthems (e.g., rubelliform, roseoliform, herpetiform, or petechial rashes), hand-foot-and-mouth disease, herpangina, pleurodynia, hemorrhagic conjunctivitis, and myocarditis. While each of the diseases may be caused by multiple enteroviral types, certain clinical syndromes are commonly associated with certain virus types. Examples of such associations include hand-foot-and-mouth disease and coxsackievirus A16, encephalitis and enterovirus 71, and acute hemorrhagic conjunctivitis and enterovirus 70 or coxsackievirus A24. Pleurodynia, acute hemorrhagic conjunctivitis, and myocarditis develop more often in adolescents and young adults, whereas the other clinical syndromes occur more frequently in children.

Young infants are prone to enteroviral infection and its complications, though most infections are asymptomatic.20-23 Neonatal sepsis is a life-threatening complication of this infection that often adversely involves brain, heart, liver, and lung; echoviruses are usually the cause. Most neonatal infections are acquired through vertical transmission during the perinatal period. Infected mothers and health-care workers are infrequently the sources of enterovirus outbreaks in neonatal nurseries, where viral spread has been inadvertently facilitated by hands of personnel in direct contact with an infected neonate.

Diagnosis

The definitive diagnosis of enteroviral infection generally requires the detection of the virus in cerebrospinal fluid (CSF), throat washings, or feces.10,20,24 Although most enterovirus types can be recovered by standard cell culture methods, viral culture is substantially less sensitive for viral detection compared to PCR-based methods. PCR testing for a conserved segment of the viral RNA genome shared by nearly all of the enterovirus types permits rapid and accurate detection of these viruses in a variety of clinical specimens. PCR-based molecular typing of the viruses from clinical samples or after viral isolation has become a valuable epidemiological tool, adding to information gleaned from the classical methods of serotyping.12,25-30 While PCR of stool specimens obtained from adults with enteroviral meningitis is suggested to have the highest clinical sensitivity, these results can provide only a presumptive diagnosis unless causation is established by detection of the virus in the CSF.31 Serological testing is not clinically useful for making the diagnosis of enteroviral infections.10,20,24

Treatment and Prevention

The management of enteroviral infections is supportive.7,24 Neither antiviral drugs nor vaccines are currently available. Passive immunization is only considered in exceptional circumstances, such as in a virulent nursery outbreak or in susceptible persons with profound B-cell immunodeficiency. In the hospital setting, practice of standard precautions, hand washing, and appropriate disposal of infected secretions and feces are usually sufficient to prevent transmission. More rigorous precautions are applied to infected infants and young children who are in diapers or incontinent.32 These children should be isolated in a private room or together, and persons in direct contact with them should wear gloves and gowns.

The Agent and Its Pathogenesis

EBV is an enveloped virus that contains double-stranded DNA.1 The virus infects B lymphocytes (B cells) via a specific interaction with the cell surface receptor CD21, which normally binds to the C3d component of complement. Naso- and oropharyngeal epithelial cells are also sites of viral infection.23 Production of viral progeny requires the sequential expression of viral immediate-early, early, and late genes. The early antigen (EA) and viral capsid antigen (VCA), expressed from viral early and late gene groups respectively, elicit the immune system to produce antibodies, the key serological markers of EBV infection. The initial phosphorylation of acyclovir-like...
EBV is shed into saliva, and close oral contact with the saliva can transmit infection. Primary infection is thought to begin in mucosal epithelial cells and spread to B cells in closely associated lymphoid tissues. EBV establishes latency in the B cells, and its genome persists in the form of circular extrachromosomal DNA. The growth promoting program of EBV latency, one of four latent viral gene expression programs, drives B-cell proliferation to generalize the infection. The latent viral genome replicates in concert with the cell cycle and is passed on to dividing B cells, in a manner not inhibited by acyclovir or related drugs. EBV-specific cellular immune responses develop and are vital for controlling the EBV-induced B-cell proliferation. Neutralizing antibodies also develop to limit the spread of cell-free virus. In lymphoid tissues, as the EBV-infected B cells engage in the germinal-center reaction, the same growth promoting viral latency program induces infected cells to differentiate into long-lived resting memory B cells. In the EBV-infected germinal center and peripheral blood memory B cells, a switch to other EBV latency programs takes place and partly functions to tightly restrict viral gene expression to help evade immune responses. Inevitably, EBV persists latent in a small population (one in 10^7 to 10^10) of memory B cells in all healthy viral carriers. The repertoire of antibodies that develop against latency-associated Epstein-Barr nuclear antigens (EBNA) does not eliminate the virus, but are of value in serological testing for EBV infection. EBV reactivates to produce infectious virus in pharyngeal lymphoid tissues after the latent infected memory B cells are induced to differentiate into plasma cells. Neighboring epithelium may then be reseeded and shed virus into saliva, which occurs even in long-term viral carriers. Acute infectious mononucleosis is an immunopathologic response to primary EBV infection. Its clinical manifestations result from release of proinflammatory cytokines and vigorous expansion of the activated T-cell population, which produces atypical lymphocytes in blood and hyperplasia of lymphoid tissues. In blood, between 25% and 50% of the expanded CD8+ T-cell population is directed against defined EBV lytic cycle peptides. Delays in homing of EBV-specific CD8+ T cells to pharyngeal lymphoid tissues might explain why viral shedding in saliva remains high for several months. Only about 0.1–1% of circulating B cells contain EBV, regardless of whether illness occurs. Heterophile antibodies, the serological hallmark of infectious mononucleosis, are polyclonal antibodies made by infected B cells. These antibodies do not bind to EBV-specific antigens and their titers do not correlate with severity of illness. Heterophile antibodies characteristically agglutinate sheep and horse red blood cells, lyse beef red blood cells, and fail to bind to guinea pig kidney cells. Nonkeratinizing nasopharyngeal carcinomas and African Burkitt's lymphomas usually contain clonal copies of the latent EBV episome displaying restricted gene expression. The malignant characteristics of these cells are mostly conferred by chromosomal abnormalities in the host's cell. In Burkitt's lymphoma, for example, there is chromosomal translocation leading to dysregulation of the cellular oncogene c-myc. EBV's role in promoting these kinds of malignancies is unclear.

**Epidemiology**

EBV is spread by close oral contact with infectious saliva. Although the virus has also been detected in genital secretions, the epidemiologic association of EBV infection with sexual intercourse might be a result of EBV transmission through deep kissing. Blood products or donor tissues containing latent EBV can occasionally be the source of transmission. Persons with acute infectious mononucleosis continuously shed high concentrations of EBV into saliva for many months, despite resuming normal levels of activity. However, secondary spread of EBV to susceptible household contacts is infrequent. Susceptible roommates of college students with infectious mononucleosis acquire EBV no more frequently than other students. Infectious EBV is also shed intermittently into saliva of healthy viral carriers; and the viral shedding increases in persons with underlying malignancy or cellular immune deficiency. EBV has not been cultured from fomites, reflecting its instability in the ambient environment.

Serological surveys conducted nearly worldwide have shown that EBV is ubiquitous. Almost 95% of all persons, regardless of gender, acquire EBV infection by the end of their third decade of life. Persons living in resource-limited countries or in low socioeconomic conditions where personal hygiene is often substandard usually acquire EBV in childhood. For example, EBV seroprevalence among children five years or younger was found to exceed 95% in Africa and China, 80% in the Amazon Basin, and 90% on the Aleutian Islands. In persons living in developed countries or among an affluent population, EBV infection is more likely to be delayed until adolescence or early adulthood, when sexual intimacy becomes a greater factor in EBV transmission. A published report from 1971 of a prospective serologic study of college freshmen at Yale University found antibodies to EBV in only half of the students at the time of enrollment, but 15% of susceptible students acquired infection within nine months. In another study from this era, 65.5% of cadets entering the United States Military Academy were EBV seropositive; the annual seroconversion rates among susceptible cadets during the ensuing four years were 12.4%, 24.4%, 15.1%, and 30.8%. In 1999 and 2000, 2,006 university students volunteered for a study of EBV infection: 75% were EBV seropositive on entry into Edinburgh University, United Kingdom; of the 510 EBV seronegative students, 46% experienced seroconversion for EBV in 3 years and 25% of these seroconversions resulted in infectious mononucleosis.

Infectious mononucleosis results from a primary EBV infection, following a 30- to 50-day incubation period. It occurs most often in adolescents and young adults with ages ranging from 15 to 25 years. This is because infants and children usually do not exhibit an illness telling of primary EBV infection and most older adults are no longer susceptible to EBV, although they retain the ability to develop the illness. Accordingly, the incidence of infectious mononucleosis largely depends on the number of EBV-seronegative adolescents and young adults in a given population. The incidence of infectious mononucleosis in the United States is 45–100 cases per 100,000 persons. Roughly, 25–50% of young adults with primary EBV infection will experience infectious mononucleosis.

**Clinical Features and Diagnosis**

The diagnosis of acute infectious mononucleosis is made when the characteristic findings are present: fever, pharyngitis, cervical lymphadenopathy, absolute peripheral lymphocytosis, atypical lymphocytosis greater than 10% of the differential, and heterophile antibodies. Most of the symptoms subside within 1–2 weeks, but the postinfectious fatigue and malaise often take longer to resolve. In a recently conducted study, self-assessed failure to completely recover was reported by 38% of patients at two months after the acute illness and by 12% at six months; those failing to recover were not distinguished by objective measures of physical examination or laboratory assessment. Notably, chronic fatigue syndrome is rarely linked to EBV infection; but more commonly, misinterpreted EBV-specific serological tests incorrectly suggest such an association. Common signs of acute infectious mononucleosis include exudative tonsillopharyngitis, anterior and posterior cervical lymphadenopathy, splenomegaly, and fever less than 40°C. Rash is infrequent unless evoked by ampicillin or amoxicillin. Laboratory
Herpes Simplex Virus
Richard J. Whitley

Herpes simplex virus (HSV) is one of the most common infections encountered by humans worldwide. As a member of the herpesvirus family, it shares the unique biologic characteristic of being able to exist in a latent state and recur periodically, if not chronically, serving as a reservoir for transmission from one person to another. Herpes simplex virus exists as two distinct antigenic types, HSV-1 and HSV-2. HSV-1 is usually associated with infections above the belt, namely involving the oropharynx and lips; however, increasing numbers of genital infections attributed to this virus have been recognized. HSV-2 infections more commonly cause infection below the
been documented.1

The occurrence of herpetic whitlow as a consequence of exposure has characterized by necrosis of the inferior medial portion of the temporal lobe, initially unilaterally and then contralaterally. This necrotic process accounts for the high morbidity and mortality of infection. Infection of the neonate is usually the consequence of direct contact with infected maternal genital secretions, accounting for approximately 85% of cases of neonatal herpes. The remaining 15% are caused by in utero infection, secondary to viremia, or postnatal acquisition whereby the baby comes in contact with infectious virus in the environment.

Clinical Manifestations

Gingivostomatitis. Mucocutaneous infections are the most common clinical manifestations of HSV-1 and HSV-2. Gingivostomatitis is usually caused by HSV-1 and occurs most frequently in children under five years of age. It is characterized by fever, sore throat, pharyngeal edema, and erythema, followed by the development of vesicular or ulcerative lesions of the oral or pharyngeal mucosa. Recurrent HSV-1 infections of the oropharynx frequently manifest as herpes simplex labialis (cold sores), and appear on the vermilion border of the lip. Intracranial lesions as a manifestation of recurrent disease are uncommon in the normal host but do occur frequently in the immunocompromised host.

Genital Herpes. Genital herpes is most frequently caused by HSV-2 but an ever increasing number of cases are attributed to HSV-1.4 Primary infection in women usually involves the vulva, vagina, and cervix. In men, initial infection is most often associated with lesions on the glans penis, prepuce, or penile shaft. In individuals of either sex, primary disease is associated with fever, malaise, anorexia, and bilateral inguinal adenopathy. Women frequently have dysuria and urinary retention due to urethral involvement. As many as 10% of individuals will develop an aseptic meningitis with primary infection. Sacral radiculomylitis may occur in both men and women, resulting in neuralgias, urinary retention, or obstipation. The complete healing of primary infection may take several weeks. The first episode of genital infection is less severe in individuals who have had previous HSV infections at other sites, such as herpes simplex labialis.

Recurrent genital infections in either men or women can be particularly distressing. The frequency of recurrence varies significantly from one individual to another. Approximately one-third of individuals with genital herpes have virtually no recurrences, one-third have approximately three recurrences per year, and another third have more than three per year. By applying polymerase chain reaction to genital swabs from women with a history of recurrent genital herpes, virus DNA can be detected in the absence of culture proof of infection.5 This finding suggests the chronicity of genital herpes as opposed to a recurrent infection.

Herpetic Keratitis. Herpes simplex keratitis is usually caused by HSV-1 and is accompanied by conjunctivitis in many cases.6 It is considered among the most common infectious causes of blindness in the United States. The characteristic lesions of herpes simplex keratoconjunctivitis are dendritic ulcers best detected by fluorescein staining. Deep stromal involvement has also been reported and may result in visual impairment.

Other Skin Manifestations. Herpes simplex virus infections can manifest at any skin site. Common among health-care workers are lesions on abraded skin of the fingers, known as herpetic whitlows. Similarly, because of physical contact, wrestlers may develop disseminated cutaneous lesions known as herpes gladiatorum.

Neonatal Herpes Simplex Virus Infection

Neonatal HSV infection is estimated to occur in approximately 1 in 2500 to 1 in 5000 deliveries in the United States annually.6 Approximately 70% of cases are caused by HSV-2 and usually result from contact of the fetus with infected maternal genital secretions at the time of delivery. Manifestations of neonatal HSV infection can be divided into three categories: (a) skin, eye, and mouth disease; (b) encephalitis; and (c) disseminated infection. As the name implies,
skin, eye, and mouth disease consists of cutaneous lesions and does not involve other organ systems. Involvement of the central nervous system may occur with encephalitis or disseminated infection and generally results in a diffuse encephalitis. The cerebrospinal fluid formula characteristically reveals an elevated protein and a mononuclear pleocytosis. Disseminated infection involves multiple organ systems and can produce disseminated intravascular coagulation, hemorrhagic pneumonitis, encephalitis, and cutaneous lesions. Diagnosis can be particularly difficult in the absence of skin lesions. The mortality rate for each disease classification varies from zero for skin, eye, and mouth disease to 15% for encephalitis and 60% for neonates with disseminated infection. In addition to the high mortality associated with these infections, morbidity is significant in that children with encephalitis or disseminated disease develop normally in only approximately 40% of cases, even with the administration of appropriate antiviral therapy.

Herpes Simplex Encephalitis

Herpes simplex encephalitis is characterized by hemorrhagic necrosis of the inferomedial portion of the temporal lobe. Disease begins unilaterally, then spreads to the contralateral temporal lobe. It is the most common cause of focal, sporadic encephalitis in the United States today and occurs in approximately 1 in 150,000 individuals. Most cases are caused by HSV-1. The actual pathogenesis of herpes simplex encephalitis is unknown, although it has been speculated that primary or recurrent virus can reach the temporal lobe by ascending neural pathways, such as the trigeminal tracts or the olfactory nerves.

Clinical manifestations of herpes simplex encephalitis include headache, fever, altered consciousness, and abnormalities of speech and behavior. Focal seizures may also occur. The cerebrospinal fluid formulae for these patients is variable, but usually consists of a pleocytosis. The protein concentration is characteristically elevated and glucose is usually normal. Historically, a definitive diagnosis could be achieved only by brain biopsy, since other pathogens may produce clinically similar illness. However, the application of polymerase chain reaction (PCR) for detection of virus DNA has replaced brain biopsy as the standard for diagnosis. The mortality and morbidity are high, even when appropriate antiviral therapy is administered. At present, the mortality rate is approximately 30% one year after treatment. In addition, approximately 70% of survivors will have significant neurologic sequelae.

Herpes Simplex Virus Infections in the Immunocompromised Host

Herpes simplex virus infections in the immunocompromised host are clinically more severe, may be progressive, and require more time for healing. Manifestations of HSV infections in this patient population include pneumonitis, esophagitis, hepatitis, colitis, and disseminated cutaneous disease. Individuals suffering from human immunodeficiency virus infection may have extensive perineal or oral ulcerations. Herpes simplex virus infections are also noted to be of increased severity in individuals who are burned.

Diagnosis

The diagnosis of HSV infections is usually predicated on clinical evaluation of mucocutaneous manifestations. However, confirmation of the diagnosis requires isolation of HSV in appropriate cell culture systems or the detection of viral gene products or, alternatively, the detection of viral DNA by PCR. Herpes simplex virus grows readily in tissue culture, producing cytopathic effects within a few days in a wide variety of mammalian cell lines. The routine typing, namely distinguishing HSV-1 from HSV-2, of the isolate is not usually required unless epidemiologic studies are being performed.

Polymerase chain reaction has become a useful method for diagnosing HSV infections, particularly those involving the central nervous system, specifically neonatal HSV infection and herpes simplex encephalitis. The detection of HSV DNA by PCR in the CSF has replaced brain biopsy as a method of diagnosis of central nervous system infections.

Type-specific serologic assays are not commercially available. The utilization of immunoblot detection of specific glycoproteins that distinguish HSV-1 from HSV-2, namely, glycoprotein (g) G-1 and gG-2, are available in research laboratories for determining prior exposure to HSV-1 and HSV-2 infections. Likely, in the near future, a commercially available assay that distinguishes HSV-1 from HSV-2 will become available. Historically, Tzanck smears have been used to diagnose HSV infections. Tzanck smears are not sensitive enough for routine diagnostic purposes. However, immunofluorescent staining of cell trap preparations from lesions is both sensitive and specific for the diagnosis for HSV infections.

Treatment

Infections due to HSV are the most amenable to therapy with antiviral drugs. Acyclovir has proved useful for the management of specific infections caused by HSV. Intravenous acyclovir is the preferred therapy for individuals with life-threatening disease, including herpes simplex encephalitis, neonatal herpes, and complications of genital herpes. However, valacyclovir and famciclovir, prodrugs of acyclovir and penciclovir, respectively, have replaced acyclovir in the management of mucocutaneous HSV infections. Immunocompromised individuals with mucocutaneous HSV infections that are not life-threatening can be given oral valacyclovir or famciclovir. Caution must be exercised when acyclovir is used intravenously, because it may crystallize in renal tubules when administered too rapidly or to dehydrated patients.

Topical therapy with one of several antiviral ophthalmic preparations is appropriate for HSV keratoconjunctivitis. However, the treatment of choice is viroptic or trifluorothymidine. Secondary choices include vidarabine ophthalmic or topical idoxuridine.

Prevention and Control

At the present, there is no licensed vaccine for the prevention for HSV infections. However, one glycoprotein vaccine remains in development. This vaccine includes glycoproteins to one of the major immunodominant glycoproteins of HSV, namely, gD. Currently a 20,000-person volunteer study will assess efficacy. If any vaccine will be successful, it will likely be one that is attenuated and genetically engineered. As a consequence, the prevention of HSV infections resides in the most part on knowledge of the mechanisms of transmission, both person to person as well as in the hospital environment. Individuals with known recurrent HSV infections should be counseled on the possibility of transmission of infection while lesions are present. The use of condoms for individuals with recurrent genital herpes is encouraged in that detection of HSV DNA by PCR can occur even in the absence of lesions. Similarly, for individuals who have recurrent herpes labialis, kissing should be discouraged.

There is a risk of nosocomial transmission of HSV within the hospital environment. Since many individuals excrete HSV in the absence of clinical symptoms, it is impossible to exclude all workers from the hospital environment who can transmit infection. Thus, many authorities simply recommend strict handwashing and covering of lesions, should they exist.

Finally, no data exist on the prevention of neonatal HSV infection. It has been theorized that anticipatory administration of acyclovir to babies delivered through an infected birth canal may prove of value, particularly for women who have first episode genital herpetic infection. However, no data exist to substantiate this hypothesis. Since over 1% of all women at delivery excrete HSV and the rate of neonatal HSV infection is only 1 in 2500 to 1 in 5000 liveborn infants as noted earlier, the routine administration of acyclovir to all children born to HSV-positive women is not reasonable. Alternative approaches, namely administration of acyclovir to known HSV-2–infected women is gaining acceptance. This latter study, at least, will consider the consequences of acyclovir administration on cesarean section and its complications.
Cytomegalovirus Infections

Anne Blaschke • James F. Bale Jr.

Human cytomegalovirus (CMV), a member of the human herpesvirus family, can produce serious, life-threatening disease when the virus infects the developing fetus or persons with immunocompromising medical conditions.1–4 Studies worldwide indicate that 0.4–2.5% of infants excrete CMV at birth, indicating intrauterine infection, and most adults over 40 years of age have serologic evidence of previous CMV infection. Fortunately, the majority of infected persons do not experience serious complications of CMV infection.

Approximately 30–40% of the pregnant women who develop primary CMV infection transmit the virus to their fetuses.6 In addition, women occasionally experience reactivated CMV infections or recurrent CMV infections with new CMV strains7 and also transmit the virus to their fetuses. Of the infected newborns, 5–10% have a multisystem disorder, labeled “CMV disease,” characterized clinically by petechial rash, jaundice, hepatosplenomegaly, microcephaly or choriorhinitis; the remaining infants have silent infections. Infants who survive CMV disease have a 90% risk of neurodevelopmental sequelae, consisting of visual dysfunction, epilepsy, cerebral palsy, motor and intellectual delays, and sensorineural hearing loss.8 Silently infected infants have a 6–25% rate of sensorineural hearing loss, but have very low rates of other neurodevelopmental or visual sequelae.9,10

Acquired CMV infection of children or adults can cause an infectious mononucleosis-like syndrome that resembles disease caused by the Epstein-Barr virus.11 Infected persons have malaise, low-grade fever, lymphadenopathy, pharyngitis, hepatitis, or occasionally, pneumonitis. Although the course of CMV-induced mononucleosis can be prolonged, immunocompetent persons typically recover without sequelae.

By contrast, CMV can be a virulent pathogen in immunocompromised hosts, causing pneumonitis, severe gastroenteritis, necrotizing retinitis, polyradiculopathy, or disseminated encephalitis.12 Conditions associated with potentially severe CMV infections include congenital immunodeficiency disorders, immunosuppression for solid organ or stem cell transplantation, chemotherapy for malignancy or connective tissue disorders, and human immunodeficiency virus infection/acquired immunodeficiency syndrome (HIV/AIDS). CMV infections can develop in 30–60% or more of transplant recipients as a result of primary infection, reactivated latent infection, or reinfection.2

During the first decade of the pandemic, CMV disease appeared in as many as 40% of persons with HIV/AIDS, making CMV one of the most frequent opportunistic infections in such patients.3

In infected persons CMV can be detected in urine, saliva, circulating leukocytes, breast milk, semen, or cervical secretions. Ingestion of CMV-infected breast milk or contact with the saliva or urine of infected playmates or family members accounts for most acquired infections in infants and young children. After puberty, sexual contact with infected persons contributes to transmission.11 Infected persons excrete CMV in saliva or urine for prolonged periods, several years after congenital infections or one year or more after acquired infections. Shedding occurs intermittently throughout life in infected individuals and plays a substantial role in CMV transmission. Reinfecion with new CMV strains also occur.12,13

CMV can be acquired through transfusion of blood products or transplantation of organs or tissues from CMV-seropositive donors. The risk of infection after blood transfusion, greatest when patients receive blood from multiple donors, ranges from 0.14–2.7% per unit of blood transfused.14 Solid organs, bone marrow, or skin from seropositive donors can transmit CMV, with seronegative recipients being at greatest risk for CMV infection and invasive disease.2,15

In the past, culturing urine or other body fluids using the shell vial assay was the most widely used assay to diagnose or confirm CMV infection.16 While urine culture is still used, particularly to diagnose congenital CMV infection,17 antigenemia (CMV pp65 antigen detected in leukocytes) or nucleic acid testing has become the most rapid and reliable means to diagnose and monitor CMV infection.18–20 The most common nucleic acid tests for CMV are polymerase chain reaction (PCR) tests, which can detect CMV nucleic acids in the blood or other body fluids.20 PCR can be used not only to diagnose CMV infection or disease, but can allow disease monitoring through quantitative testing. PCR and other molecular tests can also be used to compare CMV strains or to identify DNA mutations that confer resistance to ganciclovir or foscarnet.21 Serologic testing, or detection of CMV-specific antibodies, can be used as supportive evidence of recent infection, particularly when symptoms are subsiding and virus shedding has ceased.22 Serologic methods can be used to determine serostatus of transplant donors and recipients, but these methods have no role in the diagnosis of CMV disease post-transplant.18,22

Prevention and Therapy

Congenital or acquired CMV infections cannot currently be prevented by immunization. Several candidate vaccines, including subunit and whole-unit preparations, have been studied during the past two decades.23 Although some induce cellular, humoral, or neutralizing immune responses against CMV, none have progressed beyond clinical trials.

When compared with many infectious pathogens, CMV is not highly contagious. Because transmission requires contact with fresh, CMV-infected fluids, simple hygienic measures can prevent transmission of CMV in certain settings. Attention to handwashing, avoidance of open contact, and adoption of standard precautions diminish the risk of CMV transmission. Transmission from children to pregnant women can be interrupted by hand washing, glove use, and avoidance of intimate contact with young children.24 Condoms reduce the risk of sexual transmission.

Fomites contribute to CMV infection in environments, such as childcare centers or nurseries, with high virus loads or many infected children.25 The potential for CMV transmission can be reduced by prompt disposal of soiled diapers or decontamination of environmental surfaces. In childcare environments, mouthing toys can be disinfected by immersion in a bleach and water solution, prepared fresh daily, by adding 1/4 cup of household bleach to one gallon of water.26 Items that cannot be immersed in water should be air-dried thoroughly.

Young, toddler-aged children who attend group childcare centers have high rates of CMV infection and frequently transmit CMV to their playmates, parents, or adult care providers.27,28 Although child-to-child transmission of CMV poses minimal risk to healthy young children, transmission to a pregnant woman places her at risk of having a congenitally-infected infant. Thus, women who have contact with young children and intend to become pregnant should attempt to reduce their risk of CMV infection by washing their hands after contact with diapers or body fluids, avoiding oral contact with young children, and refraining from sharing food or eating utensils with young children, including their own. Although the risk of CMV infection is greatest in seronegative women, transmission to seropositive women, indicating reinfections with new CMV strains, can occur.7

In seronegative bone marrow or solid organ transplant recipients, the risk of primary CMV infection, the most serious form of infection, can be reduced by transfusing CMV seronegative or leukocyte-depleted blood products.30,31 CMV seronegative or leukocyte-depleted blood products should also be administered to premature infants or infants undergoing large volume exchange transfusions, as well as CMV seronegative persons with HIV. Matching of seronegative recipients with organs from seronegative donors is an effective way of preventing primary CMV
infection, however this cannot be accomplished easily due to the limited availability of CMV seronegative organ donors. A CMV seronegative organ recipient is at high risk for primary CMV infection from a CMV seropositive donor, blood products, or other exposures while immunosuppressed. Seropositive recipients are also at risk for CMV disease, through reactivation during immunosuppression. In the past decade there have been substantial advances in the diagnosis and treatment of CMV disease in the transplant population, and the disease has come under much better control with the optimal approach to management, however, remains controversial. One of two strategies is commonly used for prevention of CMV disease after solid organ or bone marrow transplant. In the first, "universal prophylaxis," all at-risk patients are given antiviral therapy, usually ganciclovir or valganciclovir, at the time of transplant for a defined period of time, most commonly 100 days. This strategy is preferred by some for seronegative recipients of CMV seropositive tissues, because 70% or more of such patients experience CMV infection within the first three months post-transplant if not prophylaxed. This strategy may also prevent organ-based CMV disease that may not be detectable by serum testing, as well as the reactivation of other herpesviruses that are susceptible to ganciclovir. Risks include those associated with antiviral exposure to large numbers of patients, many of whom might never have CMV disease, and the possibility of drug resistance.

The second strategy, "preemptive therapy," may have advantages for seropositive recipients or the seronegative recipients of seronegative organs. With this strategy patients are closely monitored with PCR or antigenemia testing to detect early evidence of CMV replication prior to the development of clinical disease. Patients with laboratory detection of CMV replication are then treated with antiviral medications to prevent progression to CMV disease. The advantages of this approach include reduced exposure to antiviral medications and their toxicities. The intensive laboratory monitoring required for this approach can be problematic, however, and some evidence suggest that any level of CMV infection may affect the risk of bacterial and fungal infections, as well as organ rejection.

While both management strategies have significantly reduced the burden of CMV disease in transplant patients, controversy remains regarding optimal therapy due to the absence of large, well-controlled trials. A large meta-analysis of selected trials of prophylaxis and preemptive treatment showed similar benefits of both strategies in reducing the overall risk of CMV disease, as well as the episodes of acute rejection. Universal prophylaxis was shown to reduce bacterial and fungal infections as well as overall mortality. However the universal prophylaxis trials were larger and better powered to detect differences. A relatively new problem in transplantation medicine is the development of late-onset CMV disease after the cessation of prophylactic therapy. There is concern that prophylactic, and less commonly, preemptive, treatment for CMV impairs the development of a CMV-specific T-cell response in transplant patients, leaving them unprotected by natural immunity upon discontinuation of antiviral therapy. Late-onset CMV disease may be more likely to be tissue-invasive, and such disease is more likely to be caused by drug-resistant CMV strains. Strategies to reduce the incidence of late-onset disease are under investigation.

Another group at risk for CMV disease are seronegative persons infected with HIV, particularly those with advanced immunosuppression. Most men who have had sexual contact with other men are presumed CMV seropositive; serologic screening is recommended to identify the CMV serostatus of HIV-infected children and adolescents. If seronegative, they can be counseled to use only CMV negative blood products and avoid other potential sources of CMV exposure. Oral ganciclovir can be considered for seropositive patients with CD4 counts less than 50 cells/mL, but cost and toxicity are important considerations. Early recognition of symptoms, particularly visual symptoms that might suggest CMV retinitis, is essential.

Aцикловир, and its valine-ester, valacyclovir, have been used as primary prophylaxis for CMV, particularly in the hematopoietic stem cell transplant population, due to the substantial bone marrow suppressive effects of ganciclovir. Aцикловир has been shown to be ineffective, however, in the treatment of CMV disease, and other drugs should be used for preemptive therapy or treatment of established disease. Ganciclovir (9-[(1,3-dihydroxy-2-propoxy) methylguanine (DHPG), valganciclovir, and foscarnet (trisodium phosphonoformate) have been used to both prevent and treat CMV infections, although foscarnet is usually reserved for patients intolerant to ganciclovir or those infected with ganciclovir-resistant CMV strains.

Ganciclovir, a 2′-deoxyguanosine analog, inhibits CMV DNA synthesis. The standard adult dose is 5 mg/kg intravenously (IV) every 12 hours, but the dose should be decreased in patients with renal impairment. Ganciclovir has efficacy when used to treat CMV pneumonitis, retinitis, or neurologic complications in a wide range of immunocompromised patients. Results for CMV-induced gastrointestinal disease have been variable. Treatment is generally given for two weeks. Among HIV-infected patients with CMV retinitis recurrence is the rule, and secondary prophylaxis is recommended for life or until significant immune-reconstitution occurs and is sustained for 6 months. The valine ester prodrug of ganciclovir, valganciclovir, has significantly increased oral bioavailability, with drug levels approaching that of IV ganciclovir. Oral valganciclovir has been shown to be as effective as IV ganciclovir in treating CMV retinitis in HIV-infected patients. IV ganciclovir is still the drug of choice for established CMV disease in transplant recipients, although future trials may show that valganciclovir is equally effective.

The side effects of ganciclovir, nephrotoxicity, and bone marrow suppression, particularly neutropenia, can limit its use. Neutropenia is particularly common in hematopoietic stem cell transplant patients, and can lead to increased mortality. For this reason, high-dose acyclovir or valacyclovir is sometimes chosen for primary prophylaxis in this population. Other side effects of ganciclovir include hemolysis, nausea, infusion site reactions, diarrhea, rash and fever. Hematologic parameters and renal function should be monitored closely in patients on ganciclovir.

Ganciclovir has also been used to treat congenitally-infected infants with CMV disease. In a randomized trial involving severe congenital CMV disease and CNS involvement more than 80% of those treated with 12 mg/kg/day of ganciclovir intravenously for six weeks had improved hearing or maintained normal hearing between baseline and six months versus 59% of the control infants. More importantly, none of the ganciclovir-treated infants had worsening in their hearing between baseline and six months versus 41% of the control patients. The primary side effect of the prolonged treatment was neutropenia, and this sometimes necessitated granulocyte-colony stimulating factor or drug discontinuation. Pancreatitis and catheter-associated bacteremia were additional complications. Improved outcome for ganciclovir-treated infants has also been suggested in smaller, uncontrolled studies. Ongoing trials are evaluating longer therapy with valganciclovir to improve on the modest benefit to risk ratio of the current regimen.

Foscarnet is generally reserved for patients intolerant to ganciclovir, or those with ganciclovir-resistant virus. Foscarnet inhibits CMV replication by binding with the viral DNA polymerase. Foscarnet has been shown to be effective in preemptive therapy in transplant patients as well as treatment of invasive CMV disease and retinitis. Foscarnet can also be used for secondary prophylaxis after CMV retinitis in HIV. The main side effects of foscarnet are nephrotoxicity, anemia, seizures, and alterations in calcium homeostasis. Foscarnet is usually dosed at 60–90 mg/kg two to three times daily for induction, and must be given with adequate hydration for renal protection. The maintenance dose is 90–120 mg/kg given once daily. Foscarnet must be used cautiously in patient receiving other potentially nephrotoxic drugs and the dose must be adjusted in renal failure. Combined resistance to both ganciclovir and foscarnet can develop, especially among patients with AIDS. Cidofovir, an acyclic nucleotide, is effective as third line therapy in this situation. Cidofovir’s utility is limited by the potential for severe nephrotoxicity and the complicated administration protocol involving forced hydration and the use of probenecid.
Group A Streptococcal Diseases
Susan Assanasen • Gonzalo M.L. Bearman

► INTRODUCTION

Group A β-hemolytic Streptococcus (GABHS), also known as Streptococcus pyogenes or group A Streptococcus (GAS), appears as gram-positive cocci arranged in pairs and chains. This organism is the most common cause of acute bacterial pharyngitis and rapidly progressive soft tissue infections. GABHS also causes cutaneous and systemic infections such as pyoderma, erysipelas, cellulitis, scarlet fever, bacteremia, puerperal sepsis, and streptococcal toxic shock syndrome (streptococcal TSS). Bacteremic spread of the GABHS may result in a variety of metastatic infections including septic arthritis, endocarditis, meningitis, brain abscess, osteomyelitis, and liver abscess. In the U.S. there are millions of cases of GABHS pharyngitis causing billions of dollars loss from medical expenses and absenteeism from work. Furthermore, approximately 10,000 to 15,000 cases of invasive GABHS infections, including necrotizing fasciitis and streptococcal TSS occur annually, with an overall 10–13% mortality rate. For streptococcal TSS, the reported mortality rates were due to the transfer of pathogens to women in labor by midwives (2%). Semmelweis concluded that the higher infection rates were observed that pregnant women delivered by physicians and medical students fell to the same level as those of mothers delivered by midwives. In 1847, Dr. Ignaz Semmelweis, “father of infection control,” observed that pregnant women delivered by physicians and medical students had a much higher rate (13–18%) of post-delivery mortality from puerperal fever than women delivered by midwife trainees or students. These providers frequently attended midwife deliveries only, which are introduced in the delivery rooms, thereby reducing the risks of childbirth in hospitals. In the twentieth century, the prevalence and morbidity of puerperal sepsis from GABHS showed a significant decline, probably due to proper aseptic techniques and antibiotics.

► BASIC CLASSIFICATION OF STREPTOCOCCUS

Members of the genus Streptococcus are round or slightly oval catalase-negative gram-positive cocci arranged in pairs and chains with variable lengths. Some streptococci are fastidious and require complex media for optimal growth. Most of these organisms are facultative anaerobes, growing both aerobically and anaerobically, but some strains need carbon dioxide for better growth and others may be strictly anaerobic.

The taxonomic classification of genus Streptococcus is historically complicated. In 1903, Schottmüller described the blood agar technique for differentiating hemolytic from nonhemolytic streptococci. Streptococci producing clear zone of lysis around the colony on media containing blood were called Streptococcus hemolyticus. In 1919, streptococci were classified by J.H. Brown into α-hemolytic streptococci, β-hemolytic streptococci, and γ-hemolytic streptococci on the basis of the capacity of the bacterial colony to hemolyze erythrocytes in the sheep blood agar medium. The production of soluble hemolysins such as streptolysin S and O from β-hemolytic streptococci results in a transparent zone around their colonies on blood agar. Alpha-hemolytic streptococci produce partial hemolysis, causing a green or grayish zone surrounding colonies. Besides, nonhemolytic organisms are classified as γ-hemolytic streptococci including most enterococci. The typical GABHS colony is a gray-white color with zone of β-hemolysis, excluding rare strains of S. pyogenes, which are non-hemolytic.

In 1933, Dr. Rebecca Lancefield developed the serogroup classification of β-hemolytic streptococci on the basis of cell wall polysaccharide antigenicity difference. Under this scheme streptococci were identified as groups A through H and K through V. Most human pathogenic strains belong to serogroup A (S. pyogenes or Group A β-hemolytic Streptococci).

In the twentieth century, newer phenotypic characteristics were also examined, leading to various genera and groups, such as Entrococcus genus, Lactococcus genus, Leuconostoc genus, Actinomyces genus, Abiotrophia genus, Granulicatella genus, and five groups of viridans streptococci (S. milleri group, S. mutans group, S. salivarius group, S. sanguinis group, and S. mitis group). On the basis of molecular studies of 16S rRNA gene sequence similarities, approximately 40 species constituting the genus Streptococcus commonly isolated from humans have been subdivided into seven major species groups, including pyogenic group, anginosus group, mitis group, salivarius group, bovis group, mutans group, and sanguinis group (Table 12-7).

► COMMON VIRULENCE FACTORS OF THE GABHS

Despite intensive investigation in experimental animal models, the pathogenesis of GABHS infections remains poorly understood. Multiple studies have focused on the interaction between host and streptococcal pathogen. A large number of surface components and extracellular products have been identified as the virulence factors of GABHS.
The most extensively studied virulence factor of *S. pyogenes* is surface M protein, identified by Dr. Rebecca Lancefield in the 1920s. From an electron microscope, M protein can be seen protruding from the cell wall like the fuzzy fibrils. The M protein is heat-stable, trypsin-sensitive filamentous proteins consisting of dimer of α-helical coiled-coil structure. This structure is comprised of four portions: (a) a hypervariable N-terminus (distal portion), (b) a conserved region, (c) a proline and glycine-rich region intercalating M protein into cell wall, and (d) a hydrophobic membrane anchor region.

Numerous toxins are generated by GABHS. The streptococcal pyrogenic exotoxins (Spe) have been described as SpeA, SpeC, SpeF, SpeG, SpeH, SpeJ, SmeZ, and mitogenic factor (MF). Currently, SpeB is known to be a constitutive cysteine protease. Also, SpeE and MF are identical. Spe are associated with scarlet fever, streptococcal TSS, and act as superantigens. Conclusively, GABHS induces serious human diseases by three major mechanisms: (a) suppuration, as in pharyngitis, pyoderma, or abscesses; (b) toxin elaboration, as in scarlet fever, or streptococcal TSS; and (c) autoimmune process, such as ARF and APSGN.

**METHODS TO TYPING GABHS**

Typing of GABHS is reserved for epidemiologic studies and outbreak investigations. Currently, there are two major approaches to typing GABHS.

**Phenotypic Methods to Typing GABHS**

GABHS is generally classified into specific serotypes on the basis of differences in cell wall antigens and enzymes. Conventional typings were developed on the basis of T-protein agglutination reactions and M-protein precipitin reactions. GABHS strains specifically express only single M-type antigen, but may carry one or more T antigens. GABHS has been categorized into more than 100 M serotypes. Some M proteins have been found to correlate with the particular GAS diseases, whereas the T-protein function is unknown. Hence, most epidemiological studies use M typing. Other phenotypic methods, such as detection of streptococcal serum opacity factor (SOF) production, R typing, phage typing, bacteriocin typing, pyrolysis mass spectrometry, and multilocus enzyme electrophoresis, have also been described.

**Genotypic Methods to Typing GABHS**

The standard molecular typing of GABHS was established on the basis of nucleotide differences in 160 bases of the *emm* gene encoding the type-specific portion of M protein. The *emm* gene amplification by two highly conserved primers described by the Centers for Disease Control and Prevention (CDC) results in more than 160 distinct *emm* genes.
genotypes. Other genotypic characterizations, including detection of sof gene (encoding SOF), sof gene sequence typing, ribotyping, pulsed-field gel electrophoresis (PFGE), fluorescent amplified fragment length polymorphisms (FAFLP), multilocus sequence typing (MLST), and streptococcal inhibitor of complement gene typing (MI strains), are useful for examining clusters and undertaking population genetic studies. However, some techniques such as PFGE are less specific to differentiate GABHS strains of the same M type. According to several studies, horizontal gene transfer of virulence factors between GAS strains is not uncommon and leads to various clinical manifestations caused by only one strain. For these reasons, the GABHS typing in epidemiologic studies is still problematic.

---

**GABHS CARRIERS**

*S. pyogenes* is a worldwide human pathogen, rarely infecting other species. Besides strain virulence, other factors in development of streptococcal diseases include the patient’s age, season of the year, and contact history. GABHS carrier rates vary with geographic location and season of the year. In children, the average rates of pharyngeal colonization (10–20%) are common in winter and spring. In adults, the carrier rates are considerably lower. Skin carriage is usually infrequent, except patients who have skin diseases, such as eczema, psoriasis, and wounds. Nevertheless, skin colonization rates may be as high as 40% during the epidemics of streptococcal pyodermia.

---

**COMMON GABHS DISEASES**

**Streptococcal Pharyngitis**

The major cause of sore throat in adults is acute infectious pharyngitis, accounting for 1–2% of ambulatory visits in the United States. GABHS causes approximately 15–30% of acute pharyngitis in children, but only 5–10% in adults. Streptococcal sore throat is most prevalent in the 5–15 years of age group with the peak incidence at 8 years, and during late autumn, winter, and early spring. Seasonal variation is fairly constant, but fluctuations between years have been noted. Infants have very low incidence of GABHS infections, probably due to transplacental acquisition of type-specific antibodies. The uncommon causes of bacterial pharyngitis are groups C and G β-hemolytic streptococci, *C. diphtheriae*, *Arcanobacterium haemolyticum*, and *N. gonorrhoeae*. However, two-thirds of acute pharyngitis are caused by viruses, such as rhinovirus, coronavirus, adenovirus, HSV, parainfluenza virus, and influenza virus. Due to low prevalence (< 1%) of non-streptococcal bacterial pharyngitis, the clinical decision is whether the GABHS is the attributable cause of the pharyngitis.

GABHS pharyngitis is spread via droplets of nasal secretions or saliva from GABHS infected or colonized persons. Children with streptococcal pharyngitis may excrete the organism in their feces or carry it in the perianal region or vagina. Food-borne epidemics of GABHS pharyngitis from salad, eggs, and cheese prepared by infected or colonized food handlers have been reported. There is little evidence that *S. pyogenes* is transmitted from environment. Susceptibility to streptococcal pharyngitis is closely related to crowded living conditions, but is not related to gender, ethnicity, geography, or nutritional status. 

Spread among family members and classmates is common and gives rise to pharyngeal carriage rates 50%. Unlike group G streptococci, pets are rarely reservoirs of GABHS. Recurrent streptococcal sore throats or skin infections may develop, probably due to the reservoirs in their household, organism virulence, or inadequate treatment.

The incubation period of GABHS pharyngitis is 2–4 days. Typical features include sudden onset of sore throat accompanied by fever and malaise. Headache, nausea, vomiting, and abdominal pain may also be present in children. Unlike viral pharyngitis, cough, rhinorrhea, conjunctivitis, hoarseness, anterior stomatitis, discrete ulcerative lesions, and diarrhea are usually absent in GABHS pharyngitis. Typical physical findings include a temperature 101°F or more, erythema of the posterior pharynx, enlarged and hyperemic tonsils with patchy discrete exudates, palatal petechiae, enlarged, tender lymph nodes at the angles of the mandible, and a scarlatiniform rash. However, these findings are not specific for GABHS pharyngitis. The ability of physicians to predict positive throat cultures for GABHS is limited, with estimated sensitivity ranging from 55% to 74% and estimated specificity ranging from 58% to 76%.

The most widely used clinical predictor of GABHS pharyngitis is the Centor criteria. These criteria include tonsillar exudates, tender anterior cervical lymphadenopathy, absence of cough, and history of fever. The positive and negative predictive values (PPV and NPV) of the Centor criteria depend on the prevalence of GABHS pharyngitis in the population. According to studies in U.S. populations, the positive predictive value of GABHS pharyngitis in adults who have one Centor criterion is only 2–3%. If three or four of Centor criteria are met, the PPV is approximately 40–60%.

The absence of three or four criteria has the NPV of 80%. Both sensitivity and specificity of three or four Centor criteria are 75%. Inaccuracy in clinical criteria is likely due to the broad overlap of signs and symptoms between streptococcal and non-streptococcal pharyngitis. In addition, patients with group C or G β-hemolytic streptococcal pharyngitis, which are the second and third most common causes of bacterial pharyngitis, may have the same clinical findings as patients with GABHS. Of these, 45% will also meet three or four of the Centor criteria.

Because of low PPV of Centor criteria, expert panels recommend the antimicrobial treatment of pharyngitis only in patient with laboratory confirmed GABHS.

Throat swab culture on a sheep-blood agar plate described by Breese and Disney in 1954 has been accepted as the “gold standard” for diagnosing GABHS pharyngitis. Throat swab specimens should be obtained directly from both the tonsils and the posterior pharyngeal wall. The sensitivity of single swab culture is 90%, while the specificity ranges from 95% to 99%.

If the patient has not received antibiotics prior to the throat swab collection, a negative culture eliminates the therapy. A major disadvantage of throat culture is the delay (overnight or up to 48 hours) in obtaining the result. If patients have severe symptoms with a high clinical suspicion for GABHS pharyngitis, a throat culture should be obtained and empiric antimicrobial therapy can be initiated. If the diagnosis is subsequently not confirmed by culture, then antibiotic therapy should be discontinued.

Since 1980s, commercial rapid antigen detection tests (RADTs) have been developed for the diagnosis of GABHS pharyngitis. RADTs use enzyme or acid extraction of antigen from throat swabs followed by latex agglutination, coagglutination, enzyme linked immunosorbent assay (ELISA), optical immunosay (OIA), or chemiluminescent DNA probe procedures to demonstrate the presence of GABHS. The diagnostic accuracy is highly variable. Compared with the throat culture, RADTs have reported sensitivities of 65–91% and specificities of 62–100%, depending on the type of test and the clinical setting. Neither throat culture nor RADTs can discriminate between acutely GABHS pharyngitis and asymptomatic streptococcal carriers with viral pharyngitis. Although RADTs are more expensive than throat cultures, they provide faster results. Most currently available RADTs have an excellent specificity of 95% or more, so a positive result obviates the need for a throat culture. Unfortunately, the overall sensitivity of RADTs is still lower than that of the conventional throat culture. At present, most expert panels recommend that a negative RADT in suspected cases of group A streptococcal pharyngitis should be confirmed with standard throat culture.

In adults, GABHS causes only 5–10% of acute pharyngitis. Additionally, the risk of ARF is extremely low, even in untreated episodes of streptococcal pharyngitis. Newer RADTs including OIA and chemiluminescent DNA probe probes have higher sensitivity of 80–90%. Consequently, the use of the Centor criteria and new generation RADTs without throat culture confirmation has recently been accepted for the management of pharyngitis in adults.

GABHS pharyngitis is generally a self-limited disease and constitutional symptoms disappear within 3–5 days. Most signs and symptoms subside within one week, although the tonsils and lymph nodes will return to previous size within several weeks later. The
rationale for treatment of GABHS pharyngitis falls into four categories: preventing acute rheumatic fever (primary prophylaxis), preventing suppurative complications, shortening duration of illness, and reducing risk of transmission. Despite the widespread use of antibiotics for GABHS pharyngitis, there is no definite evidence that APSGN can be prevented by treatment of the antecedent GABHS infection.

Antimicrobial therapy initiated within the first 48 hours of onset hastens symptomatic improvement by only 1–2 days.79,99,100 Because of its efficacy in the prevention of ARF, safety, narrow spectrum, and low cost, penicillin V is currently recommended as a first-line oral medication for GABHS pharyngitis.71,92 Benzathine penicillin G is indicated for noncompliant patients or those with nausea, vomiting, or diarrhea. Patients with severe complications such as severe scarlet fever, mastoiditis, ethmoiditis, streptococcal bacteremia, pneumonia, or meningitis should be treated with parenteral antibiotic. Drainage and anti-anerobic therapy should be considered in patients with suppurative cervical lymphadenitis, peritonsillar or retropharyngeal abscesses.

The alternative regimens for the treatment of GABHS pharyngitis are amoxicillin, amoxicillin-clavulanate, erythromycin, azithromycin, clarithromycin, and oral cephalosporins. Although clindamycin is effective for eradication of the GABHS carrier state, the routine use for treatment of acute pharyngitis is not advocated because of its side effects, especially pseudomembranous colitis.91 Most oral antibiotics must be administered for the conventional 10 days to achieve maximal rates of pharyngeal eradication of group A streptococci. Currently, it has been reported that clarithromycin, cefuroxime, cefalexin, ceftriaxone, and azithromycin (60 mg/kg per course) are also effective in the eradication of GABHS from pharynx when administered for five days or less, but the cost is more expensive.4,71,92 Despite these alternatives, most authorities still recommend penicillin as the drug of choice.93,94

The GABHS is generally susceptible to macrolides, azalides (azithromycin), and clindamycin. However, the surveillance study in the United States found that erythromycin resistance increased steadily from 3.8% to 6.8% and 8.4% in 2002–2003, 2003–2004, and 2004–2005, respectively.98 Cross-resistance among these drugs was also observed. Physicians should monitor the local antimicrobial resistant patterns, if non-penicillin antibiotics are prescribed.96 The GABHS is amoxicillin-clavulanate, or benzathine penicillin G with or without rifampicin should be considered in patients with recurrent episodes of GABHS pharyngitis.71,92 Tonsilllectomy is only indicated in severely affected children with more than six GABHS pharyngitis in a single year or 3–4 episodes in each of two years.95,98 Although tonsillectomy may decrease the frequency and severity of infections, there is currently no firm evidence that it can reduce the incidence of rheumatic fever.

Routine throat culture after treatment is generally not recommended except for persistent symptoms, frequent recurrences, and high-risk circumstances such as patient or family member with history of rheumatic fever. Persistence of streptococci after a complete course of penicillin occurs approximately 5–40% and may be due to poor compliance, reinfection, presence of ß-lactamase-producing oral flora, tolerant streptococci, or presence of a carrier state.

Most patients with streptococcal pharyngitis are less communicable within 24 hours of appropriate antimicrobial therapy.18 In untreated patients, GABHS may persist for several weeks, then gradually declines during convalescence.14 The type-specific protective antibodies of GABHS are generally detectable in 4–8 weeks. Children should not return to school until they have had completed 24 hours of antibiotic therapy. Although approximately 25% of asymptomatic household contacts of known cases of streptococcal pharyngitis will harbor GABHS in their upper respiratory tracts, these individuals are at low risk of developing ARF.71,92,100 As such, asymptomatic carriers are not treated unless they are associated with treatment failure and recurrent pharyngitis in a close-contact index patient.

**Scarlet Fever**

Scarlet fever results from infection with an erythrogenic toxin producing GABHS. However, scarlet fever has been linked with group C and G ß-hemolytic streptococcal infections. The primary foci of GABHS infections are usually pharyngeal infections, wound infections, and puerperal sepsis.

Scarlet fever is characterized by fever, chill, vomiting, headache, and diffuse erythematous rash over trunk, neck, and limbs, except palms, soles, and face. The generalized sunburn-linked exanthema is often first noted over the upper chest on the second day and then spreads to the other parts.72 Cheeks appear flushed with marked circumoral pallor. The rash is usually blanchable and petechiae may also occur on the distal limbs. Areas of unblanchable hyperpigmentation such as skin folds of the neck, axillae, groin, elbows, and knees may appear as lines of deeper red, particularly in the antecubital fossae (Pastia’s lines).1 In some patients, the skin may feel like coarse sandpaper. Pharynx is inflamed and tonsils may be covered with gray-white exudates. Palate and uvula are red and covered with hemorrhagic spots. Tongue may be edematous and initially covered with a yellowish-white coat through which may be seen the red papillae (“white strawberry tongue”). After several days the white coat desquamates, leaving a beefy red tongue dotted with prominent papillae (“red strawberry tongue or raspberry tongue”).1 Desquamation of skin begins on face at the end of first week and continues over trunk, lasting for several weeks. Extensive desquamation can be seen on palms and soles.27 Severe and rare forms of scarlet fever such as septic scarlet fever (local and hematogenous spread) and toxic scarlet fever (profound toxemia) are characterized by high fever and marked systemic toxicity. The course may be complicated by arthritis, jaundice, and hydrops of the gallbladder.4 Untreated patients with scarlet fever from pharyngitis usually recover within 5–7 days. Early antibiotic treatment may alleviate the clinical sequelae. The mainstay of treatment is penicillin and ß-lactam antibiotics.

**Streptococcal Pyoderma**

Pyoderma or impetigo is a discrete purulent superficial skin infection caused by ß-hemolytic streptococci and/or *Staphylococcus aureus*.101,102 G. pyogenes pyoderma is more prevalent in children aged between two and five, particularly in summer and fall.11 Pyoderma also markedly occurs in children who live in humid tropical climates and have lower levels of hygiene and it may also occur in older children and adults who have the abrasions or wound from recreational activities or occupation.103,104 There is no gender or racial predilection. Pyoderma is often spread by direct contact, with initial normal skin colonization. Skin colonization commonly precedes the infection by an average interval of 10 days. Subsequent skin injuries such as abrasions, scratches, minor trauma, insect bites, or varicella lesions cause intradermal inoculation and contribute to develop pyoderma.4

Then, GABHS on the patient’s skin usually transfer to their nose and/or throat within 2–3 weeks. Due to highly contagious skin lesions, GABHS can spread to the immediate environments such as clothing, sheet, and mattress, causing the indirect transmission.13 Topical mupirocin is as effective as systemic antibiotics and may be used when lesions are limited in number. The other agents such as bacitracin and neomycin are considerably less effective than mupirocin. Patients who have numerous lesions or who are not responded to topical agents should receive oral antibiotics against both *S. aureus* and *S. pyogenes* such as penicillinase-resistant penicillins and first-generation cephalosporins. Cutaneous infections with nephritogenic strains of GABHS are the major antecedent of APSGN. ARF has never occurred after streptococcal pyoderma. No conclusive data indicate that treatment of pyoderma prevents APSGN.88

**Erysipelas**

Erysipelas is an acute, well-demarcated superficial skin infection spreading rapidly through cutaneous lymphatic vessels. It occurs mostly in infants, young children, and older adults. It is usually caused by GABHS, but similar lesions are also caused by group B, C or G ß-hemolytic streptococci, and rarely *S. aureus*.105 Erysipelas typically involves the butterfly area of face and lower limbs.106 Surgical incisions, trauma, abrasions, dermatologic diseases such as psoriasis, and local fungal infections may be served as portals of entry of GABHS.

**Streptococcal Pyoderma**

Pyoderma or impetigo is a discrete purulent superficial skin infection caused by ß-hemolytic streptococci and/or *Staphylococcus aureus*.101,102 G. pyogenes pyoderma is more prevalent in children aged between two and five, particularly in summer and fall.11 Pyoderma also markedly occurs in children who live in humid tropical climates and have lower levels of hygiene and it may also occur in older children and adults who have the abrasions or wound from recreational activities or occupation.103,104 There is no gender or racial predilection. Pyoderma is often spread by direct contact, with initial normal skin colonization. Skin colonization commonly precedes the infection by an average interval of 10 days. Subsequent skin injuries such as abrasions, scratches, minor trauma, insect bites, or varicella lesions cause intradermal inoculation and contribute to develop pyoderma.4 Then, GABHS on the patient’s skin usually transfer to their nose and/or throat within 2–3 weeks. Due to highly contagious skin lesions, GABHS can spread to the immediate environments such as clothing, sheet, and mattress, causing the indirect transmission.13

Topical mupirocin is as effective as systemic antibiotics and may be used when lesions are limited in number. The other agents such as bacitracin and neomycin are considerably less effective than mupirocin. Patients who have numerous lesions or who are not responded to topical agents should receive oral antibiotics against both *S. aureus* and *S. pyogenes* such as penicillinase-resistant penicillins and first-generation cephalosporins. Cutaneous infections with nephritogenic strains of GABHS are the major antecedent of APSGN. ARF has never occurred after streptococcal pyoderma. No conclusive data indicate that treatment of pyoderma prevents APSGN.88

**Erysipelas**

Erysipelas is an acute, well-demarcated superficial skin infection spreading rapidly through cutaneous lymphatic vessels. It occurs mostly in infants, young children, and older adults. It is usually caused by GABHS, but similar lesions are also caused by group B, C or G ß-hemolytic streptococci, and rarely *S. aureus*.105 Erysipelas typically involves the butterfly area of face and lower limbs.106 Surgical incisions, trauma, abrasions, dermatologic diseases such as psoriasis, and local fungal infections may be served as portals of entry of GABHS.
Classically, erysipelas is a fiery red, tender, painful plaque with well-demarcated edge and then spreads rapidly with advancing red margin. It is usually associated with lymphangitis, lymphadenopathy, and systemic symptoms such as fever, rigors, nausea and vomiting. Generally, erysipelas is a mild disease, but approximately 10% of cases may progress to deeper skin infections such as cellulitis and necrotizing fasciitis. Its differential diagnoses include early herpetic zoster, contact dermatitis, giant urticaria, and erysipeloid. Penicillin is the drug of choice.4

**Invasive GABHS Diseases**

Invasive group A streptococcal disease (iGAS) is defined as an infection associated with the isolation of GABHS or *Streptococcus pyogenes* from a normally sterile body site.109,110 Clinical manifestations are divided into three categories including necrotizing fasciitis, streptococcal TSS, and miscellaneous types of severe infections. Necrotizing fasciitis is characterised by extensive local necrosis of subcutaneous soft tissues and skin. Streptococcal TSS is differentiated from other types of iGAS by occurrence of shock and multi-organ system failure early in the course of the infection. The third group is a severe infection in patients not meeting the criteria for streptococcal TSS or necrotizing fasciitis, such as bacteremia, meningitis, pneumonia, spontaneous gangrenous myositis, peritonitis, and puerperal sepsis.5

Preexisting conditions for sporadic iGAS include age over 65 years, heart disease, diabetes, cancer, HIV infection, high dose steroid use, injecting drug use, chronic lung disease, alcohol abuse, skin trauma, and those infected with varicella virus.6 The relation between the use of nonsteroidal anti-inflammatory drugs (NSAIDs) and the subsequent development of iGAS is controversial. Prolonged contact of patients with iGAS (during the period from 7 days prior to the onset of symptoms to 24 hours after the initiation of appropriate antibiotic) more than 24 hours per week or more than 4 hours per day on average in the previous 7 days have been reported as a significant risk factor of streptococcal transmission.111,112

**Necrotizing Fasciitis**

Necrotizing fasciitis is an infection of deeper subcutaneous tissue and fascia, characterized by extensive and rapidly progressive destruction of tissue, systemic signs of toxicity, and a high rate of mortality. Generally, necrotizing fasciitis is categorized into types I and II. Type I necrotizing fasciitis is typically a polymicrobial infection caused by aerobic and anaerobic bacteria and occurs most commonly in patients with diabetes, decubitus ulcers, peripheral vascular disease, and recent surgical procedures. Type II necrotizing fasciitis refers to a monomicrobial infection caused by GABHS and occurs in all age groups and in patients without complicated medical comorbidities. Necrotizing fasciitis from GABHS can present with erysipelas, cellulitis with or without myonecrosis. Almost 50% of necrotizing fasciitis case will develop streptococcal TSS.

Unexplained progressive pain, frequently disproportionate to clinical findings, may be the first manifestation of GABHS necrotizing fasciitis.119 During the first 24 hours, flu-like symptoms such as fever, malaise, anorexia, myalgia, vomiting, and diarrhea may also be present. Within 24–48 hours, erythema develops to a reddish-purple color, and frequently leads to localized blisters, bullae, and areas of skin necrosis. Once the bullous stage is reached, patients usually exhibit fever and systemic toxicity and may progress to strep TSS.

Successful management of necrotizing fasciitis calls for early recognition. General clues for distinguishing necrotizing fasciitis from cellulitis are: (a) severe, constant pain that is disproportionate to physical findings; (b) violaceous bullae; (c) ecchymosis or skin necrosis; (d) gas in the soft tissues especially in mixed infections or Clostridial gas gangrene; (e) edema that extends beyond the margin of erythema; (f) the hard or wooden induration of the subcutaneous tissue, extending beyond the area of apparent skin involvement; (g) cutaneous anesthesia; (h) systemic toxicity or multiple organ failure; and (i) rapid spread of infections, despite receiving antibiotic therapy.118

Clinical judgment is the most important element in diagnosis. Surgical exploration should proceed rapidly if necrotizing fasciitis is highly suspected. The goals of surgical exploration are to establish a diagnosis, to perform aggressive surgical debridement, and to obtain material for microbiological diagnosis. CT scan or MRI may be used to locate the site and depth of necrotizing fasciitis, but cannot exactly differentiate necrotizing fasciitis from cellulitis and preexisting inflammatory process, such as muscle tear, hematoma, and prior surgery except if there is gas in the affected tissue.

Treatment of necrotizing fasciitis consists of early and aggressive surgical debridement of necrotic tissue, antibiotic therapy, and hemodynamic support. In a mouse model of GABHS necrotizing fasciitis and myonecrosis, clindamycin is more effective than penicillin because it is not affected by inulinum size or the stage of bacterial growth, and it also suppresses toxin production.111,114 Although there are no data from clinical trials establishing the benefit of combined therapy in human, most expert panels recommend the administration of penicillin G (4 million units intravenously every four hours in adults >60 kg in weight and with normal renal function) in combination with clindamycin (600–900 mg intravenously every eight hours).119 There is few clinical data that support the use of intravenous immune globulin (IVIg) as an adjunctive therapy in severe iGAS.115-118 Despite optimal antibiotic treatment and intensive care support, the mortality rates of GABHS necrotizing fasciitis in patients with hypotension and multi-organ failure are 30–80% and 50–70%, respectively.120-122

**Streptococcal Toxic Shock Syndrome**

Streptococcal TSS is defined as a severe streptococcal infection associated with shock and multi-organ system dysfunction, such as renal impairment, coagulopathy, hepatic abnormalities, adult respiratory distress syndrome (ARDS), and soft-tissue necrosis.119 All age groups may be afflicted. This syndrome mostly occurs in immunocompetent hosts, although some have diabetes and alcoholism.120-126 The most common causes of streptococcal TSS are GABHS skin and soft tissue infections, either from traumatic injury or post surgical procedures.

Twenty percent of streptococcal TSS patients may begin with an influenza-like prodrome characterized by fever, chill, myalgia, nausea, vomiting, and diarrhea that precedes the hypotension by 24–48 hours.121 Progressive pain at the portal of entry without clinical evidence of localized infection may be present in the initial phase of streptococcal TSS. Alteration of consciousness may be present in 55% of cases. Nearly half of patients are normotensive on initial presentation, but become hypotensive within 4–8 hours after admission. A diffuse, scarlatina-like erythema occurs in only 10% of cases. Renal dysfunction is usually present within 48–72 hours. Serum creatinine concentration is frequently elevated, and precedes hypotension in 40–50% of cases. ARDS occurs in approximately 55% of patients.121

Treatment of streptococcal TSS includes aggressive source control, antimicrobial treatment, and hemodynamic support. Prompt broad-spectrum antimicrobial therapy to cover possible pathogens is mandatory. Given its association with toxin production, clindamycin (900 mg intravenously every 8 hours) should be included in the initial antimicrobial regimen. If GABHS is the causative organism of TSS, combination therapy with high-dose penicillin and clindamycin should be given. The IVIg role in the treatment of streptococcal TSS remains controversial.119 Generally, mortality rates of strep TSS are very high and have varied from 30–70%.121,126,127

**PREVENTION OF SUBSEQUENT INFECTIONS AMONG HOUSEHOLD CONTACTS OF PERSONS WITH INVASIVE GABHS DISEASE**

Practice guidelines for management of close community contacts of iGAS vary.128-131 The risk of subsequent streptococcal infection among household contacts is estimated to range between 0.66–2.94 per 1000 or 19–200 times higher than the risk among the general population.6,130 The subsequent infection usually occurs within 1–3 week(s) following exposure.

Currently, no clinical trials have evaluated the actual risk reduction following antimicrobial prophylaxis.132-139 Even without chemoprophylaxis, subsequent invasive GAS infections in household contacts...
are still rare.122,136-138 Moreover, antibiotics may have potential undesirable effects and may contribute to the emergence of antimicrobial resistance. For these reasons, most experts do not recommend either routine testing for GAS colonization or routine administration of chemoprophylaxis to all household contacts of persons with iGAS.129-131 To minimize antibiotic use and maximize its benefit, chemoprophylaxis may be recommended in household contacts who are at high risk for developing iGAS or death from subsequent infection (targeted antibiotic prophylaxis). High-risk individuals include persons aged over 65 years, children with recent onset of varicella infection within two weeks, intravenous drug abusers, either the mother or child in the neonatal period, and those with comorbid conditions such as HIV infection, heart disease, cancer, systemic corticosteroids use, and diabetes.122,130,131

The choice chemoprophylaxis varies between countries: Canada (first-generation cephalosporins, erythromycin, clarithromycin or clindamycin); the U.S.A. (benzathine benzylpenicillin plus rifampicin, clindamycin, or azithromycin); and the UK (oral penicillin, or azithromycin). The doses for chemoprophylaxis are summarized in Table 12-8. Clusters of asymptomatic GABHS carriers among household contacts are common. Thus, physicians giving chemoprophylaxis for high-risk household contacts should prescribe drugs for all household contacts.131 All household contacts of patient with iGAS should be informed about the clinical manifestations of GABHS infection and should seek immediate medical assessment if they develop symptoms within 30 days after the diagnosis of an index patient.131,137-139

► IMPORTANT NONSUPPURATIVE SEQUELAE OF GABHS INFECTIONS

Several diseases are associated with the immune response to prior streptococcal infection. The classical sequelae of GABHS infections are ARF and APSGN.

Acute Rheumatic Fever

ARF is a multisystemic autoimmune disease in children and adolescents involving heart, joints, skin, and central nervous system. Pharyngitis is the only GABHS infection associated with ARF. The attack rate of ARF in untreated pharyngitis ranges from 0.4% to 3%.140,141 One third of ARF cases occur after asymptomatic streptococcal infection. The initial signs and symptoms of ARF usually develop between one week and five weeks, with an average of 19 days, after the proceeding GABHS pharyngitis.142 ARF is seen predominantly in children aged between five and 15 during late fall and winter.143 First episode commonly occurs around age of 11, but rarely occurs in children younger than age of 5 and adults older than age of 35.142,144 Generally, there is no gender predilection. In patients with mitral stenosis and Sydenham’s chorea, the prevalence is higher in females than in males.145 Traditionally, ARF is highly prevalent in lower socioeconomic groups where crowded conditions, poor hygiene, and limited access to health care still persist. A higher incidence has been reported in blacks versus whites.145 Certain ethnic groups, such as Aboriginal children in Australia, Pacific Islander children in New Zealand, and Maori populations, have extraordinarily high rates of ARF and rheumatic heart disease (RHD).142,146

At the beginning of the twentieth century, ARF was a significant cause of morbidity and mortality worldwide and the annual incidence rate of ARF in the United States was 100–200 per 100,000 population.147 By the 1940s, this annual incidence rate dropped to 50 per 100,000.148 In the early 1980s, the annual incidence rate of ARF in the United States ranged from 0.23 to 1.88 patients per 100,000 population.149 This accelerated decline has also been observed in other developed countries. The explanation of the decline in incidence of acute rheumatic fever (ARF) is still unclear. During the preantibiotic era, the decline was attributed to improvements in living conditions. After 1950, the declining ARF rate was possibly attributed to increased antibiotic use driven by intensive, school-based sore throat screening programs.149,150 Furthermore, recent studies revealed a decline in streptococcal rheumatogenic strain prevalence. In the 1960s, 49.7% of streptococcal pharyngeal isolates were rheumatogenic, while only 17.9% of streptococcal pharyngeal isolates were rheumatogenic in 2000–2004.141,151 Thus, the declining incidence of ARF may also be attributed to the replacement of rheumatogenic strains by non-rheumatogenic strains.

Unexpected outbreaks associated with rheumatogenic strains were documented in several geographical locations of the United

| TABLE 12-8. SUMMARY OF CHEMOPROPHYLAXIS DOSAGES AGAINST INVASIVE GABHS DISEASES |
|-----------------------------------|-------------------------------|-----------------|
| Drugs                             | Dosage(s)                     | Duration        |
| Benzathine penicillin G plus Rifampin*† | 600,000 U im for patients weighing <27 kg or 1,200,000 U im for patients weighing ≥27 kg | 1 dose |
| Cephalaxin³                      | Adults: 250mg po q6h or 500 mg po q12h | 4 days |
| Penicillin V                     | Adults: 250–500 mg po q6h | 10 days |
| Clindamycin⁵                    | Adults: 50–100 mg po q6h or 300 mg po q12h | 10 days |
| Azithromycin⁶                    | Adults: 500 mg po q24h | 5 days |
| Erythromycin⁷                   | Adults: 250 mg po q6h or 500 mg po q12h | 10 days |
| Clarithromycin*®                 | Adults: 250 mg po q12h | 10 days |

NOTE. max., maximum
*Not recommended for pregnant women
†Not recommended for women who currently use oral contraceptive pills for contraception.
³First-generation cephalosporins are more effective than penicillin in eradicating GABHS from pharyngeal carriers in most studies.
⁵Preferred for health care workers who are rectal carriers of GABHS.
⁶Sensitivity testing is recommended in areas where macrolide resistance is unknown or known to be ≥ 10%.
States during the late 1980s and early 1990s.14 Smaller clusters of ARF were reported in 1984 to 1988.15-16 Unlike the usual high-risk profile, these outbreaks surprisingly involved white middle-class children living in suburban areas with access to health care. Other outbreaks occurred among recruits at both the San Diego Naval Training Center in California and the Fort Leonard Wood Army Training Base in Missouri.17-18 Fortunately, the resurgence of acute ARF was localized and not nationwide. ARF remains highly prevalent in some developing countries and RHD is still the most common cause of severe valvular heart diseases in pediatric and adult populations.

The pathogenesis of ARF is not entirely clear. The leading theory is molecular mimicry. In this theory, an autoimmune response is induced by the similarity of certain streptococcal antigens to a wide variety of human tissue antigens. This is an important step in the initiation of the tissue injury19-38. Molecular mimicry is supported by: (a) the latent period between GABHS infection and ARF; (b) the immunologic cross-reactivity between some epitopes of GABHS components and rheumatogenic strains (such as M-types 1, 3, 5, 6, 14, 18, 19, and 24) and specific human tissues such as cardiac myosin, tropomyosin, laminin, lysoganglioside, and calcium/calmodulin dependent (CaM) protein kinase II.39-40 Both humoral and cell-mediated immunologic responses are responsible for the pathogenesis of ARF.

Even during epidemics of GABHS pharyngitis, only a small percentage of infected persons ultimately develop ARF. Thus, host genetic factors may also influence the susceptibility to ARF. Several studies have reported genetic associations with ARF. An association of HLA-DR4 and HLA-DR2 among white and black patients with RHD has been described in the United States.41-44 However, several studies from other populations have shown conflicting results.45-46 The DR8/17 alloantigen, a non-HLA B-cell marker, was also associated with ARF patients in North America, the Caribbean, Israel, Russia, Mexico, and Chile.46-47 In 1944, T. Duckett Jones proposed guidelines to assist in the diagnosis of ARF. In 1992, the most recent revision of the Jones criteria was conducted by the American Heart Association. Currently, this revision is still used to diagnose an initial attack of ARF.48 There are five major and four minor criteria. The major criteria include carditis, polyarthritis, chorea, erythema marginatum, and subcutaneous nodules. The minor criteria include fever, arthralgia, prolonged PR interval on electrocardiogram (ECG), and elevation of the acute-phase reactants in the blood such as C-reactive protein (CRP) or erythrocyte sedimentation rate (ESR). In diagnosis of ARF, the patient must have: (a) at least two major criteria, or one major plus two minor criteria; (b) evidence of recent GABHS infection. Two major criteria are more specific than one major plus two minor criteria. Arthralgia or a prolonged PR interval cannot be used as minor criteria in the absence of arthritis or carditis, respectively.

Most rheumatic attacks begin with migratory polyarthritis, occurring in 75% of ARF. It generally involves larger joints, particularly knees, ankles, wrists, and elbows. However, monoarticular arthritis has been reported in 17% of patients with ARF.49 Arthritis is more severe in young adults than in children. There is often an inverse relationship between severity of arthritis and the risk of developing carditis. Joint pain may appear disproportionate to findings on physical examination. Each inflamed joint usually improves spontaneously within 1-3 days.86 Arthritis usually subsides within four weeks, leaving no residual articular damage.

Carditis and RHD are the most serious manifestations of ARF. It most frequently occurs in young children typically within three weeks after the onset of ARF. Carditis can be found in 48–65% of ARF cases on clinical examination and 70-90% of ARF cases on echocardiography.147-170,173 Endocarditis is the most frequent site of rheumatic carditis, whereas pericarditis is the least common cardiac finding. Cardiac manifestations include heart murmurs including especially mitral regurgitation, tachycardia out of proportion to fever, arrhythmias and heart block, cardiac enlargement, congestive heart failure, pericardial friction rubs, and pericardial effusion. Intractable heart failure is rare and, when present, probably due to acute valvular regurgitation rather than myocarditis. The diagnostic accuracy of echocardiography in differentiating valvular regurgitation between acute rheumatic carditis and nonrheumatic disorder is uncertain, and the prognosis of “silent” rheumatic valvular regurgitation is unknown. For these reasons, expert panels currently do not recommend that subclinical carditis diagnosed by echocardiography be added to the Jones criteria.173 However, echocardiography still has some benefits in differential diagnosis and management of ARF and RHD.174 Although the diagnostic sensitivity of right ventricular endomyocardial biopsy is only 27%, it may be used to confirm rheumatic recurrence in patients who presented with unexplained congestive heart failure and elevated ASO titers.148 Signs of mild carditis disappear rapidly in weeks, but those of severe carditis may last for 2–6 months. Approximately 60–70% of patients with carditis significantly improve within six months.175,176 By serial echocardiography, 41% of valvular regurgitation disappear after 6 months.177 Sydenham’s chorea or “St. Vitus dance” is a neuropsychiatric disorder, consisting of abrupt, purposeless, nonrhythmic involuntary movements, hypotonia, and psychiatric symptoms such as emotional lability, hyperactivity, separation anxiety and obsessions-compulsions.178 About 10–16% of ARF patients develop chorea after a latent period of 1-8 months (average 4 months), while ESR, CRP, or ASO titers may have already returned to normal.179,184 Chorea is usually a self-limited illness and improves within 2-7 months, but some reports showed that complete recovery might take as long as 17 months. Relapses of chorea may infrequently occur and exacerbate by stress, pregnancy, oral contraceptives, and intercurrent illnesses.180 Surprisingly, 20–25% of ARF patients with Sydenham’s chorea may subsequently develop RHD.141 Erythema marginatum is seen in less than 10% of patients with ARF, and is usually associated with carditis.142 It is a nonpruritic, nonpainful erythematous serpiginous macular eruption with central pale clearing, which is usually seen on trunk and the proximal aspects of limbs and accentuated by skin warming.143 Erythema marginatum can appear at any time during the course of ARF. Individual lesions may appear and disappear in minutes to hours. These symptoms may go on intermittently for weeks to months.

Subcutaneous nodules are the least frequent manifestations of ARF, occurring less than 7% of cases.147,148 They are associated with severe carditis, and tend to occur several weeks after onset of ARF. The nodules are firm and painless and vary in size from 0.2 mm to 2.0 cm. They are usually found over bony prominences and extensor surfaces of tendons such as elbows, knees, wrists, ankles, Achilles tendons, occiput, or spinous processes of the vertebrae.142 Evidence of preceding streptococcal infection includes positive throat culture or RADTs for GABHS, rising serum anti-streptococcal antibody titer, and recent scarlet fever. Throat culture or RADTs are positive in only 10–30% of cases and up to 50% of culture-positive patients may be chronic pharyngeal carriers.191 Therefore, anti-streptococcal antibody tests are commonly used for diagnosing ARF. These include ASO, anti-DNase B, anti-group A streptococcus carbohydrate (GAS CHO), anti-group A carbohydrate, anti-hyaluronidase, and antistreptokinase. Due to the variation of ASO level, “upper limit of normal” (ULN) value of the titers should be established for each age group and population. Generally, 80–85% of patients with ARF have positive result from single antibody test, but the sensitivity of multiple tests may increase up to 92–98%.142 ASO response can typically be determined after 1 week, and peaks at 2–3 weeks after GABHS infection or the second or third week of ARF. Thus, two serum samples are required at an interval of 2–3 weeks.143 Anti-DNase B titer usually begins to rise by the second week after infection and peaks at 6–8 weeks.142 Most patients with recurrent rheumatic fever fulfill the Jones criteria; however, polyarthritis, chorea, and carditis may recur independently. Therefore, a recurrent rheumatic fever should be considered in prior ARF or RHD patients who have the evidence of recent GABHS infection with only one major or two minor criteria.146,147 Lack of sensitivity of the Jones criteria is also a recognized problem.169 Proposed guidelines to supplement the Jones criteria are developed in 2006 to increase the sensitivity for detection of ARF in the areas with high rates of ARF and RHD.175 The goals of ARF treatment are symptomatic relief, eradication of GABHS in pharynx, and prophylaxis against subsequent GABHS.
infection to prevent further cardiac damage. Analgesics without anti-inflammatory properties are recommended for patients with mild disease or questionable migratory polyarthritis. Anti-inflammatory therapy, especially aspirin (60–100 mg/kg/day), leads to dramatic improvement in fever, arthritis, and arthralgia and is the mainstay of therapy in ARF. Without anti-inflammatory therapy, the average duration of a rheumatic attack is approximately three months; fewer than 5% of cases may persist for longer than six months. Patients with moderately severe carditis such as congestive heart failure, significant cardiomegaly, or third-degree heart block should not receive corticosteroid therapy, as well as other supportive cares. However, the advantage of corticosteroid treatment over aspirin in preventing valvular heart disease from ARF is unclear. Prednisolone can be used as an alternative in patients who have serious side effects from NSAIDs or uncontrolled inflammation. Although IV Ig might hasten recovery from chorea, it has no proven effect on cardiac outcome in ARF. Mild Sydenham’s chorea typically is not treated. The traditional management of chorea includes reassurance, and moving of the patient to a quiet, calm environment. Patients with moderate-to-severe chorea or refractory to conservative management may benefit from valproic acid, carbamazepine or haloperidol. Sedative therapy, such as Phenobarbital, diazepam, or chlorpromazine may also be helpful in the early course of chorea. 

At the time of diagnosis, all patients presented with ARF should receive either 10-day oral penicillin or 10-day erythromycin or a single intramuscular injection of benzathine penicillin (primary prophylaxis) to eradicate of possibly persistent GABHS in upper respiratory tracts, regardless of culture results. However, these regimens have not been shown to alter cardiac outcome after one year in controlled studies. Without antibiotic prophylaxis, three-quarters of patients with ARF have one or more recurrence(s) during their lifetime. The long-term sequelae of rheumatic fever are limited to the heart. Patients with carditis during the first episode of ARF are likely to have recurrent episodes of carditis. The long-term sequelae of recurrent rheumatic carditis is typically chronic progressive valvular stenosis with or without valvul regurgitation. Symptomatic rheumatic valvular heart disease usually occurs 10–20 years after the initial rheumatic attack. Prevalence of RHD peaks at age between 25 and 34. Mitral valve, especially mitral stenosis, is more commonly involved than aortic valve. Patients with a history of ARF or RHD, secondary prophylaxis aims to prevent subsequent episodes of GABHS pharyngitis, which may trigger recurrent ARF, development or deterioration of RHD. Prophylaxis should begin immediately after completing of the initial course of antibiotic therapy. Prophylactic regimens include intramuscular benzathine penicillin G every 3–4 weeks, twice daily oral penicillin, sulfadiazine, or erythromycin. The duration of secondary prophylaxis is not well defined. The decision to discontinue prophylaxis should be made after careful consideration of potential risks and consequences of recurrent ARF. The highest risk of recurrence is within a few years after the initial attack. The risk declines with age, and the number of years after the most recent attack.

Patients with persistent rheumatic valvular heart disease should continue prophylaxis for 10 years after the last attack, or at least until 40 years of age (whichever is longer). Some guidelines recommend lifelong prophylaxis in patients with severe carditis or severe valvular heart disease, as rheumatic fever can recur as late as the fifth or sixth decades of life. Patients with a previous history of rheumatic carditis but without residual heart disease by echocardiography should continue prophylaxis for 10 years after the last attack, or at least until 25 years of age (whichever is longer). For patients without proven carditis, prophylaxis should continue for five years after the last attack, or at least until 18–21 years of age (whichever is longer). Patients having history of rheumatic fever or RHD who develop acute pharyngitis should be evaluated and treated promptly.

In 1997, the guidelines from the American Heart Association (AHA) recommended endocarditis prophylaxis for invasive dental procedures in all patients with rheumatic valvular heart diseases (moderate-risk patients). However, it is postulated that cumulative bacteremia over one year from chewing, and tooth brushing is six million times greater than bacteremia from a single dental extraction. Currently, there is little evidence to support the use of prophylactic antibiotics for the prevention of endocarditis in patients with rheumatic valvular heart disease undergoing invasive dental procedures. Recent guidelines from the British Society for Antimicrobial Therapy does not recommend endocarditis prophylaxis for invasive dental procedures in patients with rheumatic valvular heart disease, except when deemed high risk. High-risk factors include patients with a prior history of endocarditis, prior valve replacement surgery, and surgically constructed systemic or pulmonary shunts or conduits. Due to limited evidence, endocarditis prophylaxis for invasive dental procedures in patients with rheumatic valvular diseases remains controversial.

**Acute Poststreptococcal Glomerulonephritis**

Acute poststreptococcal glomerulonephritis (APSGN) is an acute inflammatory disorder of renal glomeruli associated with a recent pharyngeal or skin infection by nephritogenic strains of GABHS. M-types 1, 2, 3, 4, 12, 15, 18, and 25 of GABHS may be associated with postpharyngitis glomerulonephritis, and M-types 49, 52, 55, 59, 60, and 61 of GABHS are frequently associated with postpyoderma glomerulonephritis. APSGN is characterized pathologically by diffuse proliferative glomerulonephritis. The attack rate of APSGN after an infection with nephritogenic strains is 10–15%. The epidemiologic characteristics of APSGN significantly correlate with the antecedent group A streptococcal infection. Approximately 60% of APSGN occurs in children between 2 years and 12 years of age. Pyoderma-associated APSGN usually occurs in summer and early autumn, whereas pharyngitis-associated APSGN occurs in winter and early spring, coinciding with peak of ARF. Concomitant presence of ARF and AGN in the same patient after pharyngitis is rare. The latent period of pharyngitis-associated APSGN is about 10 days, while the latent period of pyoderma-associated APSGN is about three weeks or longer. Renal injury in APSGN results from the deposition of antigen-antibody complexes within the glomerular basement membrane. These complexes lead to complement activation, cytokine release, and infiltration by inflammatory cells. The possible streptococcal antigens in these immune complexes include endostreptosin, streptokinase, streptococcal pyrogenic exotoxin B, and nephritis-associated plasmin-receptor (NAPPr). In addition, molecular mimicry between human glomerular components, such as vimentin, basement membrane, and certain epitopes of the M protein, may also lead to autoantibodies and subsequent immune complexes.

Typical clinical findings include oliguria, hematuria, proteinuria, edema, hypertension, and hypocomplementemia. Edema and hematuria are the most common presentations of APSGN. Edema is typically first noticed in periorbital area after arising in the morning, and also involves dependent areas such as feet, legs, scrotum, and sacrum. Children also have systemic symptoms such as lethargy, anorexia, fever, nausea, and abdominal pain. Although oliguria is often seen in children, anuria and renal failure are uncommon. Nearly all children with APSGN have microscopic hematuria, and approximately 30–50% have gross hematuria. Laboratory findings include a mild normochromic-normocytic anemia, elevated ESR, slight hypoalbuminemia, hypercholesterolemia, hyperlipidemia, and elevated blood urea nitrogen and serum creatinine levels. In the first two weeks of APSGN, serum levels of total hemolytic complement and C3 are markedly reduced in most children. Approximately 90–95% of patients with pharyngitis-associated APSGN have elevations of both ASO and anti-DNAse B. The streptolysin O molecule binds with free cholesterol in the skin, so ASO response is relatively weak after GABHS pyoderma. In pyoderma-associated APSGN, anti-DNAse B titer is elevated in 90–95% of cases. APSGN is usually self-limited. Spontaneous diuresis, loss of edema, and improvement in hypertension occur within 1 week. The serum creatinine usually returns to baseline level within 3–4 weeks. Microscopic hematuria usually resolves within 3–6 months, but the degree of proteinuria declines much more slowly.
Death from APSGN is rare. Severe and irreversible renal failure may occur in 0.5–2% of hospitalized children with APSGN.\textsuperscript{219,220} Because recurrent episodes of APSGN are rare, long-term antibiotic prophylaxis is unnecessary. Although antibiotic therapy cannot prevent the APSGN or shorten the course of illness, it might reduce the risk of transmission of nephritogenic GABHS to close contacts.\textsuperscript{218,219,221,222}

\section*{IMMUNIZATION}

Due to high burden of GABHS diseases, there have been ongoing efforts to develop a safe and effective vaccine for more than seven decades. In the 1960s, two parenteral vaccines were conducted in clinical trial: (a) vaccine consisting of partially purified M protein and (b) vaccine consisting of cell wall preparations with high M protein content. Both vaccines were unacceptable reactogenic and inconsistently immunogenic.\textsuperscript{223} Several studies in the 1970s showed that subcutaneous or mucosal (intranasal or pharyngeal) administration of purified M protein vaccine evoked immune responses with partial protection in humans, and had no host-reactive antibodies.\textsuperscript{224-227} Patients receiving mucosal vaccines had fewer rates of pharyngeal acquisition of GAS, which were associated with reduced rates of symptomatic infection, than those of parenteral vaccines. In the 1980s, further structural analyses of the M protein revealed that N-terminal region of the M protein was responsible for type-specific opsonic antibodies.\textsuperscript{228}

In the late 1990s, development of a group A streptococcus vaccine used recombinant peptides of N-terminal region of M protein, and then constructed a multivalent fusion protein vaccine. This vaccine was safe, immunogenic, and protective in rabbits and mice.\textsuperscript{229} A hexavalent recombinant fusion peptide GAS vaccine, containing N-terminal M protein fragments from serotypes 1, 3, 5, 6, 19, and 24, was studied in a phase I trial of healthy adults.\textsuperscript{224} This vaccine was found to be well tolerated and highly immunogenic against six serotypes of group A streptococcus without eliciting antibodies that cross-react with host tissues.\textsuperscript{224} A 26-valent GABHS vaccine, consisting of 80–90% of serotypes causing common GABHS infections in North America, was studied in a phase I and II trial of healthy adults.\textsuperscript{220,221} This vaccine revealed no evidence of rheumatogenicity or nephritogenicity, did not induce the formation of human tissue-reactive antibodies, and had no serious adverse events. Also, it was found to be highly immunogenic, eliciting an antibody response to the majority of group A streptococcus serotypes. However, there is currently no FDA-approved vaccine for the prevention of GABHS infections.\textsuperscript{224}

Besides N-terminal region of M protein based vaccine, other vaccine candidates include C-terminal region of M protein,\textsuperscript{225-229} C5a peptidase,\textsuperscript{230-232} cysteine protease,\textsuperscript{233} fibronectin binding proteins,\textsuperscript{234-236} group A carbohydrate (GAS CHO),\textsuperscript{237-239} and lipoproteins.\textsuperscript{240} These candidates are active against different serotypes of streptococci because the determinants conserved in most GABHS strains. Although new vaccines are efficacious in the prevention of GABHS colonization and infection in animal models, few studies have demonstrated immunity in humans.\textsuperscript{241,242} Despite these advances, further studies are needed to better understand the pathogenesis of GABHS infections, and to develop a cost-effective GABHS vaccine.

\section*{DISEASE REPORTING}

In the U.S., streptococcal TSS and iGAS have been designated as nationally notifiable diseases since 1995.\textsuperscript{243,244} Due to a decline in sequelae of streptococcal pharyngitis and the increased workload of surveillance, GABHS pharyngitis and ARF have been deleted from the national notifiable disease list since 1971 and 1995, respectively.\textsuperscript{243} Disease reporting to state health departments is mandated by legislation at the state and local levels. However, reporting of nationally notifiable diseases to CDC by the states is voluntary.\textsuperscript{245,246} Currently, automated laboratory-based reporting should be used instead of data collected manually in an attempt to improve accuracy, completeness, and timeliness of the surveillance.\textsuperscript{247-249} Furthermore, the real-time collection of electronic data may result in rapid detection of clusters or potential outbreaks.\textsuperscript{250}

For hospitalized patients, all iGAS or streptococcal TSS cases should be reported to the institution’s infection control team.\textsuperscript{129,130} Any patient with suspected or proven iGAS or streptococcal TSS should be admitted to a single room. Isolation is required for at least 24 hours after the initiation of appropriate antibiotic therapy.\textsuperscript{260} According to CDC recommendations, enhanced surveillance should be performed if one case of iGAS is detected in postpartum, postsurgical, long-term care, and day care populations.\textsuperscript{131} Enhanced surveillance includes review of microbiology records and autopsy reports and/or review of operative, labor and delivery, and medical records from the previous six months for the definite and probable cases of iGAS. GABHS isolates from the index case and any additional cases should be stored for at least six months to allow for the strain comparison. If two or more cases of iGAS are detected in health-care facilities within a six-month time frame, and if these are found to be clonal, an outbreak investigation must be performed.\textsuperscript{129,131}
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Meningococcal Disease

Montse Soriano-Gabarró • Nancy Rosenstein

\begin{center}
\textit{Vieussens provided the first definite description of epidemic cerebrospinal meningitis as it occurred in Geneva, Switzerland, in 1805. In 1887, Weichselbaum demonstrated that Neisseria meningitidis was the cause of this disease. The high mortality and epidemic potential of meningooccal disease has led to intensive study of means for its control and prevention since the early part of this century.}\textsuperscript{1,2}
\end{center}

\begin{center}
\textit{Bacteriology N. meningitidis is a nonmotile, nonsporeforming gram-negative coccus. The organisms usually are arrayed in pairs that are flattened along the axis joining them. Isolation of diplococci from the nasopharynx in Mueller-Hinton agar is facilitated in addition of vancomycin, colistin, and nystatin, to which they are resistant. Addition of blood or other detoxicants in agar also facilitates growth, as does incubation in 5% of 10% CO\textsubscript{2}. All Neisseria species are oxidase positive. The meningococcus can be differentiated from other Neisseria by its fermentation of glucose and maltose but not of sucrose or lactose, by its lack of pigmentation, and by its failure to grow at room temperature.}
\end{center}
Strains of *N. meningitidis* are serologically classified based on immunologic reactivity of their capsular polysaccharides (serogroup), which are the basis for currently licensed meningococcal vaccines. Meningococci are further classified on the basis of their class 1 outer membrane proteins (OMP) (serosubtype), class 2 or 3 OMP (serotype), and lipooligosaccharides (immunotype). Other strains lack capsular polysaccharide and cannot be serogrouped. Molecular subtyping with the use of multilocus sequence typing, pulsed-field gel electrophoresis, or DNA sequence analysis allows estimates of genetic relatedness between strains of meningococci. Studies using this method have demonstrated that highly related, or clonal, groups of meningococci are responsible for epidemics of meningococcal disease. Meningococci also have the capacity to change the genetic material responsible for capsule production and thereby switch from serogroup B to C or vice versa. Capsule switching may become an important mechanism of virulence with the widespread use of vaccines that provide serogroup-specific protection.

**Clinical Characteristics**

*N. meningitidis* is most commonly found asymptomatically in the oropharynx or nasopharynx. Specific immunity may be induced, but carriage is not eradicated by the serological response.

In less than 5% of people, meningococci penetrate respiratory epithelium and cause bacteremia. Persons who lack or have a deficiency of antibody-dependent, complement-mediated immune lysis (bactericidal activity) are most susceptible to meningococcal disease. Immune defects that confer a predisposition to invasive meningococcal infection include asplenia (functional or anatomical), deficiency of properdin, and deficiency of terminal complement components. The role of genetic immune defects in altering the susceptibility to meningococcal disease is not yet well understood. Antecedent viral infection, chronic underlying illness, and both active and passive smoking also are associated with increased risk for meningococcal disease.

Clinical manifestations of meningococcal disease vary according to the intensity of bacteremia, the organs seeded from the blood, and perhaps the strain involved. Overwhelming septicemia (meningococcemia) occurs in 5–20% of patients and can cause death within 2–8 hours of the first symptoms; meningococcemia is associated with vasculitis, irregular petechial, purpuric, or maculopapular skin eruption, cutaneous infarction, and bilateral adrenal hemorrhage (Waterhouse-Friderichsen syndrome).

Meningeal infection, resulting from hematogenous spread, occurs in about 50% of patients, and its clinical presentation is similar to other forms of acute purulent meningitis. The incubation period is often difficult to assess but apparently ranges from 2 to 10 days. Symptoms of meningitis include sudden onset of malaise, followed rapidly by fever, headache, nausea, vomiting, and stiff neck. Arthritis, pericarditis, and pneumonia constitute other systemic manifestations of meningococcal disease. In infants, meningal infection may have a slower onset, with nonspecific signs, a bulging fontanelle and without stiffness of the neck.

The diagnosis of acute fulminant meningococcemia often can be made clinically. Specific diagnosis of meningococcal disease can be made by recovery of meningococci from blood, cerebrospinal fluid (CSF), or other normally sterile sites or by detection of capsular polysaccharide in those sites by latex agglutination. Polymerase chain reaction (PCR) analysis offers the advantages of detecting serogroup-specific *N. meningitidis* DNA and of not requiring live organisms for a positive result. This approach is widely used in the United Kingdom (UK) where more than half of meningococcal cases are confirmed with PCR. Newer molecular-based subtyping techniques also allow further characterization of *N. meningitidis* from PCR-derived products.

Many antimicrobial agents, including penicillin, are active against *N. meningitidis*. The low prevalence of resistance to penicillin, as well as uncertainty about the clinical relevance of intermediate resistance, supports the continued use of penicillin to treat meningococcal infections for persons who are not allergic to it. Up to 20 million units per day (300,000 U/kg/d for children) may be given intravenously in divided doses. Clinical isolates with intermediate resistance to penicillin (MIC, 0.1–1.0 μg/mL) have been isolated in Europe, South Africa, and the United States (US), although its clinical relevance is unclear. For patients who have inadequate clinical response to penicillin therapy, strains should be tested for susceptibility to penicillin. Because the clinical presentation of meningococcal meningitis may be similar to meningitis caused by other bacteria (e.g., *S. pneumoniae*), empirical therapy should be directed at the most likely pathogen, on the basis of epidemiological data. Empirical management of meningitis in children who are one month of age or older should include vancomycin pluscefotaxime or ceftriaxone, given the high prevalence of penicillin-resistant *S. pneumoniae*.

In developing countries, the need to treat a large number of patients makes repeated injections with penicillin or even ceftriaxone impractical. A single intramuscular dose of an oily suspension of chloramphenicol has been shown to be as effective as a five-day course of crystalline penicillin in the treatment of meningococcal meningitis.

**Carriers**

Pharyngeal carriage of meningococci is common. The proportion of carriers varies from 5% to 40% depending on the population, season, age, and living conditions. Carriage tends to be greatest under crowded conditions, such as among military recruits. Rates of meningococcal carriage vary with age. Very low carriage rates are reported in children under the age of four years; in most studies, carriage rates are highest among adolescents and young adults. The increase in carriage among adolescents may be a consequence of behavior and social interactions that promote spread of meningococci among people.

Carriage generally persists between three weeks and three months. The carriage rate in a population is of little value in predicting whether an outbreak will occur, probably because of the great variation in virulence of strains, susceptibility of the population, and the difficulty in assessing incidence of infection from a prevalence measurement, such as the carriage rate.

**Immunity**

Immunity to the meningococcus is mediated primarily by bactericidal antibodies directed against capsular or noncapsular antigens. Goldschneider and colleagues showed that bactericidal antibody probably resulted most commonly from asymptomatic meningococcal infection in the nasopharynx. The presence of serum bactericidal antibodies is common in neonates, reflecting transplacental transfer of maternal antibodies, and decreases rapidly in the first three months of life, increasing again toward the end of the first year. The prevalence of bactericidal antibodies thus mirrors the incidence of meningococcal disease. Following asymptomatic infection or disease, antibodies commonly develop to capsular polysaccharides—although less strikingly to serogroup B than to other serogroup antigens—and to OMP antigens. The presence of complement is necessary for the full protection of bactericidal antibody.

**Transmission**

*N. meningitidis* is found only in humans and is spread from the nasopharynx, probably by respiratory droplets. *N. meningitidis* carriage may be introduced into the household by an adult and spreads first to older children and then to infants. In sub-Saharan Africa, where seasonal epidemics are typical, disease occurs primarily in the dry season and decreases abruptly with the first rains. However, transmission of carriage does not seem to be seasonal and likely occurs during both the dry and rainy seasons. Transmission is most intense in closed, crowded conditions—in the home, barracks, or jail. Most disease is due to transmission from asymptomatic carriers but patients with *N. meningitidis* transmit more efficiently. The risk of meningococcal
disease is increased 400-800-fold among household contacts of a person with meningococcal disease.19

Occurrence
In the U.S. meningococcal disease occurs endemically at a rate of 0.9–1.5 cases per 100,000 population per year, or 2500-3000 cases per year with a peak in lake winter and early spring.7,20,21 The rates of disease are highest among infants in whom protective antibodies have not yet developed; the rates drop after infancy and then increase during adolescence and early adulthood.22 The proportion of cases among adolescents and young adults increased the 1990s; in the United States during the period from 1992 to 1996, 28% of affected persons were between 12 years and 29 years old.20,21

Globally, serogroups B and C have been responsible for most endemic disease, although variations in the proportion of disease due to each serogroup are observed. In the United States, the number of cases involving serogroup Y has increased; from 1996 to 1998, one-third of cases were due to serogroup Y.22 Serogroup B is relatively more common in cases in young infants.

Most large epidemics of meningococcal disease are caused by serogroup A, although epidemics of serogroup B or C have been reported. During the past years, serogroup W-135 has caused meningococcal disease epidemics in Saudi Arabia and Burkina Faso22,23 and more recently serogroup X has been identified as cause of disease and outbreaks in some parts of Africa.

Epidemics may be community-wide or confined to only parts of the population. In the latter situation, crowded or impoverished groups seem particularly susceptible, for example, military recruits and prisoners. Until 1945, major meningococcal epidemics occurred about every 10 years in the U.S. For unknown reasons, these major epidemics stopped; small outbreaks of meningococcal disease, primarily due to serogroup C, have been occurring more frequently in the U.S. since 1980s, and a serogroup B outbreak began in Oregon in 1994.24,25 Periodic large epidemics continue to occur in sub-Saharan Africa, where incidence rates may be as high as 1000 cases per 100,000 population during epidemic periods. Introduction of new strains into a susceptible population as well as concurrent viral infections, smoking, and crowding may be important risk factors for epidemics.27,28,29

Prevention
Antimicrobial chemoprophylaxis among close contacts of sporadic cases of meningococcal disease is the primary means for prevention of meningococcal disease in the United States.30 Close contacts include household members, day care center contacts, and anyone directly exposed to the patient’s oral secretions (e.g., through kissing, mouth-to-mouth resuscitation, endotracheal intubation, or endotracheal tube management). Because the risk of secondary disease among close contacts is highest during the first few days after the onset of disease in the index patient, chemoprophylaxis should be administered as soon as possible.30

Antibiotics that effectively eliminate nasopharyngeal carriage of N. meningitidis include rifampin, ciprofloxacin, and ceftiraxone. Rifampin is administered twice daily for two days (600 mg bid for adults, 10 mg/kg bid for two days for children over one month of age, and 5 mg/kg bid for 2 days for neonates). Ciprofloxacin is administered as a single dose (500 mg orally). Ceftiraxone is recommended as an intramuscular dose of 250 mg for adults and 125 mg for children.30 Although secondary cases in hospital contacts are rare, standard and droplet precautions should be considered to reduce the risk of transmission of disease during hospitalization (http://www.cdc.gov/ncidod/dhqp/ISOLAT/isopart2.htm).

Meningococcal purified polysaccharide vaccines have been widely used since the development in 1969 of a highly immunogenic vaccine for serogroups A and C by Gotschlich et al.17 The serogroup A and C components have good efficacy in adults and children as young as two years of age.31,32 The serogroup A polysaccharide induces antibodies in some children as young as three months of age although a response comparable to adults is not achieved until four or five years of age; the serogroup C component is poorly immunogenic in children less than 18–24 months of age.33 Duration of protection is likely only 3 years and is substantially shorter in young children.34,35 In addition, the polysaccharide vaccine does not provide sustained protection from nasopharyngeal carriage and thus does not include long-lasting herd immunity.

In the United States, a licensed meningococcal polysaccharide vaccine for serogroups A, C, Y, and W-135 (tetravalent) is available. Because its relative ineffectiveness and short duration of protection in children aged less than two years of age, the tetravalent vaccine is not recommended for routine infant immunization. However, the vaccine is recommended for use in control of localized outbreaks known to be due to serogroups included in the vaccine.36 For serogroup C meningococcal disease outbreaks, it is recommended that when 3 or more confirmed cases of serogroup C meningococcal disease occur in a defined community or organization over three months or less and result in an attack rate of greater than 10 cases per 100,000 population (about 20 times greater than endemic rate of serogroup C disease in the United States), mass vaccination of the affected population should be considered.37

College freshmen, particularly those living in dormitories or residence halls, are at modestly increased risk for meningococcal disease compared with persons of the same age who are not attending college. Therefore, it is recommended that students and their parents are educated about the risk for disease and about the vaccine so they can make individualized, informed decisions regarding vaccination.38 Routine vaccination with the tetravalent vaccine is recommended for certain high-risk groups, including persons who have terminal complement component deficiencies and those who have anatomic or functional asplenia. Research, industrial, and clinical laboratory personnel who are exposed routinely to N. meningitidis in solutions that may be aerosolized also should be considered for vaccination.37

A serogroup A/C (bivalent) meningococcal polysaccharide vaccine is licensed in Europe and is used for control of outbreaks in other parts of the world, including epidemic meningococcal meningitis in African meningitis belt countries, where reactive mass vaccination campaigns with the vaccine are conducted following WHO recommendations.39 In 2003, a serogroup A/C/W-135 (trivalent) meningococcal polysaccharide vaccine was also licensed for use in Africa, to respond to the potential emergence of serogroup W-135 meningococcal disease epidemics in that Region.39

In the past 10 years, a major effort has been to enhance the immunogenicity and protective efficacy of A and C polysaccharides in infants and young children, methods similar to those used for Haemophilus influenzae type b conjugate vaccines have been applied to produce conjugate A and C meningococcal vaccines.40,41 This is protein conjugation of bacterial polysaccharides converting a T-cell-independent immune response onto a T-cell-dependent response, and resulting in increased antibody titers and polysaccharide-specific immunological memory in infants and young children.

Serogroup C polysaccharide conjugate vaccines are already licensed for use in infants and children in Europe and Canada. Studies in the UK have reported that these vaccines are safe and immunogenic in infants and children, and can decrease transmission, thus protecting unvaccinated individuals by inducing herd immunity. In 2000, after introduction of the vaccine in the UK, the vaccine was shown to be highly efficacious and resulted in a dramatic decline in the number of serogroup C meningococcal disease cases.42 The vaccine also reduced carriage of serogroup C meningococci and induced herd immunity.43

The meningococcal serogroup C conjugate vaccine program in the UK has successfully controlled the incidence of serogroup C meningococcal disease. However, recent data suggest that duration of protection may be short among young infants vaccinated at 2, 3, and 4 months through routine immunization programs; however, vaccine effectiveness remained high in children aged 5 months to 18 years. A booster dose or a different schedule may solve the challenge of waning immunity in infants, but these findings continue to raise concerns about whether immunological memory is sufficient to provide long-term protection.44 Since 2006, the UK has incorporated a
Mycobacterium bovis, and two very uncommon species is classified within the Mycobacterium tuberculosis complex. A serogroup A/C/Y/W-135 (tetravalent) meningococcal conjugate vaccine has recently been licensed in the U.S. since January 2005 for persons between the ages of 11 years and 55 years based on safety and immunogenicity, and the CDC’s Advisory Committee on Immunization Practices (ACIP) made a recommendation for its use in May 2005.34 This vaccine and other similar vaccines with different formulations and combination of antigens such as the Hib Men C conjugate vaccine currently used in the UK, have been or may be licensed for use among young children in subsequent years.

Because the serogroup B capsular polysaccharide is poorly immunogenic in humans, vaccine development for serogroup B meningococci have focused on other common proteins, including the outer membrane proteins (OMP) of specific epidemic strains. OMP vaccines have shown good efficacy in older children and adults, but efficacy in young children, in whom rates of disease are highest, has not been shown.35 In addition, the variability in OMP strains causing endemic disease will likely limit their usefulness in the United States.36

Because of the potential limitations of these vaccines, other new approaches to serogroup B vaccines are being pursued including the conjugation of a modified serogroup B polysaccharide (after substitution of the N-acetyl group with a N-propionyl group) to a recombinant serogroup B meningococcal porin protein. While this vaccine is immunogenic in mice and nonhuman primates, there is concern that the vaccine may not be safe.37 In addition, with the recent sequencing of the serogroup B meningococcal genome, several new genes and encoding putative membrane proteins have been identified suggesting potential new targets for serogroup B vaccines.38,39 The availability of new meningococcal conjugate vaccines as well as the pursuit of new vaccine strategies should lead to substantial improvements in control and prevention of meningococcal disease in both the United States and globally.

Tuberculosis

Douglas B. Hornick

Tuberculosis (TB) has been an affliction of humankind since before recorded history. TB inspired writers such as John Bunyan to aptly describe this deadly and mysterious disease in 1660 as “the captain of all these men of death that came against him to take him away, was the consumption for it was that brought him down to the grave.”1 As with classic works of literature, tuberculosis endures. In spite of the much heralded medicinal cures developed in the 1940s and 1950s, tuberculosis still devastates populations throughout the world. Aspects of the pathogenesis of this disease remain shrouded in mystery. Even the causative agent of TB, Mycobacterium tuberculosis, the agent of TB, has become increasingly resistant to antimycobacterial medications, and travels with and has been especially virulent among those suffering from acquired immunodeficiency syndrome (AIDS). These trends keep tuberculosis at the forefront among the deadly infections of humankind.

The Microbiology of M. tuberculosis

Mycobacterium tuberculosis is classified within the M. tuberculosis complex. Closely related members of the M. tuberculosis complex are Mycobacterium bovis, and two very uncommon species Mycobacterium microti and Mycobacterium africanum.2 M. tuberculosis and M. bovis along with Mycobacterium leprae cause communicable disease, which sets these species apart from the more than 50 other species of Mycobacteria, which are referred to as nontuberculous mycobacteria (NTM). M. tuberculosis organisms exhibit a bacillary morphology and produce an impervious waxy cell wall. The cell wall, composed mostly of a beta-hydroxy fatty acid, mycolic acid, excludes most antimicrobial agents and is resistant to alkali and acid. The latter property is taken advantage of by the acid-fast stains (e.g., Ziehl-Neelsen, Kinyoun, fluorochrome). M. tuberculosis organisms can be killed relatively easily by ultraviolet (UV) light at 254-nm wavelength, sunlight, heat, and specific disinfectants such as tricresol and phenol. Modern molecular techniques applied to M. tuberculosis have resulted in sequencing and annotation of entire genome, comprising about 4000 genes, and allow many labs to routinely take advantage, for strain identification, of the unique restriction digest patterns created by the GC-rich repetitive sequences and major polymorphic tandem repeats that account for 10% of the genomic DNA while not yet knowing these genes function.3

Mycobacteria divide every 18–24 hours compared to every 1–2 hours for most other bacterial pathogens. Mycobacteria have traditionally been cultured on egg-potato-based solid media, Lowenstein-Jensen (L-J) slants, or Middlebrook 7H10 or 7H11 agar-based solid media. Following a 3- to 4-week incubation, an array of biochemical tests and additional growth on artificial media have been necessary traditionally to distinguish M. tuberculosis from the other multiple species of mycobacteria.4 Final identification by these methods accounts for the 6–8 week delay in diagnosis, historically. Modern laboratory techniques that shorten the time to identification are described later.

Antimycobacterial Resistance. Mutations producing resistance to the first-line medications such as isoniazid (INH) and rifampin occur spontaneously. Genetic data have shown that at least two mechanisms account for INH resistance: deletion of katG, the gene encoding for catalase or mutation in inhA, a gene involved in the synthesis of mycolic acid.4,5 Rifampin resistance results from mutations within the ropB gene which encodes for β subunit of RNA polymerase.6

The probability of spontaneous resistance is estimated at 10−6 for isoniazid and 10−4 for rifampin, and the probabilities for resistance to the other first-line medications fall within the same range.7 The occurrence of these mutations is an unlinked phenomenon, so the probability that a single organism will be resistant to both INH and rifampin is the product of the probability of each mutation or 10−10. The estimated burden of organisms in a patient varies as follows: 104 bacteria for a latent infection, 108–1010 bacteria per gram of tissue for noncavitary pulmonary disease, and 109–1011 organisms per gram of tissue for cavitary pulmonary disease. The use of INH alone in a patient with latent TB infection is not believed to risk selection of resistant strains. The use of INH alone in a patient with cavitary pulmonary disease, however, allows spontaneously resistant strains to grow selectively. Resistance to multiple medications can develop with time if other antimycobacterial medications are added sequentially. Resistance that develops in this fashion is defined as acquired (or secondary) drug resistance.

Primary drug resistance is drug resistance discovered in an isolate from a patient who has not previously received antituberculous...
medications. Primary resistance usually is found in patients who have been infected by transmission from another individual with drug-resistant TB. *M. tuberculosis* isolates that exhibit simultaneous resistance to at least INH and rifampin are referred to as *multidrug-resistant tuberculosis* (MDR-TB).1,9 The rationale for this specific definition is that treatment outcomes are compromised significantly when the two most potent first-line medications, INH and rifampin, are ineffective. Unfortunately, the new millennium has brought an even more ominous strain, the *extensively drug-resistant tuberculosis* (XDR-TB). These organisms are not only resistant to INH and rifampin, but at least three out of six main classes of the second-line antitubercular drugs (fluoroquinolones, aminoglycosides, cycloserine, para-aminosalicylic acid, polypeptides, thiouimates).20

**Pathogenesis and Transmission of *M. tuberculosis***

*M. tuberculosis* infects the human host following inhalation of small infectious particles called *droplet nuclei*.1,15 At least three possible consequences result if the organisms are not killed and cleared immediately: progressive development of active infection (*primary TB*), *latent tuberculosis infection* (LTBI) that persists throughout the life of the host, or disease that activates many months or years after the initial infection (*reactivation TB*).

Infectious droplet nuclei measure approximately 1–5 µm in diameter, deposit in the terminal bronchioles and alveoli of the host, and theoretically may contain as few as one viable organism. The bacteria may multiply briefly at the site of deposition but eventually are ingested by pulmonary macrophages. Following phagocytosis, *M. tuberculosis* inhibits phagolysosomal fusion, allowing the organism to survive and multiply intracellularly within lysosomes.15

The infected macrophages then initiate the cellular immune response in most individuals eventually contains the infection. During this initial phase of infection and multiplication, the inflammatory response can be of sufficient intensity to cause a localized pneumonia. In general, the host is asymptomatic or minimally symptomatic. During this phase, also, the organisms are carried into the regional lymphatics, then into the hilar and mediastinal lymph nodes.13 Lymphohematogenous dissemination occurs with deposition of the bacteria at multiple extrapulmonary sites, where further multiplication can continue. During dissemination, specific–cell-mediated immunity matures and further multiplication and dissemination of the organism is halted in the majority of healthy individuals. Subsequently the infection remains contained or latent.15 The immune response produces granulomas known as *tubercles* with characteristic caseous necrosis seen microscopically within the lung, mediastinal lymph nodes, and other tissues. When the cell-mediated immune response is overwhelmed (approximately 5% of all infected individuals), rapidly progressive infection or primary TB results. Human immunodeficiency virus (HIV) infected patients, due to impaired cellular immunity, are very likely, compared to normal hosts, to develop primary TB after exposure.

Reactivation TB (approximately 5% of all infected individuals) results if previously contained organisms begin uncontrolled proliferation. This may occur in the non-immunosuppressed host within approximately two years of the initial infection, accounting for roughly half of the cases of reactivation TB. The other half arises after two years, spontaneously in some and in others when cell-mediated immunity is compromised, during the remaining years of life.

The cell-mediated immune response takes approximately 4–8 weeks to mature in the naive host,10 and it is manifested in the human host by the *Tuberculin Skin Test* (TST) response. The response results from an intradermal injection of *tuberculin*, a purified protein derivative of *M. tuberculosis* culture extract.

Factors listed in Table 12-9 consist of disease states that weaken cell-mediated immunity, and situations that reflect an increased burden of latent organisms and result in more risk for active tuberculosis.12,15 The rate of progression among HIV patients is 8–10% annually, much higher compared with all others hosts.14,15 HIV coinfection increases the risk of progression by greater than 100-fold.20 Recent data have shown that selective immunosuppressant agents, TNF antagonist therapies (e.g., infliximab, etanercept) increase the risk of reactivation TB by a rate yet to be determined.11,12 The other factors listed increase risk for progression to active disease between 3- and 7-fold.20-24

**Transmission of Tuberculosis**

Transmission of tuberculosis to other human hosts is strictly via droplet nuclei. *M. tuberculosis* within secretions or droplet nuclei that have deposited on a surface lose the potential for infection. Patients with pulmonary or laryngeal TB produce infectious droplet nuclei.25,26 Those with extrapulmonary tuberculosis do not, unless the site of TB infection is manipulated in such a way that an aerosol is generated (e.g., wound irrigation, autopsy). Data from the Centers for Disease Control and Prevention (CDC) show that approximately 21–23% of individuals in close contact to patients with infectious tuberculosis become infected. Transmission of infection to another human host is generally a function of the concentration of infectious droplet nuclei, duration of contact with the infectious case, and the susceptibility of the host exposed.

Classic experiments attempting to quantify TB transmission and identifying key factors in droplet nuclei concentration were done in the late 1950s and early 1960s by Riley and investigators in the Baltimore City veterans hospital.12 In these studies, air from a room containing patients with active pulmonary tuberculosis was diverted to either a UV light chamber, then a control group of guinea pigs, or directly past a test group of guinea pigs. By monitoring the rate of guinea pig infections and the volume of air circulated over the study period, the average concentration of infectious units was calculated at approximately 1 per 15,000–20,000 cubic feet of air. If an adult person inhales approximately 18 cubic feet of air per hour, the probability of infection for an hour of exposure would be approximately 1 in 800 to 1000, which is comparable to risk data from other studies examining nosocomial tuberculosis transmission. The guinea pig investigations also demonstrated significant variation in the concentration of infectious units or droplet nuclei.27 The variation depended upon clinical characteristics of TB in the source patient (e.g., cavity vs. non-cavity lung disease). In addition, transmission dropped rapidly after the source patient was started on antimycobacterial treatment.

Factors affecting transmission can be related to the source case, the environment, the recipient host and/or the organism. Most source cases with active pulmonary disease produce droplet nuclei within aerosols produced by coughing, sneezing, or speaking. The behavior of the infectious patient also affects the concentration of droplet

### TABLE 12-9. RISK FACTORS FOR DEVELOPING ACTIVE TB FROM LATENT TB INFECTION

<table>
<thead>
<tr>
<th>Condition</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>HIV or AIDS</td>
<td>One or more of the following medical conditions: Intraavenous drug users that are HIV negative, Diabetes mellitus, Silicosis, Renal failure and those on chronic hemodialysis</td>
</tr>
</tbody>
</table>
nuclei released. When a patient with active pulmonary disease coughs or sneezes, or by wearing an ordinary surgical mask, the large droplets with the potential to form infectious droplet nuclei are captured and inactivated. The effect as a physical barrier rather than the filtration properties is what is important with such techniques. In addition, cavitary disease increases the probability of infection among contacts because of the large number of organisms in the sputum from these patients. A study from Finland even suggested that the probability of active tuberculosis was also higher among contacts of patients who produced sputum smears that contained a high number of organisms. At the other end of the spectrum, patients who produce a low concentration of organisms in sputum, those who are smear-negative, but culture-positive, are the least likely to transmit infection, yet transmission does occur at low levels.

Environmental factors also affect the concentration of droplet nuclei in the air. The volume of air common to the source and the recipient host is one such factor. The smaller the room, the more concentrated the droplet nuclei. The amount of outside air ventilated into a room is another factor, since fresh air will dilute the number of droplet nuclei. Modern buildings are engineered for air recirculation. The closed heating and air conditioning systems increase the concentration of droplet nuclei since not much outside air is introduced into such a system. Engineering controls that reduce contamination include passage of recirculated air across a UV light source or across high-efficiency particulate air (HEPA) filters.

Duration of exposure and immune status of the recipient host (also referred to as a close contact) of an infectious case also affect the probability of transmission. The longer the duration of exposure, the greater the probability the close contact will inhale a critical number of droplet nuclei and exceed the threshold for infection. Naive hosts who are immunosuppressed or at the extremes of age (under 5 or over 65) are more likely to become infected when they are in close contact with a patient with a positive sputum smear. In contrast, close contacts who have been infected previously, demonstrable by a positive TST, are unlikely to be reinfected as long as immune and health status is intact. However, reinfection has been documented for non-immunosuppressed individuals where TB prevalence is high.

Recent studies from New York City using DNA fingerprinting methodology to precisely track the M. tuberculosis isolates have shown that TB strain-specific characteristics related to transmissibility remain incompletely understood.

Clinical Aspects of Tuberculosis

Active TB must be suspected in specific clinical settings. The confirmation of active TB relies on the acquisition of sputum or infected tissue followed by identification of the organism. The promise of new and faster diagnostic tests, however, is more tangible now than in years past.

Characteristics of Patients with Tuberculosis. The majority of primary infections (approximately 90%) result in healing and granuloma formation. The organism then becomes dormant and the infection remains latent. Individuals with latent tuberculosis infection (LTBI) are completely asymptomatic and are only detected by a positive TST. These individuals cannot transmit tuberculosis to others and represent the most prevalent form of tuberculosis.

Active tuberculosis in the non-immunocompromised host is frequently infectious because it presents as a pulmonary infection in 85% of the cases. Symptoms are insidious in onset and develop over several weeks or months. The typical pulmonary symptoms are a productive cough of small or scant amounts of a non-purulent sputum, hemoptysis, and vague chest discomfort. Patients also have systemic symptoms such as chills, night sweats, fever, easy fatigue, loss of appetite, and weight loss. A physical examination of patients with active pulmonary tuberculosis usually contributes little to the diagnosis of tuberculosis.

Patients with active tuberculosis and HIV or AIDS coinfection present differently than the non-immunosuppressed patient. Atypical chest findings or extrapulmonary disease are far more common in HIV hosts. Extrapulmonary disease can occur in up to 70% of patients. The probability of an atypical presentation increases as the CD4+ T-cell count falls. Sputum samples and TST also are less reliable adjuncts to diagnosis. The reaction to the TST is often blunted and as many as 40% of HIV patients with active TB will not react to the TST. One study showed that 100% of AIDS patients with CD4+ T-cell counts below 100 and active TB had a negative TST. Furthermore, histologic samples from patients infected with TB may not demonstrate a mature granuloma. In general, specific diagnosis of tuberculosis in patients with AIDS often requires a high index of suspicion, a comprehensive search for site of infection, and biopsy to demonstrate and identify the organisms in the tissue site.

Culture of Clinical Specimens. Developments in culture techniques and DNA technology have cut the time for culture and identification down to approximately 2–3 weeks. Currently, clinical mycobacteriology labs utilize as selective liquid media, Middlebrook 7H12, which facilitates rapid growth. The media contains a growth detection marker (e.g., fluorescence, radiometric) for automated detection of the growth index. The growth index is monitored and at a well-defined threshold, usually achieved within 14–20 days, enough DNA can be harvested from the cultured organisms for hybridization with a DNA probe for M. tuberculosis complex. Antibiotic susceptibilities for the first-line medications have been adapted to this rapid culture process so that notification of resistant isolates can be available in as little as 5 additional days.

Sputum Examination. The standard sputum acid-fast smear is less sensitive and not specific compared to culture for detecting M. tuberculosis. To detect organisms in a sputum smear, the concentration needs to exceed approximately 10,000 organisms/mL. Only 50–80% of patients with active pulmonary TB will have a positive acid-fast smear. Acid-fast smears also cannot distinguish M. tuberculosis from acid-fast staining NMT.

The latest technology for interpreting sputum smears use nucleic acid amplification (NAA) techniques, which are becoming less cost prohibitive and more generally available. These techniques are applied directly to sputum smears and improve the specificity and sensitivity. The Food and Drug Administration (FDA) has approved two commercial NAA kits: M. tuberculosis direct test (MTD) (Gen Probe, San Diego, Ca) and Amplicor TB test (Roche Diagnostic Systems, Inc, Branchburg, NJ). The MTD test uses transcription mediated amplification of ribosomal RNA followed by hybridization with a specific M. tuberculosis probe. This test has been approved for smears of respiratory specimens when acid-fast bacilli are not detectable by microscopic examination. The Amplicor TB test is only approved for acid-fast bacilli smear positive specimens. These techniques enhance the diagnostic value of the sputum smear, by improving sensitivity (MTD test), providing immediate M. tuberculosis confirmation, and impacting treatment decisions (M. tuberculosis vs. NMT).

Chest Radiography. The chest x-ray in active pulmonary tuberculosis typically demonstrates infiltrates within the apical and/or posterior segments, and often the infiltrates contain variably sized cavities. In immunocompromised and particularly HIV patients, the chest x-ray may be normal, exhibit only hilar or mediastinal adenopathy or infiltrates in any lung zone. Also, cavities within infiltrates are uncommon.

The Tuberculin Skin Test. The Mantoux or standard TST requires intradermal injection of 5 tuberculin units (TU). The test identifies persons infected by M. tuberculosis that have developed the specific cellular immune response. Infected individuals will develop induration at the site of injection at 48–72 hours. The diameter of induration is measured to determine whether the test is positive or negative. The
modern classification of a positive Mantoux tuberculin skin test depends upon the pretest probability that the person was infected with *M. tuberculosis*.\textsuperscript{1,2,11} False-positive reactions rarely arise from subclinical infection by other similar organisms such as NTM, which express antigens that cross-react with *M. tuberculosis*. False-positive results have the greatest impact in populations with a low incidence of tuberculosis. For persons living in regions of low tuberculosis incidence, such as those in rural parts of the United States, a higher cut point set at 15 mm of induration minimizes the possibility of a false-positive test misidentifying someone as having tuberculosis.

The established cut point is at 5 mm of induration for those persons with a high probability of being infected, who may also exhibit an attenuated cellular immune response. HIV-infected persons, close contacts of an active case of tuberculosis, and individuals with a chest x-ray compatible with old or healed tuberculosis lesions are those in which the smaller reaction is still considered positive.

The standard cut point of 10 mm of induration effectively identifies all other patient populations where the incidence of TB is significant. These groups include foreign-born persons (Africa, Asia, Pacific Islands, Eastern Europe, and Central and South America), medically underserved and low-income populations, intravenous drug abusers, residents of long-term care facilities, and individuals with medical conditions (other than HIV) known to increase the risk of TB (Table 12-9).

**Pitfalls in TST Interpretation.** The booster phenomenon should be considered when screening congregate populations, particularly those containing a significant proportion of elderly people. A person infected in the distant past may exhibit an insignificant skin test reaction, because the cellular immune response to *M. tuberculosis* wanes with time. Within a week, however, a boosted reaction can be seen upon placing a second TST. The first TST induces a recall of the immune response so that the second test should be classified as a true-positive result. The boosted response can last up to a year, so that it potentially can be confused with a TST conversion. Therefore, two tests separated by 1–2 weeks, or two-step testing, is recommended for screening populations that contain a significant number of persons infected in the distant past (e.g., at a long-term care facility).\textsuperscript{25} TB vaccination (bacillus Calmette-Guérin [BCG]) is used in many parts of the world and may confound the interpretation of the TST reaction when screening foreign-born populations for tuberculosis infections. Prior BCG vaccination can induce a TST reaction ranging from 0 mm to 19 mm of induration. A larger reaction cannot be used reliably to differentiate those also infected with *M. tuberculosis*.\textsuperscript{41} Recent data indicate that a positive TST remains the best tool for finding those infected by *M. tuberculosis* among individuals who were previously vaccinated and have immigrated from parts of the world where TB is prevalent. Thus, the CDC recommends that a significant skin test reaction be considered indicative of *M. tuberculosis* infection in an individual from a high TB prevalence area regardless of whether they were previously vaccinated with BCG.\textsuperscript{17,43}

**Blood Analysis for M. tuberculosis (BAMT).** BAMT kits assay interferon-γ release from sensitized blood monocytes and are used increasingly instead of the TST for detecting LTBI. In the United States, the QuantIFERON TB Gold (QFT-G; Cellestis LTD, Carnegie, Australia) kit, approved by FDA May 2005, measures the concentration of interferon-γ released from blood monocytes after exposure to an antigen specific for *M. tuberculosis* and not expressed by either NTM or BCG organisms. Data comparing the QFT-G to the TST show several advantages: reduced false-positive rates, no booster effect, and a result after only one visit. The limitations of the QFT-G kit are not insurmountable, but include: requirement that the blood be processed within 12 hours, higher cost and incomplete long-term and multiple population data.\textsuperscript{44}

**Genotyping M. tuberculosis isolates.** Advancing molecular biology technology introduced genotyping strains originally to enhance epidemiologic research,\textsuperscript{45,46} but the techniques have transferred to routine use for understanding more precisely the transmission dynamics in outbreaks. Restriction fragment length polymorphism (RFLP) analysis of the insertion sequence IS6110 produces a unique fingerprint and is the basic method of genotyping strains.\textsuperscript{47} The CDC has established the National TB Genotyping and Surveillance Network which has the capacity for genotyping all isolates from culture positive cases.\textsuperscript{48} Furthermore, the CDC has committed recently to supplement the IS6110-based RFLP analysis with newer, more rapid, and discriminatory methods using two polymerase chain reaction-based tests, spoligotyping, and mycobacterial interspersed repetitive units analysis, for selected cases.\textsuperscript{49}

**Reporting a Verified Case of Tuberculosis.** Every active tuberculosis case and associated epidemiological data must be reported to the local or state health department as part of ongoing public health surveillance. National results are reported annually by the CDC. Specific criteria have been established to generate a valid report of a verified case of tuberculosis (RVCT).\textsuperscript{50,51} Case definition for an RVCT relies on laboratory and clinical criteria. The laboratory criteria for diagnosis of *M. tuberculosis* require any of the following: isolation by culture followed by DNA probe, demonstration by NAA test, or acid-fast bacilli on smear when a culture has not been or cannot be obtained. In the absence of laboratory data, a valid case must meet the following clinical criteria: (a) a positive TST, (b) signs and symptoms compatible with active TB (e.g., clinical evidence of active disease, changing chest x-ray), (c) treatment with two or more antituberculous medications, and (d) completed diagnostic evaluation.

**Treatment of Tuberculosis.** Treatment of tuberculosis requires distinguishing patients with active TB from those with a LTBI. The current approach to treatment of active TB reflects the emphasis on ensuring adherence to treatment to head off the development of secondary resistance. The updated recommendations for LTBI screening and treatment focus on patients most likely infected and/or at higher risk for developing active TB. In the United States, detailed diagnosis and treatment guidelines can be found in consensus documents which are regularly updated and provide ratings for the quality of evidence supporting recommendations.\textsuperscript{52,53}

**Treatment of Active Tuberculosis.** The basic principles of therapy are to provide a safe, cost-effective medication regimen in the shortest period of time. The initiation phase of treatment involves use of multiple drugs to rapidly reduce the number of viable organisms. Additionally, steps are taken to ensure adherence to treatment.

To treat pulmonary and most forms of extrapulmonary tuberculosis in non-immunosuppressed patients as well as those coinfected with HIV, four first-line medications are used during the first two months: isoniazid, rifampin, pyrazinamide, and ethambutol.\textsuperscript{52} Ethambutol may be stopped before the end of the initial two-month phase if microbiology data indicate that the organism is susceptible to all first-line medications. Following the multidrug initial phase, INH and rifampin are given for an additional 4 months. This four-medication regimen has been shown to be highly effective. CDC data for the United States indicate that 95% of patients treated by this regimen will receive at least two drugs to which the infecting organism is susceptible. Also, patients who default before completing this regimen are more likely to be cured than those receiving fewer medications at the onset.

The duration of airborne infection isolation for a patient who has started on treatment remains a contentious issue. It is known from the guinea pig studies cited earlier that once treatment is started the risk of transmission of infection rapidly diminishes, and by approximately two weeks of effective treatment, the risk approaches zero.\textsuperscript{27} The sputum smear and culture from patients on therapy, however, may remain positive well beyond two weeks. For example, in the study by Cohn et al,\textsuperscript{44} which achieved a 98.4% cure rate, the median time to culture negativity was 4.6 weeks, and 25% of the
patients had sputum samples still culture positive at eight weeks. The persistently positive sputum often raises concern for continued con-
tagion. Practical recommendations for certifying an outpatient low
risk for contagion are as follows: documented multidrug TB therapy
for 2–3 weeks, low risk for MDR, and evidence for clinical improvement (eg, less cough, reduced
organism load in sputum smear). More conservative recommenda-
tions are suggested for patients within a health-care setting. One
would require the above criteria, but rather than release isolation
upon demonstration of reduced organism load on sputum smear,
continue airborne infection isolation until three consecutive sputum
samples (8–24 hours apart and at least one early morning sample) are
negative for acid-fast bacilli.53

Most patients with active tuberculosis are not severely ill, and
treatment can be initiated safely in the outpatient setting. Temporary
hospitalization for isolation of an active pulmonary case may be nec-
essary while treatment is initiated, if household members include
highly susceptible contacts such as HIV-positive individuals or chil-
dren less than five years of age. Miliary tuberculosis and tuberculous
menigitis are examples of serious extrapulmonary TB that require
inpatient management. Enforcement of adherence for a patient who
has been repeatedly nonadherent with treatment as an outpatient is
another reason to use the inpatient setting for treatment.

INH-resistant bacteria can be treated successfully with the four-
medication regimen noted above. MDRTB strains, however, pose a more complicated treatment problem. The treatment is gener-
ally extended much longer than six months. At least three medica-
tions to which the organism is susceptible need to be provided. Often
second-line medications are required, which are generally less effec-
tive and carry a higher side effect and intolerance profile.

Treatment Adherence Issues for Patients with Active TB.
Adherence to therapy is essential to ensure a successful outcome
and to prevent the development of resistance. Nonadherence to tuber-
culos isis therapy is common with self-administered regimens. Approx-
imately 25% of patients with active tuberculosis fail to complete the
six-month standard regimen by 12 months. In homeless and substance-
abusing patients, the number approaches 90%.7

In addition, the ability of physicians to predict nonadherence is generally poor.8 A study in a tuberculosis clinic showed that only 68% of all patients nonad-
herent to therapy were identified.

Physicians can improve upon their ability to anticipate nonad-
herence through continuing education that teaches them the most reli-
able predictors. A history of poor adherence to therapy, for example, has been shown to be among the best predictors. Other predictive fac-
tors include homelessness, substance abuse, emotional disturbance,
and lack of family and social support.9 Cultural factors also influence
adherence to tuberculosis therapy. For example, Hispanic patients
with active TB risk rejection by their families.

The current approach to tuberculosis treatment incorporates
supervised or directly observed therapy (DOT) to improve patient
adherence. The advantages of DOT have been proven in several stud-
ies. A prospective study in Tarrant County, Texas, demonstrated that
DOT, compared to standard self-administered therapy, decreased
relapse rates and decreased incidence of drug-resistant strains of M.
tuberculosis.10 In New York City, prior to introducing a DOT pro-
gram, a dismal 35% of the patients returned for follow-up appoint-
ments, with an overall 11% adherence to therapy. After a DOT pro-
gram was introduced, 88% of patients were adherent to treatment and
all sterilized their sputum. Relapses became rare and occurred only
in those with primary drug resistance.11 Data such as these have led to
strong recommendations that DOT be the core management strategy
for all patients with active pulmonary tuberculosis.12,13

Treatment of Latent Tuberculosis Infection. Approximately 10% of
patients with LTBI progress to active TB in their lifetime.14 U.S.
evidence-based consensus guidelines recommend targeted TB skin
testing for individuals at risk for reactivation TB and populations in
whom active TB is prevalent.15 These individuals form the reservoir
from which new cases of active TB arise and treatment reduces the rate of active TB cases within these populations. INH daily for 6–9
months is 65–80% effective in treating a non-immunosuppressed
individual with LTBI.16,17 INH treatment in an HIV patient with LTBI
reduces the risk of developing active TB from 4.7 to 1.6 cases per 100
patient-years.18 An equally efficacious and more convenient two-
month regimen for LTBI, consisting of rifampin and pyrazinamide,
is no longer recommended due to an unanticipated high rate of fatal
and severe liver toxicity.19

The targeted skin testing paradigm focuses public health efforts
on those who benefit from treatment and reduces waste of valuable
resources on groups at low or no risk for reactivation TB. The high-
est priority group targeted for TST screening are the following: HIV
patients, patients whose HIV status is unknown but suspected, IV
drug abusers who are HIV negative, close contacts of a newly diag-
nosed person with tuberculosis, persons exhibiting recent tuberculo-
sis skin test conversion from negative to positive (less than two years),
persons with old fibrotic lesions on chest x-ray consistent with prior
pulmonary TB, and persons with certain non-HIV medical conditions
that are known to increase the risk for developing active tuberculosis
(Table 12-9).20 A recent review of all published data quantified more
precisely lifetime risk for reactivation TB among persons with a pos-
tive TST. Individuals with either HIV infection or evidence of old
healed TB on chest x-ray were the highest risk populations, each more
than 20%. Population groups within a 10–20% lifetime risk included
the following: those recently infected (less than two years), those
receiving tumor necrosis factor antagonist treatment and under 35
years old with a TST more than 15 mm, and those under five years
old and demonstrating a TST more than 5 mm.21

Also targeted for TST screening and treatment are individuals in
whom TB is more prevalent: immigrants to the United States from
high TB prevalence countries, medically underserved individuals,
residents of long-term care facilities, and staff of schools and correc-
tional, health, and child care facilities.22 Recent estimates for the general risk of hepatitis from INH treat-
ment vary between 0.1% and 0.15%, which is lower than previous
data indicated.23,24 A U.S. public health department seven-year study
involving 11,141 patients receiving INH in which nurses performed
monthly symptom surveys and intervention revealed only 11 cases of
clinical hepatitis, one of which required hospitalization and none
resulted in death.25 In general, the risk of INH hepatotoxicity increases in the following clinical situations: age greater than 60
years, preexisting liver disease, pregnancy plus early postpartum
period, and heavy alcohol consumption.26

Efficacy of the BCG Vaccine. An M. bovis strain was continuously
subcultured or directly observed therapy (DOT) to improve patient
adherence. The advantages of DOT have been proven in several stud-
ies. A prospective study in Tarrant County, Texas, demonstrated that
DOT, compared to standard self-administered therapy, decreased
relapse rates and decreased incidence of drug-resistant strains of M.
tuberculosis.20 In New York City, prior to introducing a DOT pro-
gram, a dismal 35% of the patients returned for follow-up appoint-
ments, with an overall 11% adherence to therapy. After a DOT pro-
gram was introduced, 88% of patients were adherent to treatment and
all sterilized their sputum. Relapses became rare and occurred only
in those with primary drug resistance.11 Data such as these have led to
strong recommendations that DOT be the core management strategy
for all patients with active pulmonary tuberculosis.12,13

19

The CDC continues to recommend that the current BCG vaccine
be used rarely because of questions surrounding its efficacy, the
issues relative to TST interpretation, and the overall low risk for TB
exposure in the United States. Infants and young children at high risk
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of repeated TB exposure are the main indication for BCG vaccine use in the United States.53

Epidemiology of Tuberculosis

Crowded conditions, poverty, and host susceptibility facilitate the spread of this disease within populations. These situations have evolved over the past millennium and over the past decade, affecting the trends in TB incidence in the United States, the rest of the world, and specific subpopulations.

Tuberculosis Trends Through History. Evidence for tuberculosis in ancient civilizations has come from the remains of ancient Egyptians, early Hindu writings referring to a disease called consumption, and ancient Greek medical literature referring to tuberculosis as phthisis. Also, documentation comes from granulomata found in a 1000-year-old pre-Columbian Peruvian mummy containing DNA compatible with M. tuberculosis by nucleic acid amplification studies, as well as skin and pulmonary abscesses, and a lung granuloma containing acid-fast staining bacilli found in another Peruvian mummy dated to 700 AD.75

Initial theories logically speculated that M. bovis may have been the evolutionary precursor of M. tuberculosis.74 M. bovis was known to be endemic within bovine and other animal populations before humans evolved. After humans evolved, particularly once cattle were herded and in close contact with humans, M. bovis could have been transmitted from animals causing the most ancient forms of human tuberculosis. More recent phylogenetic analysis of genomic deletions in the DNA from M. tuberculosis complex strains, however, indicates that M. tuberculosis and M. bovis evolved separately within human and bovine ancestors long before cattle and humans were in close contact through domestication.76,77

Tuberculosis became widespread after 1600 AD, with the onset of the Industrial Revolution in Europe.78–80 Crowded conditions, poor sanitation, and poor nutrition were all features of rapidly expanding cities. Conditions were ideal for transmission of tuberculosis and it became epidemic. At its peak, 100% of western European urban dwellers may have been infected and the mortality rate was extremely high.78 Tuberculosis struck predominantly young people. Those that survived to reproductive age are believed to have had a selective advantage. After several generations, a degree of natural immunity and a greater prevalence of chronic infection developed. The higher prevalence of chronic infection, however, facilitated transmission of infection. TB naturally followed the Europeans to the Americas, where the immunologically naive Native Americans were extremely susceptible to tuberculosis upon first exposure. The same can be said for the peoples in the interior of Africa, where the disease arrived with Western culture around 1910. Similar transmission to naive populations occurred in New Guinea in 1950 and in the deep Amazon region of South America in the 1970s.79

During the twentieth century before the development of effective anti-tuberculosis medications in 1945, TB mortality in the United States and Europe continuously declined, probably in part because of the continued development of natural immunity. In the United States from 1900 to 1945, the number of new cases dropped from 194 to 40 per 100,000.80 Improved socioeconomic conditions and public health interventions are other factors that likely contributed to the decline in incidence.77 Public health interventions for finding active cases included the widespread use of fluorography, skin testing, and chest x-ray for patients with a positive TST. The patients with active disease were removed from society and placed into sanatoria, which helped break the transmission cycle. Sanitaria-focused care was state-of-the-art for tuberculosis management prior to the development of effective antimycobacterial medications. In the sanitaria, patients received rest and fresh air therapy supplemented by surgical lung collapse and resection. Mortality remained as high as 50%.

Widespread use of effective drug treatment finally reduced TB mortality to nearly zero in the United States during the 1950s through the early 1980s. The decline in incidence of TB disease continued over the same period, but the rate of decline did not change or accelerate.

The most plausible explanation is that socioeconomic conditions and public health measures have had the predominant effect on TB incidence, while treatment improvements have affected mortality rates. It is disconcerting to realize that in many parts of the world over the last decade, the incidence of tuberculosis has risen and antituberculosis drugs are becoming less effective.

Modern Tuberculosis Trends Within the United States. In 1984, the incidence of new cases of tuberculosis had declined to 9.4 per 100,000 and mortality was low at 0.7 per 100,000. Federal funding for TB control was also declining rapidly, and different public health needs had moved to the forefront, diverting money away from TB programs. City and state governments downgraded their TB control and treatment supervision programs. With this decline in attention, there was an unanticipated upswing in TB incidence from 1985 to 1992. Incidence peaked at 10.5 cases per 100,000 population and there were 51,700 excess new cases of tuberculosis.81,82 Other factors contributing to the resurgence in tuberculosis, besides the failure of public health system, included the exponential growth in the AIDS epidemic, the development of drug-resistant strains of tuberculosis, the influx of immigrants from countries with high TB prevalence, the increase in homelessness in urban centers, and the increase in substance and drug abuse.

The combination of AIDS and drug-resistant TB made treatment and control of infections more difficult and allowed for more prolonged transmission of infection. The greatest upswing in cases were in the geographically restricted, congested urban centers such as New York City, Miami, and San Francisco, where AIDS and drug-resistant tuberculosis were most prevalent.83 The drug resistance problem in particular was a by-product of the failing public health system (e.g., poor case management, poor patient compliance with treatment), and the importation of drug-resistant M. tuberculosis with immigrants.

By 1993, the infusion of money from the U.S. government for TB control programs had increased substantially and was targeted to the urban centers where the most significant outbreaks were occurring. The trend in the incidence of new cases has been downward since. In 2004, the incidence of new cases was down to 4.8 per 100,000.80 Success has been due to reduced TB transmission through improved containment of active cases and adherence with prescribed treatment (e.g., widespread DOT). Although the annual U.S. TB rate continues to decrease, the proportion of cases accounted for by foreign-born individuals increases steadily (see section: TB in Foreign-Born Immigrants) and focuses national policy on screening and treating LTBI among high-risk immigrants.52

HIV and Tuberculosis in the United States. HIV impairs cell-mediated immunity and the host’s ability to resist tuberculous infection. The resurgence of TB in the United States during 1986–1992 was closely interwoven with the HIV epidemic,83,84 which is supported by the following: approximately 57% of the excess cases of tuberculosis were attributable to HIV coinfection;85 the AIDS epidemic and the resurgence of TB followed similar time courses, persons in the 25–44 age group exhibited the highest increase in TB and included the majority of AIDS cases;86,87 and the geographic distribution of the two epidemics correlated closely on state-by-state analysis as well as within specific urban TB clinics (e.g., New York City, Newark, and Miami), where prevalence of HIV among TB cases was approximately 30% and as high as 58%, 88

Many persons within populations with a high incidence of HIV are independently at high risk for exposure to tuberculosis.89,90 For example, many HIV-positive individuals living in urban areas in the eastern United States are more likely to be exposed to others with active TB. Generally, a positive TST in these areas is more likely to represent recent infection.89 In addition, AIDS patients with active tuberculosis will acquire a new infection exogenously, which is uncommon in the nonimmunocompromised host. Investigators monitored the RFLP patterns of M. tuberculosis isolates from patients with AIDS and active tuberculosis who were responding poorly to antituberculosis treatment.90 The data indicated that relapses (during
or after successful completion of therapy) in a significant proportion of the group were caused by infection with a new *M. tuberculosis* strain. Thus, infectious TB patients who also have AIDS not only require isolation for public health reasons, but also to be protected from others with active TB.

Current data about the HIV status of TB patients in the United States remain incomplete, probably as a result of concerns about confidentiality, reluctance to report HIV status to TB surveillance program staff, and varying interpretation of state and local laws. The number of TB cases which have been HIV tested has improved from 30% in 1993, when HIV status was added to national TB surveillance database, to 54% in 2004, while the % positive rate has fallen from 15% to 9% in 2004. Among the 25–44 year age group, the HIV testing rate improved to 67% in 2004, while the % positive fell from 29% in 1993 to 16% in 2004. Consistent with earlier data, a few states and urban areas (New York City, California, Florida, Georgia, and Texas) account for almost 60% of the HIV positive cases.

Effective antiretroviral therapy, essentially restoring normal immune function, has contributed to improved outcomes for TB in HIV patients over the last decade. Restoration of the immune function simultaneous with active TB infection, however, may cause the *immune reconstitution* phenomenon. These patients, due to revitalization of their immune system, will develop high fevers, adenopathy, and advancing pulmonary infiltrates as a result of a marked increase in inflammation within existing TB lesions. Besides this confusing and paradoxical treatment response, managing antiretroviral along with TB therapy is extremely complex due to many factors such as the necessity for prolonged duration of TB therapy, malabsorption of TB drugs, acquired rifampin resistance, multiple antiretroviral and TB drug interactions, and high rates of side effects and intolerance. The details for these and other complexities are beyond the scope of this overview and are more extensively summarized elsewhere.

Despite complexities, the successful treatment of HIV and TB in United States has been realized in many ways. However, troublesome HIV/TB coinfection trends remain in developing countries of the world (see Global Tuberculosis below).

**U.S. Data for Drug-Resistant Tuberculosis (Including MDR- and XDR-TB).** The threat of drug-resistant tuberculosis arose during the 1990s, and most serious was the emergence of MDR-TB isolates, demonstrating resistance at least to INH and rifampin. Treatment of such cases relies on selecting at least two additional drugs from six main classes of second-line drugs (aminoglycosides, polypeptides, fluoroquinolones, thioamides, cycloserine, and para-aminosalicylic acid), which are less effective, more costly, and toxic. Recently, reports have emerged describing cases of greater threat than MDR-TB, XDR-TB, cases which exhibit not only resistance to INH and rifampin, but also to at least three of the six classes of second-line drugs. Theoretical explanations for how drug resistance develops (see earlier text) have been borne out in epidemiologic data. Patients with cavitary pulmonary TB were four-fold more likely to exhibit resistant isolates compared to those with non-cavitary disease. Also, among *M. tuberculosis* isolates from patients who relapsed after previous treatment, resistance was demonstrated 4.7 times more frequently compared to those with no history of prior treatment. The combination of cavitary disease and prior treatment produced a risk of resistance that was additive. Errors in prescribing treatment are a too frequent reason for development of drug resistance. Inappropriate use of monotherapy for active TB, failure to provide an adequate medication regimen at time of TB diagnosis, failure to ensure adherence to treatment, and failure to recognize and treat medication failure are the typical prescribing errors. Patient errors such as taking partial doses or only some of the drugs prescribed are also a significant factor when treatment occurs without supervision.

The greatest and most concerning concentrations of drug-resistant cases have been found in urban populations, particularly New York City and in California. In 1991, the CDC national survey revealed that single drug resistance was at 14.2% and two or more drug resistance was at 6%. More disturbing was the rapidly emergent trend for MDR-TB, present in 3.5% of all cases surveyed. The New York City region accounted for 63% of these MDR-TB cases, while only 1% of the other counties surveyed reported MDR-TB. The New York City TB Control Bureau reported in 1991 that 26% of *M. tuberculosis* isolates exhibited resistance to INH and 19% exhibited multidrug resistance. Subsequent aggressive efforts to ensure appropriate treatment, compliance, and effective isolation of infectious TB cases led to reduced rates of resistant TB isolates. Yet in New York City, reports of outbreaks of cases infected by a particularly resistant MDR-TB, strain W (resistant to INH, rifampin, ethambutol, streptomycin and several second-line drugs) persisted throughout the 1990s. In 2004, however, U.S. rates for MDR-TB remained low at 1%, while New York City reported its lowest rate (2%), and California reported the largest total number of MDR-TB cases at a stable rate of 1.4%, largely attributable to foreign-born immigrants. Management of MDR-TB cases remains difficult, costly, and more likely to be fatal, making close surveillance and aggressive containment an ongoing focus.

Revised data from a survey of isolates gathered from 2000 to 2004 at a worldwide laboratory network suggests that XDR-TB accounts for 2% and that the proportion among MDR-TB cases in industrialized nations (including the U.S.) has increased from 3% in 2000 to 11% in 2004. The emergence of XDR-TB heights concern since recent data demonstrate that rates of death or therapeutic failure are 54% more likely compared to the already poor outcomes recorded for MDR-TB cases.

**Global Tuberculosis.** Since 1994, the World Health Organization (WHO) has been annually updating and publishing worldwide tuberculosis surveillance data and marking the magnitude of the problem, as well as the uncertainty in the data, the large financial resources needed to follow-through with the newest strategies for worldwide TB control and where small incremental gains have been made. Approximately one-third of the world’s population is infected with tuberculosis (2 billion persons with LTBI). The annual growth in global incidence of new TB cases is below 1%. The world incidence of TB is 140 per 100,000 population and the number of new tuberculosis cases in the year 2004 was 9 million of which 2 million died. The figures for tuberculosis incidence and mortality among developing countries, however, are even more staggering. Two-thirds of the population within developing countries, twenty-two of these the WHO refers to as the high burden countries (HBC), are infected with tuberculosis. Ninety-five percent of the world’s tuberculosis cases and 98% of the tuberculosis deaths occur in developing countries. Although five of the six WHO designated regions (Africa, Americas, Eastern Mediterranean, Europe, Southeast Asia, Western Pacific) show stable or falling case rates, data not seen easily in the overall reports are that TB rates are still rising in a substantial number of countries of the former Soviet Union (European region). More evident is that the African (24%), Southeast Asian (35%), and Western Pacific (24%) regions account for most of the new tuberculosis cases and the countries in the African region continue to show the number of new cases is rising at a mean of about 4% per year. Eleven of the fifteen HBC with the highest TB incidence can be found in the African region. The highest rates reported are from Swaziland, at an estimated rate more than 1200 per 100,000 population. Indeed, the highest rates of tuberculosis in the world occur within the sub-Saharan region of Africa. Deaths from tuberculosis continue to rise in all of Africa, but particularly within the sub-Saharan region and represent a substantial fraction of avoidable adult deaths in these countries.

HIV infection is a major contributing factor to the increases in tuberculosis in the HBC of the world. Since 1994, the estimated worldwide prevalence of HIV has increased from 13 million to 40 million individuals in 2003. Most of the world’s AIDS cases
occur in developing countries and mostly affect young adults and children. The impact of AIDS and HIV, therefore, is greatest on the same population in whom tuberculosis prevalence is the greatest. The rate of progression to active disease from a latent infection in persons coinfected with HIV worldwide is about 8–10% annually. There were 11.4 million cases of TB/HIV co-infection in 2003. The majority, 8 million or 70%, were in sub-Saharan Africa, and represented 31% of the new TB cases in that region. Southeast Asia contributed the next largest number of TB and HIV coinfections at 2.3 million or 20%. HIV has become the most important predictor of tuberculosis incidence in HBC. Furthermore, case fatality rates are increased significantly among TB cases with HIV coinfections. For example, in sub-Saharan Africa, approximately 30% of TB and HIV coinfected cases die within 12 months of starting a treatment regimen that is highly effective for tuberculosis cases without HIV.

The prevalence of drug-resistant tuberculosis is another important factor contributing to the increase in TB worldwide. Drug resistance prevalence correlates inversely with the level of good tuberculosis control practices. Overall, global prevalence for MDR-TB remains difficult to measure due to inconsistent reporting, but current estimates show that MDR-TB accounts for 2.3% of new tuberculosis cases and 16.4% of previously treated cases. Hong Kong, Thailand, and the United States have produced decreasing rates due to effective national TB programs that achieve high adherence and cure rates. The highest prevalence of new cases of MDR-TB are in former Soviet Union countries (eg, Kazakhstan 14.2%, Tomsk Oblast 13.7%, Uzbekistan 13.2%, Estonia 12.2%), Israel (14.2%), China (Liaoning province 10.4%, Henan Province 7.8%), and Ecuador 6.6%.

The WHO in 1993 declared that tuberculosis is a global health emergency. Strategies for control were developed and were published in 1994. This document established the following two main targets for tuberculosis control: to cure 85% of newly detected smear-positive tuberculosis cases, and to find at least 70% of existing cases by the year 2000. In 2005, the WHO continues to report shortfalls: the goal for 85% treatment success was at 82% based on selected cohort of 1.7 million patients diagnosed in 2003 and the goal for case detection was only at 60%. The key elements in the WHO control programs emphasize the administration of the standard short-course regimen with a very strong effort toward supervised treatment (referred to as DOTS, directly observed treatment, short course), adequate drug supplies, and effective program management and evaluation. Further enhancements include an expanded scope of interventions in regions of high HIV prevalence, development of the DOTS-Plus and PPM-DOTS programs. The DOTS-Plus program expands treatment for MDR-TB in regions of high MDR-TB prevalence. The PPM-DOTS program actively brings private practitioners into compliance with universal application of DOTS and has been rolled out into regions where tuberculosis patients are more likely to seek care from private practitioners than from public health services. Unfortunately financial constraints within the WHO and the HBC continue to be the major obstacle to widely instituting these effective and well-intentioned programs.

Tuberculosis in Foreign-Born Immigrants to the United States. Given the problems controlling tuberculosis globally, it is not surprising to find that foreign-born immigrants are having an increasing impact on the new cases of tuberculosis in the United States. The proportion of United States TB cases that is comprised of the foreign-born population increased from 22% to 54% over the period of 1980–2005. Mexico (25%), the Philippines (11%), Vietnam (8%), India (7%), and China (5%) are the top five countries and account for more than half of the tuberculosis cases among new immigrants. Tuberculosis rates for these countries are many times greater than the U.S. rate, ranging from 31 (Mexico) to 320 (Philippines) per 100,000 per year. Also, progression from latent to active tuberculosis among these immigrants is as high as 100–200 times the U.S. rate. Another potential contributor to the tuberculosis rate, which is difficult to measure, are the millions of nonimmigrant, foreign-born visitors, and students. Many do not receive any sort of screening for tuberculosis before they arrive.

Most cases of tuberculosis in the foreign-born population have occurred in Hispanic (40%) and Asian (40%) immigrants. Approxi-

mately 35–53% of these individuals are TST-positive upon arrival in this country. The rate for active tuberculosis among these persons after they arrive in the United States is about 22 per 100,000 or almost nine times the rate for U.S.-born individuals (2.5 per 100,000). Most of the foreign-born cases of active tuberculosis (55%) are diagnosed during the first 5 years in the United States.

Active tuberculosis in the foreign-born population most often arises from activation of a prior infection. Drug resistance is a greater problem than HIV coinfection in the immigrant population. The main reason is that HIV screening removes many before seeking immigration to the United States.
most were coinfected by HIV. A high attack rate, short incubation time, and rapid progression to active disease and death were among the most striking characteristics and were a function of the high prevalence of patients with AIDS and MDR-TB. The mortality rate in most of the hospitals approached 100%, with a median time from diagnosis to death of four weeks. Over 150 HCWs were directly exposed and 27% became infected. Seventeen of these developed active MDR-TB, eight were coinfected with HIV, and four of those persons died from MDR-TB. Three others died, one of whom may also have been immunosuppressed because of a malignancy.

Both the irrigated tuberculous abscess and the extensive MDR-TB outbreak in upstate New York demonstrated clear and dramatic evidence for overlapping chains of nosocomial transmission and the danger to health-care workers and patients when active cases go unsuspected. The upstate New York outbreak in particular provided the motivation behind subsequent government efforts to tighten isolation procedures for health-care facilities (discussed below).

**Guidelines for Protection of Health-Care Workers.** The resurgence of tuberculosis, and in particular the lessons learned from the MDR-TB outbreaks reviewed above, drove the process for reevaluating the 1990 CDC guidelines for tuberculosis containment in the hospital environment. These efforts culminated in detailed, broad guidelines published by the CDC and the National Institute for Occupational Safety and Health (NIOSH) at the end of 1994 and introduced the three-tier control hierarchy within hospitals: administrative controls, environmental controls, and respiratory protection. The changes in the recent update to these guidelines (2005), fortunately, were not driven by dramatic tuberculous outbreaks in the years since 1994. Rather the new guidelines recognize that the risk for health-care associated tuberculosis transmission has decreased, that health-care practices have changed since 1994, and that better scientific evidence has been acquired regarding transmission. The essential structure based on the three-tier control hierarchy continues with the latest iteration. Among the biggest changes is that the guidelines have been rewritten to include much more practical and detailed information and it encompasses the entire health-care arena, beyond hospitals, including chronic care facilities, outpatient settings, laboratories, and nontraditional settings. The administrative control portion of the plan assigns the responsibility for developing, installing, and maintaining TB infection control as well as identifying how it should be coordinated with the public health department. The administrative controls also include a detailed local risk assessment worksheet and annual reassessment plan. Based on local risk assessment, the rate and intensity for screening, training, and educating HCW for and about tuberculosis can be established. The updated guidelines make clearer which HCWs should be included in screening programs, describes how BART tests may be substituted for TST, and allows low-risk institutions exemption from annual TST screening altogether. The environmental controls portion of the guidelines aims to control the source of infection by reducing the concentration of droplet nuclei within the patient’s room, adjacent rooms, and hallway. Expanded information includes detailed specific information about designing negative pressure airborne infection isolation (AII) rooms, room air circulation, cleaning air by use of HEPA filtration (minimum efficiency 99.97% for particles > 0.3 µm diameter), and UV germicidal irradiation. The respiratory protection measures described in the current guidelines spell out the details for use of the N95 disposable respirator, fit testing, and user training, and even includes how to train patients in proper respiratory hygiene and cough techniques.

Appropriate respiratory protection historically has been a contentious issue particularly around the appropriate respirator and the issue of fit-testing health-care workers. In 1992, NIOSH took the stance that the risk to HCWs had to be completely eliminated and therefore all who were at risk for exposure to TB patients should wear HEPA-filtered, powered, personal respirators and participate in a mandatory respirator fit-testing program. These recommendations were put forward even though there was no specific data to support the necessity of such a drastic upgrade from the standard surgical mask. Subsequent revision of the guidelines released a year later in the Federal Register by both the CDC and NIOSH recommended HEPA-filtered disposable particulate respiratory protection and fit-testing, yet adequate data to support this recommendation was still not available. After reviewing the extensive public criticism (2700 responses) to those revised guidelines, CDC and NIOSH agreed to accept the use of disposable personal breathing respirators that met the less stringent specifications of 95% efficiency at filtering 1-µm particles (N95 classification). Fit-testing was still recommended to ensure that the appropriate-size mask works properly in at least 90% of individuals at risk for exposure. The Occupational Safety and Health Administration (OSHA) were left to develop and enforce regulations. Initially, hospitals were required to conform to the 1987 OSHA Respiratory Protection Standard, which required initial fit-testing but not annual testing. In 1998, OSHA revised the Respiratory Protection Standard (29 CFR 110.134) to require initial and annual fit-testing but excluded TB until December 30, 2003. The most recent salvo in this ongoing battle came from the U.S. Congress, which enacted an amendment to the spending bill, which prevents OSHA from using tax money to enforce the Respiratory Protection Standard for tuberculosis.

Several classic studies have demonstrated that administrative and environmental portions of infection control plans most successfully arrest nosocomial transmission. For example, a study by Wenger et al demonstrated that strict implementation of the least stringent 1990 CDC tuberculosis control guidelines substantially reduced transmission of MDR-TB to HCWs and among HIV-positive inpatients. However, multiple factors were tested simultaneously, making it difficult to determine which component of the infection control practices was most essential. Blumberg et al evaluated a broad upgrade of administrative controls, engineering controls, and respiratory protection. The administrative controls specifically were an expanded isolation policy mandating discharge from isolation only after three sputums were acid-fast bacilli smear negative, an expanded infection control department, increased HCW education, and more frequent TST screening of workers at risk for TB exposure. The engineering controls included simply introducing negative-pressure ventilation via a window fan installation in isolation rooms so that air was vented directly to the outdoors. And for respiratory protection, the hospital switched to a disposable personal particulate respirator from the standard surgical mask. The result of these changes was a significant reduction in nosocomial transmission. Maloney et al demonstrated that the combination of early isolation and treatment of patients with tuberculosis, the use of techniques more rapid for identifying M. tuberculosis in specimens, configuration of isolation rooms with negative-pressure ventilation, and molded surgical masks for HCWs greatly reduced transmission within the hospital studied. Taken together these studies confirm that stricter adherence to standard infection control measures greatly reduce nosocomial transmission of tuberculosis, but do not provide data to evaluate the impact of individual control measures. Subsequent surveys of hospital TB control plans instituted in the 1990s show that TST conversion rates fell or remained low more as a result of administrative and environmental controls than respiratory protection. These results and the lack of data for added protection produced by expensive high filtration respirators and fit-testing continue to fuel debate.

**Tuberculosis in Correctional Institutions.** A correctional institution is a congregate setting that is ideal for transmission of tuberculosis between inmates and/or the correctional workers. Also, evidence indicates that prisoners released into the communities extend transmission, particularly to children in the home. Further compounding the problem, more people are in jail, and recidivism occurs at a greater rate, than ever before. The number of people incarcerated increased from about 500,000 people in 1980 to more than 2 million in 2004.
Tuberculosis is more prevalent in prison populations compared with its prevalence in the general population. Fourteen to twenty-five percent of inmates have a positive TST.\textsuperscript{134,137} The probability of tuberculosis infection increases directly with the length of incarceration, which indicates that transmission of tuberculosis must occur in prisons.\textsuperscript{134,138} The rate of tuberculosis in prisoners compared with that in the general population varies depending on the prison location. For example, in New York State, the rate of TB in the prisons has been reported 6.3 times the rate for that state’s general population, whereas in New Jersey and California the values have been found even higher at 11- and 10-fold, respectively.\textsuperscript{133,139}

Multiple factors contribute to the high rates of tuberculosis in correctional institutions.\textsuperscript{13} Many state and federal facilities operate well above design capacity. Overcrowding, coupled with poor ventilation typical in the prison environment, facilitates aerosol transmission of tuberculosis. The high rate of HIV infection is another factor, which is highlighted by a study showing that the HIV-seropositive rate in the prison population was approximately 50 times greater than that in a matched population of military recruits.\textsuperscript{40} In the absence of HIV infection, a history of intravenous drug abuse is associated with a higher risk of tuberculosis. In a survey of 20,000 state and federal prisoners from 45 states, 25% of the inmates had a history of IV drug abuse. Also, the prison population represents a lower socioeconomic group, a segment of the population that is more commonly infected with tuberculosis. All of these factors taken together help explain the higher rates of tuberculosis among individuals housed in correctional institutions.

Tuberculosis in IV Drug Abusers. The IV drug abuse population has a higher incidence of tuberculosis than does the general population in areas of the United States where tuberculosis is prevalent.\textsuperscript{140} Higher rates of HIV coinfection within the IV drug abuse population increases the risk of a tuberculosis infection and the development of active disease in this population. The data are somewhat conflicting regarding whether drug abuse in absence of coinfection with HIV is an independent risk factor for tuberculosis.\textsuperscript{141,142} Data suggest that non-HIV–infected drug abusers may exhibit lower levels of cellular immunity, and the TST is less reliable in this population.\textsuperscript{143,144}

Other risk factors for tuberculosis are prevalent among populations of drug abusers. Drug abusers as well as alcohol abusers have a poor record of compliance with tuberculosis therapy.\textsuperscript{144} They frequent similar locations, so they are more likely to transmit to others within the cohort. They are a mobile population that is difficult to hold onto in tuberculosis treatment programs. Thus they are also at higher risk for acquired drug resistance because they often do not complete therapy or take therapy on an irregular basis.

Tuberculosis in the Elderly. Analogous to that in the foreign-born population, the majority of tuberculosis cases in the elderly population are a result of activation of a prior infection, and only approximately 10–20% of active cases are due to primary infection.\textsuperscript{145,146} In the 1930s, approximately 80% of the U.S. population was infected by tuberculosis once they reached the age of 30. The oldest of this cohort are still alive today. In a study of 43,000 nursing home residents from Arkansas, it was found that the rate of positive TST was 13.2%.\textsuperscript{147}

Pulmonary infection occurs in 75% of active cases in the elderly in contrast to 85% of a younger cohort.\textsuperscript{148} A higher proportion of elderly patients present with disseminated tuberculosis, tuberculous meningitis, and skeletal tuberculosis. Signs can be nonspecific and the TST may be nonreactive.\textsuperscript{148} Consequently, active tuberculosis in the elderly has a greater probability of going undiagnosed for an extended period of time with the increased risk of transmission to other individuals.

Transmission of Tuberculosis During Airline Flights. The risk of $M.\ tuberculosis$ transmission to other passengers during commercial airline flight is not greater than in any other confined spaces. Several studies have even shown that passengers with documented cavitary pulmonary disease did not infect other passengers.\textsuperscript{149,150} These data may have been confounded by the fact that the investigations were initiated many weeks to months following the flight, which limited contact finding and the effectiveness of the tuberculosis skin test to detect conversions.

Airplane ambient air is relatively sterile.\textsuperscript{151,152} The fresh air is compressed and passed through the jet engines, where it is heated to 250°C and then cooled at high pressures (450 pounds per square inch). Since the 1980s, however, airplanes have not used 100% fresh air circulation. About 50% of the air is recirculated. The air is introduced as vertical laminar sheets from the top of the cabin to the floor and is recirculated every 3–4 minutes. This is more frequent than the standard of 5–12 minutes that is seen in offices and homes. In newer aircraft, the recirculated air passes across a HEPA filtration unit. Investigators have shown that the usual bacteria contamination of this air is less than 100 colony-forming units (CFUs) per 160 L, which is significantly less than the approximately 1000 CFUs per 160 L found in city buses, shopping malls, or even airline terminals. These data suggest that transmission risk may be lower within airplanes.

The CDC identifies three critical factors necessary to increase the probability that others may be infected during flight.\textsuperscript{149,153} Clear-cut evidence of infectiousness at the time of the flight (e.g., cavitary disease, laryngeal TB, evidence of household transmission prior to flight), prolonged flight time (probably exceeding 8 hours), and proximity to the active case (risk is measurable within 15 rows of the active case).

Bovine Tuberculosis

$M.\ bovis$ most commonly causes extrapolmonary disease such as lymphadenitis, genitourinary tract infections, or bone and joint infections, but it may also cause pulmonary infection.\textsuperscript{156} $M.\ bovis$ is closely related to $M.\ tuberculosis$. DNA from $M.\ bovis$ is almost 100% homologous to DNA from $M.\ tuberculosis$. Clinical laboratories using nucleic acid probes can have difficulty distinguishing $M.\ tuberculosis$ from $M.\ bovis$. Distinguishing one from the other has clinical relevance because $M.\ bovis$ is normally resistant to pyrazinamide, one of the first-line medications for tuberculosis.

Pulmonary infection due to $M.\ bovis$ is clinically indistinguishable from pulmonary tuberculosis. Up to 3% of the mycobacteria respiratory isolates in San Diego were previously reported to be $M.\ bovis$, and most were from Hispanic adult immigrants to the United States.\textsuperscript{154} This form of bovine tuberculosis probably results from livestock (usually a cow)-to-human and human-to-human aerosol transmission and indicates that bovine tuberculosis has not been effectively eliminated from domestic cattle herds. In fact, $M.\ bovis$ remains endemic in beef and dairy cattle herds in many regions of Mexico and Central America.

The cervical lymphadenitis form of $M.\ bovis$ is also clinically indistinguishable from $M.\ tuberculosis$.\textsuperscript{155} Cervical adenitis due to $M.\ bovis$ occurs more often in children and usually results from the ingestion of unpasteurized milk from contaminated cows.

In general, the problem of bovine tuberculosis can be solved by removing the infected cows from the herd and pasteurizing the milk.
Leprosy (also called Hansen’s disease) is a chronic infectious disease involving primarily the peripheral nervous system, skin, eyes, and mucous membranes. It is endemic in many countries in Asia, Africa, the Pacific Islands, Latin America, southern Europe, and the Middle East. There are endemic areas of infection in the United States as well, particularly in Louisiana, Texas, and California. The major sequelae of leprosy are physical deformities involving the extremities, face, and eyes due primarily to damage to the sensory nerves from *Mycobacterium leprae* infection and the immune reaction to the organism. The resultant deformities often lead to stigmatization that continues after the infection becomes inactive and the patient is noninfectious.

Since several effective antileprosy drugs are now available, new cases of leprosy can be treated effectively and rendered noninfectious. Leprosy should not pose a significant public health problem once treatment is instituted. In fact, despite the recognized importation of 100–320 cases annually in the United States for the last few decades, the development of clinical leprosy among the contacts of these imported cases has not been documented.6

**Etiologic Agent**

Leprosy is caused by *M. leprae*, a weakly acid-fast organism. The organism can be found in tissues using a modified acid-fast stain, the Fite-Faraco stain. The bacterium was originally identified in 1873 by Gerhard Henrik Armauer Hansen, but it has not yet been successfully cultivated in vitro. *M. leprae* has one of the slowest replication cycles of any known bacteria; it divides only every 10–12 days during the log phase of growth. The organism replicates in mouse footpads,2 in thymectomized mice or rats, nude mice, severe combined immunodeficient (SCID) mice, the nine-banded armadillo, and in several non-human primate species.7 Naturally occurring leprosy infections have been documented in nine-banded armadillos, chimpanzees, and sooty mangabeys.6 The complete genome sequence of an armadillo-derived Indian isolate of *M. leprae* has been reported.8 The genome contained 3.3 million base pairs compared to 4.4 million base pairs in the *M. tuberculosis* genome. However, in contrast with the *M. tuberculosis* genome, less than half of the *M. leprae* genome encodes functional genes, but pseudogenes with intact counterparts of *M. tuberculosis* are common. Gene deletion and decay eliminated many important metabolic activities, including part of the oxidative and most of the microaerophilic and anaerobic respiratory chains and numerous catabolic systems and regulatory circuits in *M. leprae*. The reductive evolution indicated by the *M. leprae* genome’s structure explains its slow growth and limited metabolic activity.6

Throughout the world *M. leprae* strains are remarkably similar,3 *M. leprae* has very little genetic diversity with single nucleotide polymorphism (SNPs) only every 28,000 base pairs; however, genetic analysis has identified four subtypes.

**Clinical Manifestations**

The clinical manifestations of leprosy are variable. The clinical presentation and course of the disease depend on the interactions between the *M. leprae* bacterial load and the host’s immune system, especially the cellular immune system. The most widely used system for clinical-immunologic classification of leprosy was developed by Ridley and Jopling,3 which subdivides leprosy into five general classes: polar lepromatous leprosy (LL), borderline lepromatous (BL) leprosy, midborderline (BB) leprosy, borderline tuberculoid (BT) leprosy, and polar tuberculoid (TT) leprosy. In addition, a very early form of leprosy, not readily classified into the above groups, is called indeterminate (I) leprosy. Indeterminate leprosy is the earliest clinical evidence of infection and often resolves spontaneously without specific therapy; however, it may progress to one of the five classes.

Leprosy is often divided into only two groups: multibacillary leprosy (MB), consisting of LL, BL, and BB leprosy, and paucibacillary leprosy (PB) consisting of BT and TT leprosy. These broader groupings are useful for therapeutic decisions.

There is a good correlation between the clinical appearance, the number of organisms and distribution and type of skin lesions, and the patient’s classification according to the Ridley-Jopling criteria. Patients with paucibacillary leprosy have well-defined macular skin lesions with distinct borders, that are few in number and distributed asymmetrically. Lesions increase in number, and become more diffuse and smaller as the disease moves toward the lepromatous end of the spectrum. Patients with BL or LL leprosy have ill-defined, sometimes nodular, skin lesions without clear borders. Loss of eyebrows or hair and deformities caused by infiltration of the pinna of the ear are common in patients with lepromatous disease. Another characteristic of leprosy is anesthesia of the skin lesions. Leprosy skin lesions generally spare the body’s warmer intertriginous areas. Enlargement and nodularity of the peripheral nerves, especially the ulnar, posterior tibial, and great auricular nerves, are characteristic. Patients may have corneal anesthesia and keratitis or lagophthalmos due to involvement of the facial nerve. Damage to the hands, feet, and eyes is characteristic of lepromatous disease. Trophic ulcers and resorption of digits may result from the sensory nerve damage and the repeated trauma that these patients undergo. Early involvement of large sensory nerves is characteristic of tuberculoid leprosy.

An important clinical feature of leprosy is leprosy reactions, which are of two types. Type 1 are reversal (or downgrading) reactions that represent increased (or decreased in the case of downgrading reactions) cell-mediated immune responses to the organisms. Type 2 are erythema nodosum leprosum (ENL) reactions, believed to be mediated largely by humoral immune responses to *M. leprae*, leading to immune complexes. Nearly half of all leprosy patients experience a reaction during the first few years after their diagnosis.2 Type 1 (reversal) reactions can occur in any patient with borderline (BL), BB, or BT) leprosy; they are not seen in patients with polar lepromatous or tuberculoid leprosy. Type 2 (ENL) reactions are characteristic of and limited to patients with multibacillary leprosy. Clinically, type 1 reactions consist of acute inflammation of preexisting leprosy lesions, including superficial nerves, with fever and systemic symptoms that begin gradually and have a natural course of several weeks or months. Early recognition and aggressive therapy of type 1 reactions is especially important to prevent irreversible deformity from nerve damage. Type 2 reactions consist of the sudden appearance of crops of tender (erythematous skin nodules that did not previously have leprosy lesions) along with fever, malaise, and sometimes acute neuritis, arthritis, orchitis, iritis, glomerulonephritis, myalgia, and peripheral edema. Typically, type 2 reactions have a sudden onset and may subside in several days to a few weeks, though they may cause severe nerve damage in that time. Type 2 reactions may recur over the course of a year or more, especially in patients treated with anti-inflammatory agents, after these drugs are withdrawn or tapered.

**Diagnosis**

The diagnosis of leprosy is usually made clinically. Characteristics of leprosy are skin lesions that are anesthetic to light touch, enlarged nerves to palpation, lagophthalmos, and distal stocking-glove anesthesia. The diagnosis should be confirmed by skin biopsy and slit-skin
smears whenever possible. When taking a punch biopsy, it is important to include specimens of the entire dermis at a lesion’s active border, because the organisms are often located deep in the skin, but not found in the epidermis, and in multibacillary disease there may be a “clear zone” at the dermal-epidermal junction. The histopathologic features of leprosy correlate well with the disease’s clinical presentation. Patients with lepromatous disease have many organisms in their lesions and lack a well-developed granulomatous response due to their ineffective cellular immunity to the organism. In contrast, tuberculoid patients have few (or no detectable) organisms with a well-organized granulomatous infiltrate. In patients with tuberculoid leprosy, the leprosy granulomas are infiltrated with cells of the CD4+ T-helper memory phenotype and macrophages with a ring of CD8+ cells around the periphery. In contrast, in lepromatous lesions CD4+ T cells of the naïve phenotype and CD8+ suppressor cells are scattered randomly throughout the lesions. Consultation for the interpretation and classification of skin biopsies or for therapeutic decisions can be obtained from the National Hansen’s Disease Center at Baton Rouge, Louisiana (Phone: 504-642-4740), or the Armed Forces Institute of Pathology, Washington, DC.

The Mitsuda lepromin skin test is not useful in making a diagnosis of *M. leprae*. The main use of the lepromin test is to classify patients once the diagnosis has been made. Patients with polar lepromatous leprosy will have no induration at 3–4 weeks after the intradermal injection of Mitsuda lepromin. Patients with tuberculoid leprosy, and many with no history of clinical leprosy or exposure to leprosy, will have a positive Mitsuda skin test. The Mitsuda skin test measures the response to *M. leprae* antigens, hence its usefulness in classifying patients with leprosy. A phenolic glycolipid that is antigenic and specific was isolated from the *M. leprae* cell wall. However, serodiagnosis is not sensitive enough to be a routine diagnostic adjunct, because not all untreated multibacillary patients and only 20–30% of paucibacillary patients are antibody positive.

**Distribution**

Leprosy has existed in eastern Mediterranean and Asian populations since ancient times. During the Middle Ages, leprosy became widespread in Europe. It declined in most of Europe after the sixteenth century but peaked in Norway during the nineteenth century, followed by a rapid decline during the late nineteenth and early twentieth centuries. The last known endemic case in Norway had onset about 1950. The disease was introduced into the northern United States and Canada by European settlers from Norway, France, and Germany. It persisted in several clearly defined foci and within certain family groups for several decades and then disappeared. Currently the disease is primarily epidemic in certain tropical countries in Africa, Southeast Asia, India, some Pacific Islands, and Latin America; it remains a significant endemic problem in 27 countries worldwide. However, six countries, namely, India, Brazil, Myanmar, Madagascar, Nepal, and Mozambique, accounted for over 80% of the new cases registered with the World Health Organization (WHO) in 2000. In these six countries, the annual incidence of new cases has increased between 1995 and 2006. Furthermore, children comprise 15% of incident cases indicating that active transmission still occurs in these endemic countries. The prevalence rates declined substantially in the last 25 years, because in 1981 the WHO recommended that the disease be treated with a course of multiple drugs. The WHO recommended the routine treatment of all active cases with multidrug therapy (MDT) containing dapson, rifampin, and clofazimine for a fixed time period, rather than indefinite treatment with dapson alone, as was common practice until then.

In 1982, over 12 million leprosy cases were estimated to exist worldwide, and in 1992 there were an estimated 3.1 million cases. The 2001 estimate was 700,000–1,000,000 cases. However, these figures are not nearly comparable, since the more recent figures only include new active patients receiving treatment. The substantial decline in the global numbers of leprosy cases is probably in part related to the widespread use of supervised MDT, in accordance with WHO recommendations for the treatment of active cases. Multidrug therapy renders most leprosy cases noninfectious sooner after the start of therapy, in comparison to the previous monotherapy with dapsone, a bacteriostatic drug to which many *M. leprae* were resistant. Some experts believe that stricter compliance with shorter drug regimens may have decreased the rates of relapse, as well as interrupted the transmission cycle. However, another factor that clearly reduced the current estimated prevalence of leprosy is the acceptance of a defined course of therapy for patients on MDT and the release of patients from the registry of active cases after this therapy is completed. Previously, dapsone monotherapy was recommended for life for multibacillary cases, and patients were never dropped from the registry even after they became inactive, or “cured.” So, the decreased leprosy prevalence rates are due in part to a change in the definition of what constitutes an “active case.”

Apparently, leprosy was introduced into the Americas through African and European immigration. A genetic study of 175 strains of *M. leprae* found rare single nucleotide polymorphisms that allowed sub-classification of the organism into four subtypes. These genetic data suggested that *M. leprae* originated from a human pathogen in East Africa or the near East. Leprosy was reported in French Polynesia as the eighteenth century ended. Trade links among these islands, Easter Island, and Hawaii probably helped spread the disease. North American endemic foci are now limited to Louisiana, Texas, and California. New cases in North America now occur primarily among immigrants, which occur 5–10 times more commonly than infections acquired among U.S. residents. Many cases in the United States come from Southeast Asia, and some come from Mexico and other countries in Latin America or Africa where leprosy is endemic.

One of the most impressive epidemics of leprosy was reported from the island of Nauru, in the South Pacific. A single case of leprosy was introduced into a population of approximately 1200 persons in 1912 and this led to an epidemic that eventually affected 30% of the population over the next 30 years. It is of interest that nearly all of the leprosy cases on Nauru were of the tuberculoid type, and only about 1% was multibacillary. The marked predominance of tuberculoid leprosy in hyperendemic populations led Newell to suggest that lepromatous leprosy occurs only in persons with specific genetic immunological deficiencies in controlling infection with this organism, a view subsequently supported by several genetic studies. It is believed that only 1–5% of the human population is susceptible to leprosy.

**Epidemiology**

*Transmission. Mycobacterium leprae* is believed to be transmitted from person to person by close contact. However, some debate continues about the exact means of transmission. Only about 15–30% of patients with clinical leprosy who live in endemic areas have a history of close personal or household contact with a known leprosy case. However, the indolent nature and the long incubation period of the disease could have led to failure to recognize or recall this exposure in many cases.

In contrast with tuberculosis, a primary site of infection in the respiratory tract has not been documented. Nevertheless, many experts believe that the infection is most often transmitted from contact with the nasal secretions of an infectious case. Studies of the nasal discharge of multibacillary cases have estimated that 107 bacilli per day may be contained in these secretions. Recently investigators used the polymerase chain reaction (PCR) to amplify *M. leprae* DNA, confirming the presence of the organism in the nasal secretions of leprosy cases and their household contacts. One study of 1228 persons living in two villages in Indonesia where leprosy was endemic found 7.85 healthy persons to have nasal smears that were PCR positive.

In contrast with these findings, the organism is not found in the epidermis of the intact skin, although it may be present in ulcerated lesions, usually in much lower numbers than found in nasal secretions. The organism was also found in high concentration in the blood.
of lepromatous cases and in the breast milk of patients with active disease. Some investigators speculate that M. leprae may be infectious by direct skin contact. The more common occurrence of the initial leprosy lesions on exposed skin is sometimes cited as evidence for this site of entry of the organisms. However, since the organisms are known to grow better in cooler, exposed skin, this could influence the distribution of lesions. There are reports of inoculation of M. leprae by tattooing or bacillus Calmette-Guérin (BCG) injection, leading to clinical leprosy at the site of inoculation, many years later.

Some special exposures in some populations (e.g., Micronesia) in which leprosy is epidemic, such as sharing of bamboo sleeping mats with an active case, could result in the transmission of M. leprae by direct inoculation of organisms from an infectious case into the skin (J. Douglas, personal communication).

Reservoir. Viable M. leprae have been recovered from arthropods including mosquitoes and bed bugs that have fed on lepromatous patients. Cochran noted that, even when malaria prevalence was equal in adjacent villages in India, leprosy prevalence differed significantly, suggesting that, at least anopheline transmission of M. leprae was not important. It is also possible that organisms could enter humans through the gastrointestinal tract, like Mycobacterium avium complex organisms, but no evidence for this route of entry is published. Some investigators suggested that the original site of M. leprae entry could condition the host immune response to the organism; skin or upper respiratory penetration could more readily provoke a TH-1–type lymphocyte response, whereas the lower respiratory or skin penetration could more readily provoke a TH-2–type lymphocyte response and progression of infection to lepromatous disease.

Infectious human cases almost certainly are the only important reservoir of M. leprae for human infections. Nevertheless, there are reports of isolation of noncultivable mycobacteria resembling M. leprae from several environmental sites, including soil, sphagnum moss, and thorns, also, leprosy infections are endemic in feral armadillos.

Prevalence and Incidence. The prevalence of leprosy varies widely in different populations but generally involves 0.01–2.0% of the population in areas where the disease is endemic. Although leprosy may occur in infants and young children, it is rare in children under seven years old; this is likely due to the long incubation period between exposure and the onset of clinical symptoms. The incubation period was estimated through military personnel and missionaries who returned to the United States or Europe from endemic areas. These data indicate that the incubation period is longer for lepromatous (median of 8–12 years) than it is for tuberculoid disease (median of 2–5 years). These studies are also the basis for the estimate that only approximately 5% of the adult population may be susceptible.

The incidence of leprosy peaks between the ages of 10 years and 29 years. The rates of new cases are at least five- to tenfold higher in persons with a close contact in the household. Leprosy incidence rates rarely exceed 2 per 1000 persons per year, except in persons with a household contact with an active case. A recent prospective study in Malawi found the incidence to be 1.2 per 1000 persons per year, except in persons who had not had BCG vaccination.

Household crowding and a population’s low socioeconomic status are important factors promoting M. leprae transmission and the development of clinical leprosy. A recent prospective study in Malawi found a lower incidence of leprosy in persons with less household crowding and higher levels of education. Improving the standards of living may have been critical in the spontaneous disappearance of leprosy from several countries, such as Norway, where the disease had been endemic in the nineteenth and early twentieth centuries.

It is likely that genetic susceptibility may be one of the important factors contributing to the risk of leprosy and in the type of leprosy that develops after exposure. A twin study found higher concordance rates for leprosy among 62 monozygotic twin pairs (60%) than among 40 dizygotic twin pairs (20%). However, this important study may have been affected by recruitment bias, since more monozygotic than dizygotic twins were studied. Several studies of human lymphocyte antigen (HLA) distributions of leprosy patients found significant associations with certain HLA haplotypes. A segregation analysis of leprosy in families with multiple cases suggested that the genetic susceptibility may differ between tuberculoid and lepromatous disease. More recent studies linked leprosy susceptibility to the human NRAMP1 gene and to the Parkinson’s disease susceptibility genes PARK2 and PRCRG on chromosome 6.

Depending on geographic location, the proportion of multibacillary and paucibacillary leprosy cases in different populations varies considerably. A much higher proportion of lepromatous cases was observed in Southeast Asia than in Africa, where most cases are tuberculoid. Whether these differences are due to host differences (such as genetic or nutritional factors), epidemiological factors influencing the route or age at the time of exposure, the size of the inoculum, or to differences in the strains of M. leprae in different areas of the world is not known. However, as noted above, M. leprae strains from different areas of the world have very little genetic diversity. The inability to culture the organism and the lack of a good animal model that develops a disease similar to that seen in humans has hindered investigations of these important scientific questions.

Interaction of HIV and Leprosy. The pandemic of human immunodeficiency virus (HIV) infection and acquired immunodeficiency syndrome (AIDS) has markedly increased the incidence of several mycobacterial infections, particularly Mycobacterium tuberculosis and Mycobacterium avium-intracellulare. This has led to concerns that HIV infection might also increase the rates of leprosy in areas of the world where both HIV and M. leprae are epidemic. Immunosuppression from HIV could affect the transmission of M. leprae by increasing the prevalence of multibacillary forms of leprosy, which could be more readily transmitted. Theoretically, the interaction between HIV infection and leprosy could produce a higher proportion of multibacillary cases, a greater incidence, and more frequent relapses after a course of therapy.

Several studies of the interaction between HIV and M. leprae were reported recently from areas of the world where both leprosy and HIV infections are common. Most of these studies have not found HIV infections to have a significant impact on leprosy. Case-control studies in Malawi, Uganda, and Yemen failed to show a significantly higher HIV antibody prevalence among leprosy patients than in control subjects. Also, these studies did not find a higher proportion of multibacillary leprosy cases among patients infected with HIV than in those who were HIV uninfected. However, a small hospital-based study in Zambia found a higher HIV prevalence rate in leprosy patients than control subjects. A larger community-based case-control study in Tanzania, in which leprosy cases and control subjects were matched by their geographic areas of residence, found an association between HIV infection and leprosy in those from rural areas and in those with multibacillary leprosy.

The different findings in these studies could be explained by several factors. The HIV epidemic in different countries varies in duration and severity. It is possible that the effect of HIV immunosuppression on leprosy might be manifest at more severe levels of immunosuppression than for tuberculosis. Also, the rates of leprosy are higher in rural populations, whereas HIV infections often are concentrated among urban populations. Therefore, overlap between the epidemics of leprosy and HIV/AIDS may not have occurred yet in some countries where both diseases are epidemic. While the effects of HIV infection certainly are not as evident for leprosy as they have been for tuberculosis, further evaluation of this interaction is warranted before definite conclusions are drawn.

There is no evidence that active leprosy accelerates HIV progression, as has been reported in tuberculosis patients. One intriguing study in rhesus monkeys who were inoculated with M. leprae suggested that those monkeys who were coinfected with Simian Immunodeficiency Virus (SIV) were more likely to progress to
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TABLE 12-10. WORLD HEALTH ORGANIZATION RECOMMENDATIONS FOR MULTIDRUG THERAPY FOR LEPROSY

<table>
<thead>
<tr>
<th>Drug</th>
<th>Dose</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Multibacillary Leprosy</strong></td>
<td></td>
</tr>
<tr>
<td>Rifampin</td>
<td>600 mg once a month, supervised</td>
</tr>
<tr>
<td>Dapsone</td>
<td>100 mg/day, self-administered</td>
</tr>
<tr>
<td>Clofazimine</td>
<td>300 mg once a month, supervised</td>
</tr>
<tr>
<td>Clofazimine</td>
<td>50 mg/day, self-administered</td>
</tr>
<tr>
<td>Therapy should be continued for 2 years or until leprosy is inactive.</td>
<td></td>
</tr>
<tr>
<td><strong>Paucibacillary Leprosy</strong></td>
<td></td>
</tr>
<tr>
<td>Rifampin</td>
<td>600 mg once a month, supervised</td>
</tr>
<tr>
<td>Dapsone</td>
<td>100 mg/day, self-administered</td>
</tr>
</tbody>
</table>

*Any of the following three drugs can be substituted for one of the above drugs in cases of drug intolerance: Ofloxacin 400 mg/day, minocyline 100 mg/day, or clarithromycin 500 mg/day.

Rifampin. Because of its excellent bactericidal activity against M. leprae, rifampin is included in the therapy of leprosy patients. Patients with lepromatous leprosy who are treated with a drug regimen that includes rifampin will become noncontagious after only 2–3 weeks of treatment, or less. The usual adult daily dose is 600 mg; children should be treated with 10–20 mg per kg, not to exceed 600 mg per day. The cost of daily administration of rifampin is sometimes prohibitive for leprosy control programs in the developing world; however, the very slow replication of M. leprae permits administration of the drug once monthly. The alternative regimen recommended by WHO for leprosy control programs in developing countries includes administration of 600 mg of rifampin at monthly intervals as directly observed therapy. This regimen of monthly administration of rifampin was shown to be equivalent to daily doses. The major toxic side effect of rifampin is hepatotoxicity. Generally, rifampin should be discontinued if the alanine transaminase (ALT) (SGPT) or aspartate transaminase (AST) (SGOT) levels increase to more than 2.5–5.0 times the upper limit of normal. Rifabutin, a drug licensed for therapy of M. avium complex infections, also has bactericidal activity against M. leprae.

Clofazimine. Clofazimine is a triminophenazine dye with antinflammatory activity roughly equivalent to that of dapsone. It is a useful drug for controlling leprosy reactions, since it also has some anti-inflammatory activity. The usual adult daily dose is 50–100 mg. Higher doses of 200–300 mg daily have more pronounced anti-inflammatory activity but are more likely to lead to gastrointestinal toxicity with chronic use. Also, clofazimine has been used in doses of 100 mg three times weekly for the chronic treatment of leprosy. The drug is deposited in the skin and slowly released, thus providing a reservoir effect in chronic therapy.

The most frequent side effect of clofazimine therapy is reddish-black pigmentation of the skin. The degree of pigmentation is dose related. However, in many patients the pigmentation tends not to be uniform but is concentrated in the areas of the lesions, producing a blotchy pigmentation that many patients consider to be unsightly. Since virtually all fair-skinned patients will have some pigmentation with clofazimine therapy, it also serves as a useful marker of drug compliance. The pigmentation is slowly cleared 6–12 months or more after therapy is discontinued.

Aside from pigmentation, the major side effects of clofazimine therapy involve the gastrointestinal tract. Patients may develop abdominal cramps, sometimes associated with nausea, vomiting, and diarrhea. On high doses of clofazimine (over 100 mg daily), these symptoms are common after more than 3–6 months of therapy. Radiographic studies of the small bowel may show a pattern compatible with malabsorption. Fortunately, these symptoms usually are reversible when the drug is discontinued.

Other side effects include anticholinergic activity, which may result in diminished sweating and tearing. Since lepromatous leprosy can cause autonomic nerve involvement, patients commonly have ichthyosis from their decreased sweating, and this problem may be intensified by clofazimine.

Ofloxacin. A number of fluoroquinolones have been developed; many of these drugs, such as ciprofloxacin, are not active against M. leprae. Among those that are active against M. leprae are ofloxacin and sparfloxacin. These drugs interfere with bacterial DNA replication by inhibiting the enzyme DNA gyrase. They were shown, in animal and short-term human experiments, to have good bactericidal activity against M. leprae. Ofloxacin is absorbed well orally and generally given in a dose of 400 mg once daily. A trial is currently under way to determine whether a combination of rifampin and ofloxacin, with or without minocyline, can significantly reduce the treatment period of multibacillary leprosy (i.e., to 1–3 months).

Minocyline. Minocyline is the only member of the tetracycline group of antibiotics that has significant bactericidal activity against M. leprae. The standard dose is 100 mg daily, which gives a peak
Clarithromycin. Among the macrolide antibiotics, clarithromycin (Biaxin) is the only drug shown to have significant bactericidal activity against *M. leprae*. When given in a daily dose of 500 mg to patients with lepromatous leprosy, 99% of bacilli were killed within 28 days and 99.9% were killed by 56 days. The drug is relatively nontoxic, however gastrointestinal irritation, nausea, vomiting, and diarrhea are the most common side effects.

**Treatment Regimens.** The standard therapy for leprosy should include MDT for all forms of the disease. Prior to the early 1980s, patients were often treated with dapsone alone. This led to the emergence of dapsone resistance and rendered further dapsone therapy ineffective in many areas. In 1981, a WHO study group met to recommend new treatment regimens for leprosy control programs. The WHO study group reviewed the data on both the resistance of *M. leprae* organisms to dapsone and their sensitivity to rifampin and clofazimine and recommended that multidrug therapy be used to treat all active cases of leprosy (Table 12-10). The WHO recommended the treatment of patients with paucibacillary disease with 100 mg (1–2 mg per kg) of dapsone daily, unsupervised, and 600 mg of rifampin once a month as directly observed therapy for 6 months. Patients with multibacillary leprosy are to be treated with dapsone 100 mg daily, clofazimine 50 mg daily, both self-administered, and rifampin 600 mg once monthly and clofazimine 300 mg once monthly, both supervised for at least two years or until the disease becomes inactive. Patients in whom acid-fast organisms were identified on their slit-skin smears or skin biopsies prior to treatment should be treated with the regimen for multibacillary disease. Also, “inactive” leprosy, who have had only monotherapy with dapsone, should be given MDT to prevent relapse. In patients who were successfully treated, relapse rates of 1.0% or less were reported in the 5–9 years after completing these regimens.

However, relapse rates have varied from 20 per 1000 person-years in patients in India with multibacillary leprosy who were treated for two years to 10 per 1000 person-years in persons treated until they were smear negative. Higher relapse rates have been reported in patients with a high bacterial index (BI ≥ 4.0). In lepromatous patients with high BI relapses have occurred in some patients as long as 15 years after completing treatment.

Patients should be followed at frequent intervals after treatment is started. Follow-up should include examination for new skin lesions, new areas of anesthesia, new motor deficits, and watching for the reaction to recur. Careful management of type 1 reactions is essential to prevent long-term sequelae.

**Type 1 Reactions.** The most important goals in treating type 1 reactions (reversal reactions) are to prevent nerve damage, control severe inflammation, and prevent necrosis of skin lesions. Antileprosy chemotherapy should not be interrupted during the reaction. In mild reactions, especially those without neuritis or facial lesions, treatment with analgesics and anti-inflammatory agents and close observation may suffice. However, any reaction where there is evidence of acute neuritis with pain, tenderness, or loss of nerve function should be treated with steroids, starting with prednisone in doses of 40–60 mg per day. It should be noted that the metabolism of prednisone is accelerated in patients who are also receiving rifampin. The patient may need hospitalization and should be closely observed with frequent voluntary muscle tests (VMTs) to evaluate nerve weakness. The dose of prednisone may be reduced by 5–10 mg every 1–2 weeks until a maintenance dose of 20–25 mg is reached. It can then be reduced slowly over the course of six months or more while repeating VMT and watching for the reaction to recur. Careful management of type 1 reactions is essential to prevent long-term sequelae.

**Type 2 Reactions.** Although type II (ENL) reactions are important because of their frequency and potential for organ damage, mild ENL reactions can sometimes be managed with anti-inflammatory agents, such as salicylates or nonsteroidal anti-inflammatory agents. However, severe or persistent ENL often requires therapy with corticosteroids, thalidomide, or clofazimine singly or in combination. Commonly, prednisone in doses of 40–60 mg are given and the patient is started on 400 mg per day of thalidomide. Steroids can be reduced or withdrawn, and the ENL can be controlled in some cases with thalidomide alone. Although thalidomide is often effective in controlling ENL reactions, it cannot be given to women of child-bearing age, unless they are following a fool-proof method of contraception, since the drug is highly teratogenic. Clofazimine in doses of 100–300 mg per day has anti-inflammatory effects, but gastrointestinal toxicity is common when the drug is continued at this dose for more than 2–3 months. Some patients will require chronic steroid therapy to suppress their ENL reaction, which can persist for several months.

**Iridocyclitis.** Iridocyclitis commonly accompanies type II reactions and may cause blindness in leprosy. Another cause of visual damage in leprosy is keratitis secondary to facial nerve damage causing lagophthalmos. Acute iridocyclitis should be treated with mydriatics, such as 1% atropine or 0.25% scopolamine, and anti-inflammatory drugs, such as 1% hydrocortisone.

### TABLE 12-11. THE BACTERIAL INDEX

<table>
<thead>
<tr>
<th>BI</th>
<th>Number of Organisms</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>No bacilli per 100 OIF</td>
</tr>
<tr>
<td>1+</td>
<td>1–10 bacilli per 100 OIF</td>
</tr>
<tr>
<td>2+</td>
<td>1–10 bacilli per 10 OIF</td>
</tr>
<tr>
<td>3+</td>
<td>1–10 bacilli per OIF</td>
</tr>
<tr>
<td>4+</td>
<td>10–100 bacilli per OIF</td>
</tr>
<tr>
<td>5+</td>
<td>100–1,000 bacilli per OIF</td>
</tr>
<tr>
<td>6+</td>
<td>Over 1,000 bacilli per OIF</td>
</tr>
</tbody>
</table>

*OIF, oil immersion fields*
Other Complications. Important complications of leprosy, such as neuritis, iridocyclitis, orchitis, and glomerulonephritis, may occur during reactions. Therefore it is important that leprosy patients be carefully monitored at frequent intervals, especially while the disease is active. If available, baseline slit lamp examination of the eyes is recommended.

Patients should be trained to avoid injuries to anesthetic areas and to report injuries promptly, even in the absence of pain. Sensory loss (to the point of compromised protective sensation) is often more severe than is generally appreciated. In addition to sensory loss, many leprosy patients experience neuropathic pain. Frequent inspection of the feet and hands and special footwear constructed to prevent permanent damage to deformed and anesthetic feet are important aspects of the care of leprosy patients. Reconstructive surgery, such as tibialis posterior muscle transfer to correct footdrop and temporalis muscle transplant to correct lagophthalmos, may be important in treating some patients. Patients who have ocular problems should be seen by an ophthalmologist.

Control and Prevention
Three basic approaches have been used to control and prevent leprosy, namely:

1. Early detection and supervised chemotherapy of active cases, as described above
2. Preventive treatment of household contacts, especially children, of infectious cases
3. Immunization with BCG

Active searching for cases is an important for controlling leprosy where the disease is endemic. Especially important is periodic screening and follow-up of household contacts of newly diagnosed cases. In leprosy endemic areas, it is important to train health-care professionals to recognize and treat leprosy. Health-care facilities, such as general or skin disease clinics, can provide screening and appropriate leprosy therapy in an environment that is not stigmatizing. Screening of special populations, such as school children, laborers, or military populations can be useful in detecting early leprosy in some highly endemic populations.

Prophylaxis with dapsone, 50 mg daily for three years, has been recommended for persons under the age of 25 who have a household contact with a patient with active multibacillary leprosy. Children with close contact with someone with paucibacillary (tuberculoid) leprosy are also at increased risk; however, their risk is less, so they should be examined every 6–12 months for several years after this exposure, and biopsies should be obtained of any suspicious lesions in order to detect and institute treatment soon after clinical disease appears. The rate of leprosy in household members in the 10 years after close household contacts with someone with untreated lepromatous leprosy was reported to be about 11% after 10 years follow-up in careful studies by Worth and Hirschy in Hawaii and Hong Kong. When the index case had tuberculoid leprosy, the incidence in household contacts was reported to be 0.5%. A study of 80,000 disease-free persons in a rural district of northern Malawi found 331 incident cases of leprosy on follow-up in the 1980s. Persons having dwelling contact with a multibacillary case had an eightfold higher incidence and those whose contact was with a paucibacillary case had a twofold greater incidence than those without household contact. However, only 15% of new leprosy cases occurred in those who had household contact with leprosy. A randomized controlled study of dapsone prophylaxis, using a 50-mg daily dose for three years in household contacts, found a 52.5% reduction in leprosy in the 12 years after exposure in those who received dapsone.

BCG and Leprosy Vaccines
The initial experimental evidence for the possible preventive efficacy of BCG was reported by Shepard in 1966. He found that vaccinating mice with BCG prevented experimental infection from footpad inoculation with viable M. leprae. Subsequently, several randomized trials of BCG in human populations were done. A trial in Uganda, where most leprosy was tuberculoid, showed an 80% protective efficacy of BCG; another trial in Karimui, New Guinea, found 48% efficacy; and a third trial in Burma found an efficacy of 20% (however, the efficacy was 38% in children from 0 to 4 years of age and when a second more immunogenic lot of freeze-dried BCG was used). A more recent trial of BCG in Malawi found that the incidence of leprosy was reduced by 50% after a second inoculation of BCG, but no additional efficacy was associated with including heat-killed M. leprae with BCG. In summary, these controlled studies of BCG, together with several case-control studies, suggest that BCG affords significant but incomplete protection against leprosy in several populations. However, vaccines prepared from heat-killed M. leprae were not efficacious.

In recent years, the widespread use of effective multidrug therapy for leprosy under direct supervision, the earlier diagnosis of leprosy, the reduction of the stigma previously associated with this disease in many societies, and the routine use of BCG in many leprosy endemic countries led to a decline in new leprosy cases. Many experts are cautiously optimistic that this trend will continue in the future and that the public health importance of leprosy will continue to decline, as long as the effort to control this disease persists. The long-term outlook for controlling leprosy as a public health problem is good, as long as the effective prevention efforts are not abandoned prematurely. However, many experts are concerned that leprosy control efforts might be abandoned prematurely by assuming that a prevalence rate of under 1 per 10,000 population signifies that leprosy has been “eliminated” permanently as a public health problem.

Acute Gastrointestinal Infections
Victoria Valls

OCCURRENCE AND SCOPE OF GASTROINTESTINAL INFECTIONS
Gastrointestinal infections are caused by a wide variety of microorganisms including viruses, bacteria, protozoa, and helminths that produce diarrhea and vomiting induced by the causative organisms themselves or by the toxins that they produce. Although most cases only require supportive management and are self-limited, diarrheal diseases remain the fifth leading cause of death among the global population. In spite of the existence of effective preventive measures, gastrointestinal infections produced during 2001 almost 1.8 million deaths worldwide and accounted for 3.2% of overall casualties, most of them taking place in developing countries and most of them happening in children under five. Nevertheless, within the last decades global mortality due to diarrheal diseases has shown a steady decline from figures of 4.8 million deaths per year estimated before 1980.
to 3.3 million and 2.6 million for the 1980–1990 and 1990–2000 periods, respectively. This negative trend is probably a consequence of the improvement on case management and infant and children nutrition.

Scarce and contradictory information exist about global incidence because of the limited support existing in many countries to collect systematic data. In addition, differences on how data are gathered, analysed, or resumed make comparisons difficult. In developing countries, 3.2 episodes per child and year in 2003 were estimated,7 a figure that has not changed much since the 1990s.8 In the United States, 211–375 million cases are estimated to occur each year (1.4 episodes per person) producing more than 900,000 hospital admissions and 6000 deaths.4,5 Similar data have been reported from European countries.9

Frequency of gastrointestinal infection is highly related to environmental conditions and social and economic development. Living circumstances often reflect the socioeconomic situation and are major determinants of environmental risk of exposure. In addition, human behaviour and collective interactions are involved (Table 12-12). Children, especially the very young, show the highest risk. The reasons may be age-related changes affecting children’s specific immunologic development, endogenous microbial flora, mucus, and cell-surface factors.10 Personal hygiene habits determine how many organisms are ingested. Therefore, breaks of hygiene practices, which are often observed among children, favour spread of pathogenic agents.8

Diminished socioeconomic status is strongly related to an unhygienic environment and the number of diarrheal episodes especially for children. Poverty is associated with poor housing, crowding, dirty floors, lack of access to sufficient clean water or to sanitary disposal or fecal waste, cohabitation with domestic animals that may carry human pathogens, and a lack of refrigerated storage for food.11 It also influences the ability to provide age-appropriate nutritional balanced diets or to modify diets when diarrhea develops. Therefore, children may suffer repeated episodes of infection, which may increase malnourish. Moreover, the number of diarrheal episodes suffered in childhood may have long-term consequences on psychomotor and cognitive development,9 which combined with malnutrition itself may reduce physical fitness and work productivity in adults.

### MAJOR CLINICAL SYMPTOMS

Acute gastrointestinal illness is defined as a syndrome of vomiting, diarrhea, or both that begins abruptly in otherwise healthy person. However, the consistency of normal faeces varies from person to person, day to day, and stool to stool. By convention, diarrhea is present when three or more stools (or at least 200 g of stool) are passed in 24 hours and are liquid to adopt the shape of the container in which they are placed.

Three major diarrhea syndromes exist: (a) watery acute diarrhea lasting less than 14 days, (b) bloody diarrhea, which is a sign of damage caused by inflammation, and (c) persistent diarrhea that lasts for more than 14 days. The clinical syndrome is not specifically linked to the causative agent. However, the clinical syndrome provides important clues on the aetiology and may be relevant for epidemiological investigations and outbreak management. Acute watery diarrhea is due to enterotoxins or mucosa superficial invasion. The pathogenic mechanism consists in a shift in bi-directional water and electrolyte fluxes within the small bowel. As there is not mucosa inflammation, leukocytes are not found in faeces. This syndrome usually presents during infections produced by toxin-producing organisms like E. coli, S. aureus, C. difficile, or vibrio species. Infections produced by virus or protozoa like giardia or cryptosporidium also produce this type of diarrhea. Most of infections due to these organisms require ingestion of high quantities of cells to develop. However, watery diarrhea may produce huge environmental contamination, which therefore may favour spread.

The second type of clinical presentation, bloody diarrhea, is due to intestinal damage and use to be associated with malnutrition and often with secondary sepsis. The clinical syndrome is the result of inflammatory destruction of the intestinal mucosa. Increased leukocyte counts and lactoferrin excretion is observed. This syndrome, commonly referred as dysentery, presents during infections due to some shigella, salmonella, and E. coli species. It can also be observed during infections produced by Campylobacter jejuni, Vibrio parahaemolyticus, and Entamoeba histolytica. Contamination of soil and dry environments seldom happens. However, spread may occur through exposure to contaminated food or water as most of the involved organisms may produce disease after ingestion of low quantities of cells.

Persistent diarrhea is typically associated with malnutrition either preceding or resulting from the infectious illness itself. Persistent diarrhea poses a mortality risk three times higher than acute episodes.12 When malnutrition is severe, mortality risk may increase by 17 times.13 Main clinical and epidemiological features of gastrointestinal infections are summarized in Table 12-13 and Table 12-14. For better understanding of text, a glossary of terms is shown at the end of this chapter. Specific reviews on aetiology, patient evaluation, and therapy are published elsewhere.12,15

### RISK OF CONTAGION

Agents that cause diarrheal diseases may enter the gastrointestinal tract by ingestion of common food or water, which may serve as primary source or may have been contaminated by contact with either an infected human or animal, or a carrier.14–16 Infection may also result from exposure to contaminated environments via hand-to-mouth transmission and from direct contact among humans.17 Gastrointestinal agents do not universally share routes of transmission. Organisms that multiply in food like Salmonella, typically produce foodborne outbreaks18 while others like Campylobacter, which

<table>
<thead>
<tr>
<th>TABLE 12-12. FACTORS THAT INCREASE THE RISK OF CONTAGION</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Risk of Exposure (Usually Related to the Environment)</strong></td>
</tr>
<tr>
<td>Living or travelling to areas with poor sanitary infrastructure (lack of access to sufficient clean water or to sanitary disposal of fecal waste)</td>
</tr>
<tr>
<td>Living or travelling to areas with poor hygiene compliance</td>
</tr>
<tr>
<td>Lack of refrigerated storage for food</td>
</tr>
<tr>
<td>Cohabitation with domestic animals</td>
</tr>
<tr>
<td>Work with asymptomatic or clinically infected humans</td>
</tr>
<tr>
<td>Work with asymptomatic or clinically infected animals</td>
</tr>
<tr>
<td>Work in clinical or research microbiologic laboratories or industries</td>
</tr>
<tr>
<td><strong>Risk of Transmission</strong></td>
</tr>
<tr>
<td>Quantity of organisms excreted by faeces or urine</td>
</tr>
<tr>
<td>Quality of inoculum ingested</td>
</tr>
<tr>
<td>Characteristics of faeces (liquid faeces possess more risk)</td>
</tr>
<tr>
<td>Duration of shedding</td>
</tr>
<tr>
<td>Ability to survive and replicate within different environments</td>
</tr>
<tr>
<td>Human behaviour: poor compliance with hygiene practices</td>
</tr>
<tr>
<td><strong>Risk of Infection/Disease</strong></td>
</tr>
<tr>
<td>Related to the Host</td>
</tr>
<tr>
<td>Age and genetic predisposition</td>
</tr>
<tr>
<td>Gastric pH</td>
</tr>
<tr>
<td>Intestinal motility</td>
</tr>
<tr>
<td>Normal enteric microflora</td>
</tr>
<tr>
<td>Intestinal immunity</td>
</tr>
<tr>
<td>Related to Organism</td>
</tr>
<tr>
<td>Enterotoxins</td>
</tr>
<tr>
<td>Cytotoxins</td>
</tr>
<tr>
<td>Attachment and invasiveness</td>
</tr>
<tr>
<td><strong>CLINICAL FEATURES</strong></td>
</tr>
<tr>
<td>-----------------------</td>
</tr>
<tr>
<td><strong>Causative Agent</strong></td>
</tr>
<tr>
<td>Norovirus</td>
</tr>
<tr>
<td>(Norwalk-like &amp; small round-structured virus)</td>
</tr>
<tr>
<td>Rotavirus</td>
</tr>
<tr>
<td>Bacillus</td>
</tr>
<tr>
<td>(B. cereus &amp; B. subtilis)</td>
</tr>
<tr>
<td>Campylobacter jejuni</td>
</tr>
<tr>
<td>Clostridium difficile</td>
</tr>
<tr>
<td>Clostridium perfringens</td>
</tr>
<tr>
<td>Enterohaemorrhagic and other Shiga toxin E. coli (STEC O157)</td>
</tr>
<tr>
<td>Enterotoxigenic E. coli</td>
</tr>
<tr>
<td>Salmonella nontyphi (S. enteritidis &amp; S. typhimurium)</td>
</tr>
<tr>
<td>Salmonella typhi</td>
</tr>
<tr>
<td>Shigella (S. sonnei, S. boydii, S. dysenteriae, &amp; S. flexneri)</td>
</tr>
<tr>
<td>Vibrio spp (no-cholerae)</td>
</tr>
<tr>
<td>Vibrio cholerae</td>
</tr>
<tr>
<td>Cyclosporidium (Cyclospora cayetanensis)</td>
</tr>
<tr>
<td>Cryptosporidium</td>
</tr>
<tr>
<td>Entamoeba histolytica</td>
</tr>
<tr>
<td>Giardia duodenalis</td>
</tr>
<tr>
<td>Causative Agent</td>
</tr>
<tr>
<td>-----------------</td>
</tr>
<tr>
<td>Norovirus</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Rotavirus</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Bacillus</td>
</tr>
<tr>
<td>(B cereus &amp; B subtilis)</td>
</tr>
<tr>
<td>Campylobacter</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Clostridium difficile</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Clostridium perfringens</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Pathogen</td>
</tr>
<tr>
<td>--------------------------------------</td>
</tr>
<tr>
<td><em>Enterotoxigenic E. coli</em></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td><em>Enterohaemorrhagic and other Shiga-toxin E. coli (STEC O157)</em></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td><em>Salmonella non-typhi</em></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td><em>Salmonella typhi</em></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td><em>Shigella</em></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td><em>Vibrio spp (no-cholerae)</em></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td><em>Vibrio cholerae</em></td>
</tr>
<tr>
<td></td>
</tr>
</tbody>
</table>

(Continued)
### Epidemiological Features

<table>
<thead>
<tr>
<th>Causative Agent</th>
<th>Sources</th>
<th>Transmission</th>
<th>Outbreaks</th>
<th>Inoculum Required</th>
<th>Duration of Shedding</th>
<th>Precautions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cyclosporidium</td>
<td>Humans</td>
<td>Ingestion of contaminated food or water (soft fruits or leafy veg)</td>
<td>Seldom. Community-acquired: Foodborne disease</td>
<td>Very low (&lt;10 ufc)</td>
<td>Not relevant</td>
<td>Enteric (until 48 h normal stool).</td>
</tr>
<tr>
<td>(Cyclospora cayetanensis)</td>
<td></td>
<td>Unlikely direct P-to-P</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Ingestion of contaminated water</td>
<td>Community-acquired:</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>P-to-P in households, health care and nurseries</td>
<td>Public and private water supplies, swimming pools, wildlife &amp; farm parks</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Cysts resist standard water chlorination</td>
<td>Nosocomial: Hospitals and nursing homes</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cryptosporidium spp</td>
<td>Humans and animals</td>
<td>Ingestion of contaminated water</td>
<td>Very low (&lt;10 ufc)</td>
<td>1–2 w(^{119})</td>
<td></td>
<td>Enteric (until 48 h normal stool). Cases: should avoid using swimming pools for 2 w after normal stool. Contacts: clinical surveillance.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>P-to-P in households, health care and nurseries</td>
<td>_public and private water supplies, swimming pools, wildlife &amp; farm parks</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Cysts resist standard water chlorination</td>
<td>Nosocomial: Hospitals and nursing homes</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><em>E. histolytica</em></td>
<td>Humans</td>
<td>Secondaryly contaminated food or water</td>
<td>Seldom. Community-acquired:</td>
<td>Very low (&lt;10 ufc)</td>
<td>Asymptomatic carriage may exist</td>
<td>Enteric (until treatment is completed). Household contacts: microbiological screening. Microbiological clearance for food handlers &amp; attending health and social care staff: One stool one week after finishing treatment.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Cysts resist standard water chlorination</td>
<td>Waterborne disease</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><em>Giardia duodenalis</em></td>
<td>Humans</td>
<td>P-to-P (families &amp; children). Eventually food contamination due to food handlers or water contamination within recreational parks</td>
<td>Seldom. Community-acquired:</td>
<td>Low (&lt;10(^{2}) ufc)</td>
<td></td>
<td>Enteric (until 48 h normal stool). Household contacts: microbiological screening.</td>
</tr>
</tbody>
</table>
do not multiply in food,39 produce sporadic cases. On the contrary, there are foods that favour growing of specific agents as happens with vibrio no-cholerae species, which characteristically produce gastrointestinal illness after ingestion of oysters.36 Contaminated water is the most common source of vibrio cholerae, the agent responsible for cholera, a highly dehydrating disease, which may produce massive outbreaks in developing countries.21 Contamination of water has also been associated with large outbreaks produced by organisms like Salmonella typhi which otherwise are direct person-to-person transmitted.22 There are organisms like C. difficile that heavily contaminate case surrounding environment, which may become a secondary source of infection. Examples of this route have been observed in hospitals and day care centers outbreaks where environment played an important role in spreading the agent.23,24 Until recently, transmission through human contact was thought to be restricted to some specific agents. However, human contact is currently considered the most important route of transmission within developed countries, where sporadic cases and family outbreaks account for most cases.

The relative importance of these different routes of spread varies among countries depending on their sanitary and environmental conditions and on the extension of their food and water supplies control. In the United States, it is expected to be 76 million cases per year of foodborne infections, 13 million cases of waterborne illness, and up to 122 million cases of person-to-person transmission.6,17

Risk of transmission is related to the number of organisms present in food, water, or environment, which is linked to the number of organisms excreted by faeces or urine and to the organism’s ability to survive and replicate. However, there are significant differences between organisms referred to the amount of cells required to produce infection. Exposures to cryptosporidium or shigella species are among the most risky situations, as less than 100 cells are required to produce infection.25 On the contrary, a person must ingest more than $10^9$ S. typhi cells to develop typhoid fever.26 The intrinsic infectivity of species and specific strains and probably the age and the immune status of the host will then determine the severity of the disease.27

Overall risk of contagion is strongly linked to environmental factors. It is well known that likelihood of exposure to contaminated food or water is going to be higher for persons travelling from an area of more highly developed hygiene and sanitation infrastructure to a less developed one. On the other hand, risk of exposure to person-to-person directly transmitted agents will increase within health-care and social-care institutions,9 where either infectious patients are attended or breaks on hygiene practices are common. Risk of spreading is also going to play an important role to increase the overall risk of contagion. Four groups of persons with high risk of spreading gastrointestinal organisms have been proposed (Table 12-15). Spread risk category must be taken into account when controlling an outbreak.

### Host Factors

Susceptibility to gastrointestinal infections is highly related to the integrity of host natural barriers, such as gastric acidity, intestinal motility, and intestinal immunity. In addition, age and genetic factors may play an important role.

Gastric acid pH is normally less than 4, which kills more than 99.9% of coliform bacteria within 30 minutes. However, in achlorhydric stomachs there is no reduction on bacterial counts ingested with food. Therefore, patients suffering conditions or receiving therapies that decrease or neutralize gastric pH present higher rates of gastrointestinal infections.28,29

Intestinal motility plays an important function in providing protection against enteric pathogenic organisms. Increased gut motility associated with diarrhea is a highly effective defense mechanism that acts to excel host offending pathogens as does cough in pulmonary infections. Another physical barrier is offered by gastrointestinal mucus, which binds organisms and toxins that are then eliminated as mucus is removed and renewed.

Enteric normal microflora also provides resistance to gastrointestinal infections. The fact that patients treated with oral antibiotics are highly susceptible to gastrointestinal pathogens has been known for a long time. Infection due to C. difficile is the most representative condition, although antimicrobial therapy has also been associated to acquisition of other gastrointestinal pathogens.30 Therefore, novel therapies, consisting of replacement of indigenous microbes with probiotics (lactobacillus and other intestinal organisms) are being developed, although their efficacy is still controversial.31,32

Protection against gastrointestinal pathogens is also enhanced by enteric immunity, which is composed of phagocytic, humoral, and cell-mediated elements. The importance of intact phagocytic immunity becomes evident in neutropenic patients who may develop gram-negative rod infections that usually originate in the gastrointestinal tract.33 Specific active humoral intestinal immunity arises either from a leakage of serum immunoglobulin (IgM and IgG) or from the formation of IgA by plasma cells located in the lamina propria. Intestinal antibodies may be directed at many different bacterial antigens such as endotoxins, capsular material, or exotoxins and may have bactericidal, opsonic, or neutralizing effects. Selective IgA deficiency, which has been associated with respiratory tract infections, has nevertheless little effect on gastrointestinal infections, as its deficit is often compensated with an increment in IgM levels.7

### Microbial Factors

Enteric pathogens produce diarrheal diseases by altering the normal intestinal absorptive function in different ways.34 Some organisms produce enterotoxins (toxins that have a direct effect on intestinal mucosa to elicit net fluid secretion). The classic enterotoxin, cholera toxin, causes fluid secretion by increasing the concentration of cyclic adenosin monophosphate (c-AMP). This same mechanism has been described for other vibrios and E. coli species, which produce antigenically similar toxins. Another mechanism of bacterial toxins is cytoskeletal disruption, which has been the mechanism observed for C. difficile and B. fragilis infections.

Several enteric pathogens excrete cytotoxins that are responsible of mucosa destruction, resulting in inflammatory colitis. Entero-haemorrhagic E. coli, C. perfringens, and S. aureus are among the most representative cytotoxin producer’s pathogens, although this mechanism is also supposed for C. jejuni and H. pylori.

Attachment and invasiveness are other capacities that will facilitate the pathogenic action of enteric pathogens. The ability to adhere and to colonize the mucosa has been observed in enterotoxigenic E. coli infections. Other organisms like shigella or enteroinvasive E. coli penetrate into and destroy the epithelial cells of the intestinal mucosa, which produces inflammatory or dysenteric diarrhea.

In addition to enterotoxin production, adherence, or invasiveness ability, other virulence traits may affect the organisms’ capacity to produce disease. Among these, motility, chemotaxis and mucinase production have been demonstrated to influence V. cholerasi virulence.34

### EPIDEMIOLOGICAL APPROACH

#### General Considerations

To manage the problem of gastrointestinal infections effectively, four major questions should be considered: Who, What, Where, and When. “Who” is related to the patient’s characteristics: age, sex, health status, therapies, living conditions, profession, etc. “Who” also refers
to the relationships among cases (sporadic case vs. outbreak associated case). "What" describes the clinical syndrome. "Where" is related to the setting: developed versus developing country and community versus health-care or social-care institution. As noted previously, risk of exposure to certain pathogens is highly related to the environmental characteristics of the place where the person lives, works, or travels. In addition, "Where" must evaluate place clustering. The last question "When" considers seasonal variations of potential pathogenic agents and time dependent disease’s characteristics such a suspected incubation period, which may guide to a possible source and agent. "When" must also explore time clustering.

All this information will lead one to (a) suspect what organism most probably be implicated, (b) perform initial microbiological evaluations, (c) initiate case specific therapy if required, (d) anticipate most probable evolution of the problem, and (e) start implementation of containment measures.

In a preventative approach, all cases of diarrheal disease should be considered potentially infectious and should be recommended to avoid attending work, school, or any other social or institutional activity.

Sporadic cases should be differentiated from outbreak-related cases; for the latter, an epidemiological investigation through a case-control study must be urgently conducted in order to determine and avoid causal factors. Therefore, all diarrheal diseases are statutorily notifiable if thought to be foodborne or waterborne, as are some organisms that possess special risk of spreading (Table 12-16). In the United States, national reporting requirements are determined by the Council of State and Territorial Epidemiologists (www.cste.org/nndss/reportingrequirements.htm) and from: Centers for Disease Control and Prevention (www.cdc.gov/epo/dphsi/phsi/infdis2006.htm). Specific reporting requirements are available from: Council of State and Territorial Epidemiologists. (www.cste.org/nndss/reportingrequirements.htm) And from: Centers for Disease Control and Prevention. (www.cdc.gov/epo/dphsi/phsi/infdis2006.htm)

### TABLE 12-16. GASTROINTESTINAL INFECTIONS DESIGNATED AS NOTIFIABLE AT NATIONAL LEVEL IN UNITED STATES

<table>
<thead>
<tr>
<th><strong>Bacterial Diseases</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td>Cholera</td>
</tr>
<tr>
<td>Salmonellosis (other than S. typhica)</td>
</tr>
<tr>
<td>Shiga-toxin producing E. coli</td>
</tr>
<tr>
<td>Shigellosis</td>
</tr>
<tr>
<td>Typhoid fever</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th><strong>Parasitic Diseases and Conditions</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td>Cryptosporidiosis</td>
</tr>
<tr>
<td>Cyclosporiasis</td>
</tr>
<tr>
<td>Giardiasis</td>
</tr>
</tbody>
</table>

All suspected foodborne disease and outbreaks should be notified. Specific reporting requirements are available from: Council of State and Territorial Epidemiologists. (www.cste.org/nndss/reportingrequirements.htm) And from: Centers for Disease Control and Prevention. (www.cdc.gov/epo/dphsi/phsi/infdis2006.htm)
occurs during or shortly after travel.41 It is most commonly observed among people travelling from an area of more highly developed sanitation infrastructure to a less developed one. There are regional differences in both the risk and the etiology of travellers’ diarrhea. Low-risk countries include North America, North and western Europe, Japan, Australia, and New Zealand. Intermediate-risk countries are those in eastern Europe and South Africa, Argentina, Chile, and some Caribbean islands, whereas high-risk areas include most of Asia, the Middle East, Africa, and Central and South America. It has been estimated that on the average up to 30–50% of travellers to high-risk areas will develop diarrhea during a one- to two-weeks stay.42 Classically, bacteria have been responsible for most of the cases,31 though protozoa are being increasingly recognized.43 The most common bacterial travellers’ diarrhea is produced by enterotoxigenic *E. coli*. It requires ingestion of high inoculums of the organism to produce disease, which may occur when there is a breakdown in sanitation. Enteraggregative *E. coli* and *Campylobacter jejuni* are also frequent causes of travellers’ diarrhea. Both pathogens may be observed in patients suffering bloody diarrhea, although campylobacter must be suspected if the patient proceeds from Asia.43 On the contrary, patients complaining for mild and long lasting (more than seven days) diarrhea may be suffering a protozoa infection, most commonly due to giardia or cryptosporidium.4 Contaminated water is the major source of these organisms, which are usually acquired through ingestion of the water itself or of the products washed with it without boiling it. Low inoculums of the organisms may produce disease.

**Passenger Ships’ Diarrhea.** A special scene of traveller’ diarrhea is that represented by infections acquired within or related to shipping. During the last decade, extended outbreaks of diarrhea disease on passenger ships have been reported44–47 which has attracted public attention. Cruise ships have long been sites for outbreaks because they place large cohorts of people at risk by living together in confined spaces, eating from one food supply, and drinking from one water supply. These outbreaks are of particular public health importance due

| TABLE 12-18. SCENES OF COMMUNITY-ACQUIRED GASTROINTESTINAL INFECTIONS |
|-----------------|-----------------|------------------|-----------------|-----------------|
| **Who**         | **What**        | **Where/ When**  | **Suspected Problem** | **Recommendations** |
| Previously healthy child or adult | Watery diarrhea | Sporadic or family clustered | P-to-P transmission of rotavirus (children) or norovirus (adults) | Home: enteric precautions |
|                  |                  | Winter months    |                        | Avoid attending work, school or any other social or institutional activity |
| Previously healthy child or adult | Mild bloody & mucoid diarrhea | Place and time clustered | Food-waterborne GI | Notifiable condition |
| Fever & myalgia  |                  | There are cases among persons who have share an activity | Most common pathogens: enterotoxigenic *E. coli*, salmonella, campylobacter | Home: enteric precautions |
| Previously healthy child or adult | Watery to mucoid diarrhea | Sporadic and place/time clustering are possible | Waterborne disease | Clinical surveillance of exposed contacts |
| No fever         |                  | Summer months | Most common pathogens: cryptosporidium or giardia | Notifiable condition |

| TABLE 12-19. SCENES OF GASTROINTESTINAL INFECTIONS WITHIN OR RELATED TO HEALTH CARE |
|-----------------|-----------------|------------------|-----------------|-----------------|
| **Who**         | **What**        | **Where / When**  | **Suspected Problem** | **Recommendations** |
| Patient receiving ABX | Watery diarrhea | Health-care related | Antibiotic-associated colitis caused by *C. difficile* | Enteric precautions |
| Inpatient may or may not be receiving ABX HCW | Watery diarrhea | No place or time clusters | Environmental contamination and/or P-to-P transmission of *C. difficile* | Enteric precautions |
| HCW may also be affected |                  | Health-care related | Associates: clinical surveillance | Enteric precautions |
| Inpatient may or may not be receiving ABX | Mild diarrhea | Place clustered | P-to-P transmission of rotavirus (children) or norovirus (adults) | Enteric precautions |
| Most commonly children |                  | Index case; patient at the same ward who presents symptomatic *C. difficile* diarrhea | Contacts: clinical surveillance | Review and reinforce standard precautions compliance and hygienic procedures |
| HCW may also be affected |                  | Fall or winter months | | Private room and no transfer within hospitals |
| Inpatient may or may not be receiving ABX | Several degrees of diarrhea; faces may contain blood or mucus | Health-care acquired | Foodborne/waterborne disease | Disinfection of environmental and patients items with 1:10 diluted bleach |
| HCW seldom affected |                  | Hospital-wide distribution | | Investigate source |
| | | Time clustering | | Enhanced |
to the large number of people exposed. The International Council of Cruise Lines estimated that almost 9.8 million people sailed on a cruise ship in year 2000, and this number was forecast to grow to 20.7 million by 2010.46 Rooney et al. 49,50 recently reviewed outbreaks of foodborne and waterborne diseases on ships. The authors identified 50 foodborne outbreaks reported from January 1, 1970 to June 30, 2003. Ten thousand people were affected. *Salmonella spp* were most frequently associated with outbreaks although *Shigella spp*, enterotoxigenic *E. coli*, *Vibrio parahaemolyticus*, and norovirus were observed in 50% of outbreaks. Inadequate temperature control of food or an infected food handler were the most frequently found risk factors. During the same period, 21 waterborne outbreaks were identified, which involved 6400 people. Enterotoxigenic *E. coli* and norovirus were the most common causative agents. In this study, waterborne outbreaks were mostly associated to water uplifted from unsafe sources, contamination of water tank, and defective back-flow preventers.

**Gastrointestinal Infections Within Health-Care Settings**

Health-care related and hospital-acquired gastrointestinal infections are eventually observed. The most frequent picture in this setting is that of a patient who has been hospitalized for more than 72 hours, who develops watery diarrhea not present on admission and who is receiving antibiotics. Neither time or place nor attending staff associations are observed. Testing for pathogens other than *C. difficile* is discouraged except in an outbreak or in patients over 65 years or with preexisting medical conditions.5 Outbreaks of gastrointestinal infections may also happen in health-care institutions. Viruses, like norovirus and rotavirus, are the first leading cause. As previously cited, *C. difficile* may produce heavy environmental contamination, which may become a source of secondary cases. Viruses and *C. difficile* infections may all present like watery diarrhea and, within the first days of the epidemic, place-clustered cases might be limited to a specific ward or unit. A viral etiology must be suspected when the index case is not health-care-related, whereas *C. difficile* might be assumed if the index case presents a health-care-related gastrointestinal infection and has been receiving antibiotics.

Health institutions are not free of suffering foodborne or waterborne outbreaks. The etiologic agent may be any of those causing outbreaks within the community, as the causal factors are the same as those described for community-acquired foodborne outbreaks. The existence of time-clustered cases in the absence of place-clusters is an important clue to suspect a foodborne or waterborne outbreak.

**PREVENTION STRATEGIES**

**Universal Measures**

Universal measures are those that when applied to general population reduce the extent of morbidity or mortality due to gastrointestinal infections. With these objectives, the Disease Control Priorities In Developing Countries supported by the World Health Organization141,151 recommended seven interventions (Table 12-20). Exclusive breast-feeding for infants less than six months with appropriate complementary foods thereafter are keystones to improve global infant mortality as they protect children from both foodborne diarrhea and malnutrition. These measures must be accompanied by immunizations programs, which will decrease morbidity in illness not always linked to food or water contamination. Rotavirus and measles vaccinations are the only ones currently recommended for global gastrointestinal illness prevention. Other gastrointestinal pathogens vaccines lack enough effectiveness to be universally promoted or are under development. Improvement of water and sanitary facilities and promotion of personal and domestic hygiene should be among the first measures to implement, as they are important risk factors for acquisition of foodborne, waterborne, and person-to-person transmitted gastrointestinal illnesses. Unfortunately, these latter activities require not only behaviour change interventions but also construction and maintenance of sanitary infrastructure, which can be costly and within some settings even impossible.

**Promotion of Exclusive Breast-Feeding and Improvement on Complementary Diets**

Exclusive breast-feeding means no other food or drink except necessary medications or vitamins or mineral supplements. Exclusive breast-feeding protects the infant in two ways: first, breast milk contains antimicrobial factors that will protect the child against many pathogens and provides all the nutrients the child needs. Second, breast-feeding reduces the risk of exposure to contaminated food or water, which is known to be high in many areas. In addition, if breast-feeding is continued when the child suffers diarrhea it will help to decrease the negative impact of the disease on nutritional status, which is a risk factor for subsequent episodes of diarrhea and will affect future child development.

Exclusive breast-feeding is currently considered one of the most effective measures on reducing global mortality due to gastrointestinal infections, both for developing and developed countries. It has been estimated that up to 13% of overall cause-mortality in children fewer than five years may be prevented.52 In addition, infants who are breast-fed are six times less likely to die of diarrhea than those who are not breast-fed.53 When breast-feeding is continued after weaning—up to the age of two years—the benefits on children nutritional and immunological status are maximized and up to 800,000 deaths could be saved.52 Therefore, exclusive breast-feeding is currently recommended within the first six months of life. Thereafter, breast-feeding must be maintained associated with complementary foods for children less than two years. Zinc and vitamin A supplementation may also help to reduce mortality by decreasing the incidence of severe diarrheal episodes.1

A special situation is that of children born from HIV positive mothers. Since the beginning of HIV epidemic, breast-feeding was thought to be a potential risk factor for HIV transmission and it was discouraged. Recommended alternatives included heat-treated breast milk, HIV-negative wet nurses, uncontaminated donor milk, or exclusive breast-feeding for six months and rapid discontinuation thereafter.54 However, some of these practices are seldom affordable within developing countries, where in addition, high rates of HIV infection may be associated with lack of access to HIV testing. Recent reports have shown that HIV transmission through breast-feeding is not easy to happen,55 whereas high risk of mortality is undoubtedly associated with replacement feeding. Therefore, exclusive breast-feeding is considered for all women regarding their HIV status.56

**Rotavirus Immunization**

Rotavirus is one of the most frequent causes of diarrheal disease. Within developing countries, rotavirus is estimated to produce up to 500,000 deaths per year among children under five.5 Within developed countries, appropriate nutritional and hydration management of gastrointestinal diseases keep mortality rates into anecdotal numbers (20–60 cases per year). However, in United States, rotavirus is responsible for 55,000–70,000 hospitalizations and 200,000–270,000 visits to

<table>
<thead>
<tr>
<th>TABLE 12-20. PREVENTION STRATEGIES FOR DEVELOPING COUNTRIES1, 51</th>
</tr>
</thead>
<tbody>
<tr>
<td>Promotion of exclusive breast-feeding</td>
</tr>
<tr>
<td>Improved complementary feeding practices</td>
</tr>
<tr>
<td>Rotavirus immunization</td>
</tr>
<tr>
<td>Cholera immunization</td>
</tr>
<tr>
<td>Measles immunization</td>
</tr>
<tr>
<td>Improved water and sanitary facilities and promotion of personal and domestic hygiene</td>
</tr>
<tr>
<td>Improvement of case management (new oral rehydration solutions, zinc supplementation, and proper management of bloody diarrhea)</td>
</tr>
</tbody>
</table>
emergency departments per year. In addition, rotavirus infection is
an important cause of diarrheal deaths, and vaccination is a key strategy to prevent it. The first
rotavirus vaccine, Rotarix (GSK biological, Belgium), was licensed and is currently in use in countries within Europe, Central America, Africa, and Asia. The second one is an oral vaccine that contains five reassortant rotaviruses developed from human and bovine parent rotavirus strain (RotaTeq) and is licensed for use within the United States since 2006. Both vaccines have been tested in phase III trials and neither intussusception nor other adverse effects were noted. Efficacy of RotaTeq after completion of a 3-dose regimen was 74% against any rotavirus disease and 98% against severe rotavirus gastroenteritis. Currently this vaccine is proposed for universal vaccination for U.S. children at ages two, four, and six months. First dose should be administered before ages 6 weeks and 12 weeks and subsequent doses should follow at 4–10 week intervals. Any clinically significant or unexpected adverse effect that occurs after administration of this vaccine should be reported to the Vaccine Adverse Events Reporting System (VAERS), which may be electronically accessed at http://vaers.hhs.gov.

Measles Immunization
Measles-induced immunodeficiency is a risk factor for diarrheal disease. It was estimated that up to 3.8% of diarrheal episodes and 26% of diarrheal deaths could be prevented if global measles vaccination achieved a 90% coverage rate.

Measles vaccine contains live, attenuated measles virus. It is available as a single-antigen preparation or combined with live, attenuated mumps or rubella vaccines, or both. Combined measles, mumps, and rubella (MMR) vaccine is recommended whenever one or more of the individual components are indicated. Within developed countries, combined MMR vaccination is administered to infants at the age of 12–15 months. A second routinely dose is recommended at age of 4–6 years. Severe adverse events are scarce, however fever and rash occurring 7–12 days after vaccination may be observed in up to 5% of vaccines.

Improved Water and Sanitary Facilities and Promotion of Personal and Domestic Hygiene
Improved access to sanitation facilities may reduce overall child mortality by an average of 55% and promotion of handwashing may trim down diarrhea episodes by a 33%. However, the greatest effect of these interventions will be in areas of high population density and if the entire community adopts the intervention rather than single households.

Promotion of personal and domestic hygiene may help to reduce potential contamination of foods and person-to-person transmission. Education of caregivers on hygienic practices, improving home food storage and knowledge on simple domestic methods to reduce pathogen contamination should be conducted. Enteric Precautions
Enteric precautions are those that address limiting the spread of gastrointestinal pathogens, once an infected or colonized patient, who may become a source, has been identified. Gastrointestinal infections may spread through both direct and indirect person-to-person transmission, which always imply contact and physical transfer of organisms from the source person to a susceptible person or to a vehicle (food, water, and environment). Therefore, enteric precaution should include contact precautions, which consist of improving handwashing practices, proper disposal of excretions and soiled materials, and management of spillages. Education of patients and household is important to assure compliance. In addition, for patients admitted to a hospital, use of gloves and gowns, and specific recommendations for patient placement and transport and patient-care equipment may be required. Detailed information about contact precautions within hospitals can be obtained from the Centers for Disease Control and Prevention’s Guideline for Isolation Precautions in Hospitals, which can be electronically accessed at http://www.cdc.gov/ncidod/dphp/guidelines.html.

Handwashing
This is the most important measure to avoid transfer the organisms. Hands must be washed after dealing with sick people, handling their clothes or bedding, having contact with their room equipment, and after removing disposable gloves. Every one must wash their hands after going to the toilet and after changing babies’ nappies. Towels should not be shared, and within the hospital, must be replaced by disposable paper devices. Liquid soap instead of soap tablets is encouraged. Antiseptic soaps and alcohol-based solutions may be recommended for some instances.

Disposal of Excretions and Soiled Materials
Excretions may be eliminated normally to the toilet. Excretions containers, when required, should be washed with hot water and detergent. Gloves and aprons should be worn to handle contaminated containers or any other contaminated materials. Soiled clothing and bed linen should be washed separately from other clothes at the highest temperature they will tolerate. Contaminated solid waste should be eliminated to a plastic bag, and after sealing, placed with the other solid waste.

Spillages
Spillages should be cleaned with absorbent materials. Thereafter, contaminated surfaces should be cleaned with hot water and detergent while wearing gloves and aprons. Careful handwashing should be done after removing disposable gloves.

Specific Interventions
Contact Evaluation
Contact evaluation refers to clinical and/or microbiological surveillance of a person who had been exposed to a gastrointestinal infection that may be transmitted through person-to-person direct or indirect contact. The exposed person may develop the disease, which may be health threatening, but may also become the index case for secondary cases, which may happen by being an excreter during the symptomatic period, or by being an asymptomatic carrier. Furthermore, some persons who had been exposed to transmissible gastrointestinal pathogens may be food handlers or caregivers, which may increase the risk of transmission (Table 12-15).

All asymptomatic persons who might have been exposed during an ongoing outbreak should be recommended to consult their physicians if they develop symptoms. However, clinical surveillance should be explicitly done when the person was exposed to C. difficile, salmonella, shigella, vibrio, or cryptosporidium. In addition, microbiological studies should be required after exposures to typhoid fever, shigellosis, amebiasis, or giardiasis (Table 12-14).

Vaccines
Rotavirus is the only gastrointestinal agent for which infant vaccination has been scheduled. However, there are licensed vaccines against salmonellosis and cholera. These vaccines are currently recommended for travellers under special circumstances. Vaccination against typhoid fever is recommended for persons travelling to tropical areas where sanitation facilities are thought to be poor.
Two typhoid vaccines are currently available for use in the United States: an oral live, attenuated vaccine (Vivotif Berna vaccine, manufactured from the Ty21a strain of *S. Typhi* by the Swiss Serum and Vaccine Institute) and a Vi capsular polysaccharide vaccine (ViCPS) (Typhim Vi, manufactured by Aventis Pasteur) for intramuscular use. Both vaccines have been shown to protect 50–80% of recipients. Revaccination might be required after five years and two years, respectively.64

Cholera vaccination is considered only for those persons working in relief or refugee settings or for those who will be travelling in cholera-epidemic areas and who will be unable to obtain prompt medical care. These constrained uses are both because of the lack of maintained immunogenic stimulation and the low risk of exposure expected as cholera is restricted to some world specific areas. In addition, cholera diarrhea may be efficiently controlled by administering liquid rehydration. Nevertheless, a killed whole-cell cholera vaccine combined with the recombinant B subunit of cholera toxin (rCTB-WC) recently licensed in Europe has renewed the interest.64 Because of the similarity between cholera toxin and the heat-labile toxin of *Escherichia coli*, it has been proposed that the rCTB-WC vaccine may be used against travellers’ diarrhea. In fact, vaccines primarily addressed against enterotoxigenic *Escherichia coli* (ETEC) are being intensively investigated.65

### Glossary

**Carrier:** a person who has excreted the organism in faeces or urine for more than 12 weeks.

**Case:** a person with symptoms.

**Clinical Surveillance:** observation for development of relevant clinical symptoms.

**Contact:** a person who is likely to have been exposed to an infectious person either through direct contact or through contact with infectious excreta.

**Enteric Precautions:** measures recommended for limiting enteric spread.

**Excreter:** a person without symptoms who excretes pathogenic microorganism in faeces or urine for fewer than 12 months. The person may have had the disease or may have been asymptomatic infected.

**Foodborne Infection:** any infection caused by or thought to be caused by the consumption of food. Infections acquired after water consumption are also considered foodborne infections. Symptoms of intestinal irritation or damage may not necessarily be present.

**Food handler:** person who prepares or serves unwrapped foods.

**Gastrointestinal Infection:** any infection, from whatever source, of the digestive tract. Symptoms of intestinal irritation or damage must be present.

**Index Case:** first case that develops an infectious disease and who is supposed to be the origin of an outbreak in a person-to-person (P-to-P) transmitted infection.

**Microbiological Clearance:** reduction of the excretion of the pathogenic organisms to undetectable levels by conventional diagnostic methods.

**Outbreak:** two or more cases associated in place and or time.

**Standard Precautions:** Barrier measures used to take care of patients within hospitals given the possibility of a transmission mechanism.

**Waterborne Disease:** any infection caused by or thought to be caused by the ingestion of water. Infections may be acquired after consumption of drinking water (foodborne) or after accidental ingestion in recreational water parks or swimming pools.
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Typhoid fever is an acute, life-threatening, febrile illness caused by the bacterium *Salmonella* subspecies *enterica* serotype *Typhi*. Because humans are the only known natural host for *Salmonella Typhi*, fecal-oral transmission through contaminated food and water is the most common mode of infection. In the United States, about 300 cases are reported each year, and the majority of these are acquired while traveling internationally.1,2,3

**Bacteriology**

*Salmonella Typhi*, like other *Salmonella*, is a gram-negative, flagellated, non–lactose-fermenting bacillus. It is identified by its biochemical properties and somatic (O) and flagellar (H) antigens. Most freshly isolated strains have a capsular (Vi) antigen.4 In the Kauffman-White schema, *Salmonella Typhi* is a member of *Salmonella* group D, characterized by O antigens 9 and 12, and a single flagellar antigen (H). The organism survives well in water and sewage, but is readily killed by pasteurization.5

In studies of volunteers, ingesting as few as 10^5 bacteria has caused clinical illness in a few, and ingestion of 10^6 organisms results in 50% of subjects becoming ill.7 Incubation periods have been as short as 3 days and as long as 56 days; a higher inoculum is associated with shorter incubation periods. The median incubation period for a dose of 10^5 organisms was 9 days, for 10^6 organisms 7 days, and for 10^8 organisms 5 days.7 Partial immunity follows clinical illness, but reinfection and illness can still occur after a large oral dose. Antibody titers are not correlated with resistance to reinfection or occurrence of relapse.

**Clinical Characteristics**

Typhoid fever has an insidious onset characterized by fever, headache, constipation, malaise, chills, and myalgia.4,5 Many patients cough for the first few days of illness, and some report sore throat or joint pain. Splenomegaly, leukopenia, and abdominal distention and tenderness are generally present. Early in the illness, small, discrete, rose-colored spots caused by bacterial emboli in the skin capillaries may appear on the trunk. Diarrhea is uncommon, and vomiting is not usually severe. In children, the disease presentation is often atypical, and respiratory symptoms and diarrhea are often present.9 Complications of typhoid fever include confusion, delirium, intestinal perforation, and death. Chronic carriage of *Salmonella Typhi*, defined as fecal shedding of the organism for greater than one year after acute illness, occurs in 1–4% of patients.5,9

**Diagnosis**

The most commonly used methods of diagnosis are blood culture and serologic assays. The sensitivity of a single blood culture has been estimated at about 50%.8 *Salmonella Typhi* is most frequently isolated from blood during the first week of illness, but it can also be isolated during the second and third weeks of illness, during the first week of antimicrobial therapy, and during clinical relapse. Fecal cultures are positive in approximately half the cases during the first week of fever, but the largest number of positive stool cultures is detected during the second and third weeks of disease. Bone marrow cultures are frequently positive (90% of cases) and are more likely to yield *Salmonella Typhi* than are cultures from any other site, especially when the patient has already received antimicrobial therapy.8 Organisms can also be isolated from duodenal aspirates, rose spots, and infrequently from urine cultures.8,10 Serologic responses to O, H, and Vi antigens usually occur by the end of the first week of typhoid fever. The Widal test, which measures antibody responses to O and H antigens, can suggest the diagnosis, but the results are not definitive and must be interpreted with care since titers may be elevated in a number of other infections. High-titer, single-serum specimens from adults in areas of endemic disease have little diagnostic value. Even when paired sera are used, the results must be interpreted in light of the patient’s history of typhoid immunization and previous illness, the stage of the illness when the first serum specimen was obtained, the use of early antimicrobial therapy, and the reagents used.11 Several rapid serodiagnostic assays are commercially available; their cost limits their utility in typhoid-endemic areas.12 Serodiagnostic methods may facilitate initial clinical management.
of patients with suspected typhoid fever; however, they do not allow for examination of antimicrobial resistance patterns since the pathogen is not isolated.

Treatment

Effective antimicrobial therapy reduces morbidity and mortality from typhoid fever. Without therapy, the acute illness may last for 3–4 weeks and death rates range between 12% and 30%. With appropriate treatment, clinical symptoms subside within two days and fever recedes within five days. In the United States, mortality is approximately 1%. Relapses, characterized by a less severe but otherwise typical illness, occur in 10–20% of patients with typhoid fever, usually after an afibrile period of 1–2 weeks. Relapses may occur despite appropriate antimicrobial therapy.

Complications of typhoid fever are less likely if effective antimicrobial therapy is begun early. Organisms resistant to antimicrobial agents, including amoxicillin, trimethoprim-sulfamethoxazole, and chloramphenicol, have increasingly been reported from numerous countries, including the United States. Determining antimicrobial resistance patterns is essential in recommending appropriate treatment. Fluoroquinolones and third-generation cephalosporins remain the best choice for empiric treatment of typhoid fever, although quinolone resistance is on the rise, particularly in strains circulating in South and Southeast Asia.

Carriers

Following treated or untreated infection, carriage of Salmonella Typhi in the stool often persists for 1–2 months. The likelihood of a chronic carrier state is related to age at onset of disease and gender, and ultimately to predisposing conditions such as gall bladder disease. Women are three times more likely than men to become chronic carriers. Chronic carriage (13.3%) is more common among women whose illness occurs when they are over 40 years of age, in contrast to men or women whose illness occurs when they are under 20 years of age (0.3%). Antimicrobial treatment of typhoid fever may not significantly decrease the occurrence of chronic fecal carriage. Chronic carriers are at risk for cancer of the gall bladder, and therefore termination of the carrier state through antimicrobial therapy is recommended for clinical and public health reasons. Urinary excretion is common in the first months after illness, but chronic urinary carriage is usually associated with preexisting pathologic changes in the kidneys or bladder, such as occur in patients with schistosomiasis and in the elderly.

Antibody to the Vi antigen is often present in high titers in serum samples from persons who are chronic carriers and can be used as a screening test for identification of chronic carriers in certain high-risk groups and during investigation of sporadic cases and outbreaks.

Elimination of a chronic carrier state is achievable in most cases with fluoroquinolone therapy. Cure rates between 78% and 93% have been reported in four small series of between 10 and 23 chronic carriers who received 2–4 weeks of oral fluoroquinolone treatment. In some patients with chronic gallbladder or urinary tract disease, antimicrobial agents alone may be ineffective, and surgery may be necessary.

Occurrence

Typhoid fever occurs worldwide but incidence varies widely according to geographic region, seasonality, and vehicles of infection. An estimated 21 million cases of typhoid fever and 200,000 deaths occur annually worldwide. The annual incidence in high-burden areas, such as South and Southeast Asia, is estimated to be greater than 100 cases per 100,000 persons. Recent population-based incidence data from India demonstrate that children under age five years are at increased risk for typhoid fever, when compared with school-aged children and adults.

Transmission

Since Salmonella Typhi has no known animal reservoir other than humans, isolated cases and outbreaks must originate from a human infection. Most typhoid outbreaks are traced to ingestion of food or water contaminated with human waste. Poorly functioning municipal water supply systems have been efficient vehicles of typhoid fever transmission and continue to contribute to large outbreaks of typhoid fever in urban areas. Studies of endemic typhoid fever transmission have implicated street-vended foods and raw or poorly cooked shellfish.

In the United States, about 75% of typhoid fever cases occur among persons returning from foreign travel, particularly to South and Southeast Asia, Africa, and Latin America. Occasionally, large foodborne outbreaks occur in the United States, frequently due to contamination by asymptomatic food handlers who are chronic carriers, and sometimes to imported food.

Prevention

Vaccines against typhoid fever have been available for more than 80 years. Studies of volunteers have shown that vaccine-induced immunity is protective (65–70% effective) against low-to-moderate infecting doses but, like natural immunity, it provides little protection against very large challenge doses. Two vaccines are licensed for use in the United States (Table 13-1). The oral vaccine, a live, attenuated Salmonella Typhi strain (Ty21a), which lacks the enzyme UDP-galactose-4-epimerase23, and the single-dose parenteral vaccine (ViCPS), a polysaccharide formula based on purified Vi antigen, are equally effective and rarely cause adverse reactions.

The inactivated typhoid vaccine, a parenteral formulation manufactured by Wyeth Ayerst, has been discontinued and is no longer available in the United States. Microbiology laboratory workers are at risk for typhoid fever and should be vaccinated if they anticipate contact with specimens from patients with typhoid fever or with isolates of Salmonella Typhi.

### TABLE 13-1. TYPHOID FEVER VACCINATION

<table>
<thead>
<tr>
<th>Vaccine Name</th>
<th>How Given</th>
<th>Number of Doses Necessary</th>
<th>Time Between Doses</th>
<th>Total Time Needed to Set Aside for Vaccination</th>
<th>Minimum Age for Vaccination</th>
<th>Booster Needed Every</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ty21a (Vivotif Berna, Swiss Serum and Vaccine Institute)</td>
<td>1 capsule by mouth</td>
<td>4</td>
<td>48 hours</td>
<td>2 weeks</td>
<td>6 years</td>
<td>5 years</td>
</tr>
<tr>
<td>VCPS (Typhim Vi, Sanofi Pasteur MSD)</td>
<td>Injection</td>
<td>1</td>
<td>—</td>
<td>1 week</td>
<td>2 years</td>
<td>2 years</td>
</tr>
</tbody>
</table>
Travel-associated typhoid fever is largely preventable. Vaccination against typhoid fever is recommended for travelers visiting countries with endemic disease.\textsuperscript{11,13} Travelers are also encouraged to take routine precautions in selecting and preparing foods and beverages: cooked foods should be eaten hot, raw fruits and vegetables should be peeled by the traveler, and only low-risk beverages should be consumed, such as hot drinks, carbonated beverages without ice, and water that has been boiled or chemically disinfected.

As noted in industrialized countries in the early twentieth century, dramatic reductions in typhoid fever incidence can be accomplished with the implementation and maintenance of chlorinated municipal water supplies and sanitation with sewage collection and treatment.\textsuperscript{36,37} Providing these basic services to the underserved population of 1–2 billion people would be a major step towards the eradication of this disease.\textsuperscript{38}

\section*{13 Diseases Spread by Food and Water}

\textbf{Shigellosis}

Anna Bowen \enspace \textbullet\enspace Eric D. Mintz

\textit{Shigella} is the third most common bacterial etiology of diarrhea in the United States, causing more than 163 million cases of diarrhea in developing countries each year.\textsuperscript{1,2} “Bacillary dysentery,” a term used to describe a diarrheal illness with fever, abdominal pain, and blood and pus (leukocytes) in the stool, is often used to refer to shigellosis. Lack of safe piped water and sewage disposal, poor personal hygiene, and crowding underlie epidemics of dysentery caused by \textit{Shigella} species. Although improvements in water and sewage infrastructure have reduced the risk for epidemic shigellosis in the United States, outbreaks continue to occur among young children in daycare, people in the military, displaced persons, and crowded urban and rural poor populations, and sporadic disease is not uncommon.\textsuperscript{2}

\textbf{Bacteriology}

The shigellae are a fairly homogeneous group of aerobic, nonmotile, non–lactose-fermenting, gram-negative bacilli. The four major \textit{Shigella} subgroups are differentiated by their ability to ferment D-mannitol and their antigenic properties. \textit{Shigella dysenteriae} (group A) has 15 serotypes; type 1 (the Shiga bacillus) remains a cause of epidemic severe dysentery in the developing world. \textit{Shigella flexneri} (group B) has 8 serotypes, some of which are subdivided. \textit{Shigella boydii} (group C) is divided into 20 serotypes, and \textit{Shigella sonnei} (group D) has only 1 serotype. New serotypes continue to be identified.

A number of factors contribute to \textit{Shigella} virulence. For example, the shigellae do not bind to host cells efficiently. However, after they are engulfed by intestinal macrophages and dendritic cells, they can lyse phagocytic vacuoles and spread intra- and intercellularly.\textsuperscript{3} Also, Shiga toxin-producing genes are encoded in a highly conserved defective lambda prophage in the chromosome of \textit{S. dysenteriae} type 1 and rarely, that of \textit{S. sonnei}.\textsuperscript{4} Thirdly, Shiga toxins appear to be associated with the development of hemolytic uremic syndrome and central nervous system complications. Finally, \textit{Shigella} can easily acquire antibiotic resistance genes through plasmids, transposons, or clonal spread. This, in combination with antibiotic misuse, has resulted in a dramatic increase in antimicrobial resistance in recent years. Resistance of \textit{Shigella} to ampicillin, tetracycline, and trimethoprim-sulfamethoxazole has been reported worldwide; ciprofloxacin resistance is also becoming increasingly important.\textsuperscript{5,6} In the United States, \textit{Shigella} isolates remain sensitive to nalidixic acid, ciprofloxacin, and ceftriaxone despite rising resistance to other antimicrobials.\textsuperscript{7}

\textbf{Clinical Characteristics}

Although asymptomatic infection is possible, shigellosis often begins with fever, abdominal pain, and watery diarrhea without blood. At this stage, the diarrhea is difficult to distinguish from that caused by other agents. Following invasion of the colonic mucosa, stools often become bloody, mucoid, and scant. Large bowel microabscesses and ulcers may form, and the patient may suffer from urgency and tenesmus. Infection with \textit{S. sonnei} typically causes milder illness than infection with the other \textit{Shigella} subgroups; illness associated with \textit{S. dysenteriae} type 1 is often severe. The usual incubation period is about 48 hours, but it ranges from less than 12 hours to 6 days. Symptoms generally last 1 week. Case fatality rates vary from 0.4% among all ages in the United States, to 13.9% among infants hospitalized in the developing world; overall, children under the age of five years suffer the greatest mortality rates.\textsuperscript{2,10} Prolonged carriage is uncommon in healthy people, but carriage for more than one year has been reported.\textsuperscript{11} With each subsequent infection by the same serotype, clinical illness becomes milder or absent, perhaps because of local gut immunity.

Extraintestinal manifestations of \textit{Shigella} infections, although rare, also can be important. Convulsions may occur in children, often in association with fever or metabolic derangements.\textsuperscript{12–14} Reactive arthritis is a late complication of between 1.5% and 7% of adults with \textit{Shigella} infection.\textsuperscript{15–17} It may be associated with \textit{S. flexneri}, \textit{S. sonnei}, or \textit{S. dysenteriae}, and is especially common among persons with the genetic marker HLA-B27.\textsuperscript{18–19} Hemolytic uremic syndrome can occur after \textit{S. dysenteriae} type 1 infection, especially in children, and may be associated with antibiotic treatment of a resistant infection.\textsuperscript{20–22}

\textbf{Diagnosis and Treatment}

Isolation of \textit{Shigella} organisms from the blood is rare. However, many \textit{Shigella} organisms are present in the intestinal mucus or feces during the first several days of the illness. When feces are alkaline, the bacilli may survive for days, whereas in acidic stools they remain viable for only a few hours. Therefore, if direct inoculation of culture media is not possible, placing fecal material or rectal swabs in Cary–Blair transport medium is suggested. The organism is isolated on routine enteric media; so-called “Salmonella-Shigella” agar is actually inhibitory to some \textit{Shigellae}.\textsuperscript{23} Commercially available antisera may be used for grouping and typing.

Without a positive culture, diagnosis is often difficult. In a study of Bolivian children, crying during defecation, temperature above 38.4°C, five or more stools per 24 hours, and more than 50 leukocytes per high-power field on microscopic fecal examination were associated with \textit{Shigella} infection.\textsuperscript{24} Treatment with appropriate antimicrobial agents reduces the duration of symptoms and the excretion of shigellae.\textsuperscript{25–27} However, the high prevalence of antibiotic resistance complicates selection of antimicrobial treatments. Monitoring local antimicrobial resistance
patterns in a community with endemic disease can help guide the selection of effective agents with which to begin therapy. Although the World Health Organization recommends ciprofloxacin as a first-line agent in the treatment of Shigella among all age groups, the drug is not currently labeled for this use in children in the United States.26,27 Further, it remains unclear whether there exists an association between antimicrobial treatment and hemolytic uremic syndrome among persons infected with Shiga toxin-producing organisms.22,50 Since the illness caused by S. sonnei, the predominant strain in the United States, is often mild and self-limited, reserving antimicrobial treatment for very ill and high-risk persons may delay the emergence of resistant strains and reduce medication adverse events.51

Transmission
The primary reservoir for Shigella organisms is humans, although Shigellae occasionally infect other primates. A small inoculum (10–200 organisms) is sufficient to cause infection.32 As a result, approximately 80% of Shigella infections occur through person-to-person spread.33 Persons who excrete the organism asymptptomatically are less likely than clinically ill persons to transmit infection.34 Shigellosis outbreaks in day care centers, which are the most common setting for outbreaks in the United States, may be associated with preparation of food by workers who also changed diapers, provision of group transportation to young children, access to non-chlorinated water play areas,37 and high child-to-toilet ratios.38 Secondary attack rates are high in homes of preschool children with clinical shigellosis.39,40 Other groups with an increased risk of shigellosis in the United States include persons in custodial institutions, where personal hygiene is difficult to maintain;27,38 observant Jews;29,39 travelers;40 homosexual men;41,42 and those in homes with inadequate water for handwashing. Although Native Americans historically have suffered elevated rates of shigellosis, this pattern appears to be changing.1,43

Outbreaks are infrequently caused by contaminated food.44,45 However, large-scale outbreaks associated with ill food handlers have occurred.46–48 Drinking or swimming in contaminated water has also led to outbreaks.49,50

Occurrence
In the United States, shigellosis is becoming less common. In 2003, there were four cases of Shigella infection per 100,000 persons, 47% less than a decade earlier.1,51 The relative proportions of isolates due to S. sonnei, S. flexneri, S. boydii, and S. dysenteriae were 80.2%, 14.4%, 1.1%, and 0.4% in 2003; the remaining 4% of isolates were of unknown subgroup.47 The highest attack rates are among children 1–4 years of age, with a peak in 2-year-olds. Nearly all infections in the preschool age group are due to S. sonnei.51 More Shigella infections occur among females than males between ages 10 to 29 and 60 to 79 years. The excess cases are mainly due to S. sonnei, perhaps because women are more likely to be primary caretakers of young children at these ages. Meanwhile, a greater number of Shigella infections occur in men between the ages of 30 and 49 years; the excess cases are predominantly due to S. flexneri, and may be the result of adult male homosexual practices.48–50 Infections with S. dysenteriae in the United States generally result from importation of this infection by adults returning from overseas travel.46 Infections with all four Shigella subgroups are most common in the late summer.1,51

In developing areas of the world, however, the epidemiology of Shigella differs. There, the predominant subgroup is S. flexneri (60%), followed by S. sonnei (15%), S. dysenteriae (6%), and S. boydii (6%), and the seasonality of Shigella infection varies.5 Epidemics of multiply drug-resistant S. dysenteriae type 1 infections with considerable mortality may also occur in developing areas, most notably in recent years in Africa.31,52–54

Prevention and Control
Shigella infections are least common in communities and institutions where treated water is readily available and used frequently for hand washing and where an adequate system exists for disposal of human wastes. Hand washing is an effective control measure even in areas with poor sanitation.55 Protected food supplies and adequate refrigeration are important for reducing the risk of common source infection. Efforts to develop Shigella vaccines have been complicated by the vast number of antigenically distinct serotypes.2,48,56

Once begun, outbreaks of shigellosis are difficult to control.57,58 Interrupting the fecal-oral transmission cycle is the key objective, and hand washing with soap and running water is the most effective intervention.59,60 Additionally, efforts have included isolation of patients, improved sanitation, antimicrobial treatment of ill persons and occasionally those with asymptomatic infection, and, rarely, prophylactic treatment of all members of a household or closed institution. Cohorting persons who no longer have diarrhea in a separate room with a separate toilet and dedicated staff could be a key element in controlling day care and institutional outbreaks.61 This practice is preferable to barring clinically recovered but still infectious children from the day care center because it does not encourage parents to send their children to other facilities without reporting the antecedent infection.62 Attempts to control outbreaks with antimicrobial agents may be compromised, particularly among children, by the development of antimicrobial-resistant strains. Therefore, control of outbreaks requires unflagging insistence on handwashing—with supervision, if required.

Cholera
Margaret Kosek • Robert E. Black

Cholera, an acute infection of the small intestine by Vibrio cholerae, is manifested as profuse watery diarrhea. It has been known and feared for centuries because of its propensity to occur in epidemics, resulting in high mortality and social disruption.

Agent and Pathogenesis
Vibrio cholerae is a small, curved, motile aerobic gram-negative organism best identified by inoculating stool on thiosulfate-citrate-bile salts-sucrose (TCBS) agar ideally with pre-enrichment in alkaline peptone water. On TCBS agar V. cholerae are easily recognized as large yellow colonies with slightly raised centers on a blue-green medium. The isolate is classically identified further on the basis of serological, biochemical, hemagglutination and hemolysis reactions, phage-typing, and polymyxin B testing. More recently DNA-based typing strategies have been used in addition to these methods.1

Vibrio cholerae is classified principally by serogroup based on the somatic O antigen. Although over 150 serogroups exist, only two (1 and 139) have been shown to cause widespread epidemic and
Inaba was recovered from sewage and canal water and from crabs, which were implicated as the vehicle of infection. In 1981, cholera was found in two residents of the Gulf Coast of Texas and another 16 persons on an oil rig in the gulf near Texas. Investigations of these outbreaks determined that they were due to the same unique strain of \textit{V. cholerae} that apparently persisted in the environment. This observation and other evidence have led to the conclusion that cholera is indigenous to the Gulf Coast area of the United States, where the organism has a persistent environmental reservoir. Other than in the United States, no recent cases of cholera have been recognized in any country of North, Central, or South America until 1983 when a U.S. tourist apparently became infected with \textit{V. cholerae} while visiting the Caribbean coast of Mexico and developed cholera after returning home. The strain causing this infection was the same as the U.S. Gulf Coast strains, suggesting that the environmental reservoir may also run south around the Gulf of Mexico. It appears that Australia also has a similar environmental reservoir, in this case freshwater rivers instead of brackish water of the Gulf estuaries, resulting in a small number of cases or small outbreaks. Latin America was spared from cholera epidemics since the end of the last century until early 1991 when cholera appeared in Peru. The outbreak, which began in a number of cities along a 900-km coastal area, subsequently spread throughout Peru, with more than a half million cases reported in 1991–1992. The source of the initial contamination is unknown, but subsequent transmission was shown to be related to both water and foods. All cholera spread rapidly throughout Latin America, with Bolivia, Brazil, Colombia, Ecuador, El Salvador, Guatemala, and Mexico each reporting more than 10000 cases between 1991 and 1993. In countries other than Peru, where cities were the major focus of the epidemic, rural areas were more affected than urban areas; native cultures appear to have been at especially high risk. Although about 7000 deaths were reported due to cholera between 1991 and 1993, the case-to-fatality rate was less than 1%, probably reflecting the effectiveness of rehydration therapy available in large cities where most cases were reported. Case-to-fatality rates were notably higher, reaching 10% in rural areas in populations with more limited access to adequately trained health-care providers.

All epidemic cholera in previous pandemics had been due to \textit{V. cholerae} serotype O1, although other strains appear to have caused sporadic cases. In October 1992, cases of cholera associated with a \textit{V. cholerae} strain that did not agglutinate with O1 antisera were reported from Madras, India, and subsequently other cities in southern and eastern India and Bangladesh. This strain, ultimately designated serotype O139, caused epidemic disease throughout Bangladesh, and cases occurred in Malaysia, Nepal, Pakistan, and Thailand. After the initial outbreaks, the rates of disease have decreased in Bangladesh, but the strain persists along with \textit{V. cholerae} O1. Since this outbreak, molecular analysis has clearly demonstrated that serotype O139 arose from the O1 El Tor strain that caused the seventh pandemic following the horizontal transfer of DNA. This transfer resulted in the deletion of a 22 kb DNA fragment which coded for the O1 antigen and its replacement with a DNA segment most likely derived from \textit{V. cholerae} O2. Regardless of genetic origins, the emergence of cholera O139 has demonstrated the potential for strains other than serotype O1 to cause epidemic cholera.

**Ecology of Disease**

Over the last few years it has become clear that \textit{V. cholerae}, including the pandemic strains O1 and O139, are able to multiply and maintain stable populations in brackish waters independently of human behavior. Cholera is not likely to be able to be eradicated.

Ecological changes, such as elevated sea-surface temperatures have been shown to be highly associated with the presence of cholera in water, nearly all seasonal outbreaks and the re-emergence of cholera in Peru and time series analysis of historic data. Biofilms have also shown to have an important role in the environmental stability and perseverance of \textit{V. cholerae} populations. Most interestingly, the equilibrium of \textit{V. cholerae} O1 and O139 and their phages appeared to predict fluctuations in the incidence of cholera over a three-year period in Bangladesh. Periods between epidemics were
characterized by water samples with evidence of phages but no viable *V. cholerae*. The number of viable bacteria and the absence of phages increased during epidemic periods and an increase in phages pre-
ceded the end of a transmission period of a phage-sensitive cholera strain. If confirmed, these findings would offer an important explanation for seasonal and temporal changes in the occurrence of cholera cases. The ability to monitor the environment and predict cholera outbreaks has a potentially important role in decreasing disease burden. Reliable prediction strategies would allow for improved timeliness of disease control measures (such as point of source water treatment or reinforcement of quality control measures in municipal water supplies, logistic measures to ensure the availability of adequate amounts of ORS, intravenous fluids, and reinforcement of staff training in non-endemic areas).

### Transmission Dynamics

The extent of spread of cholera during the seventh pandemic has been facilitated by human transportation, likely in the ballasts of ships that take up water with *V. cholerae* associated with plankton and cope-
pods in one port and then release it in distant ports as well as with human carriers.

Since the investigations of John Snow and the waterborne epi-
demic in Hamburg in 1892, water has been considered an important vehicle in the transmission of cholera. Water is probably the primary vehicle of infection in endemic areas such as Bangladesh. Even in this setting, however, the exposures are varied and complex. Epidemiologic studies in rural Bangladesh have failed to demonstrate lower cholera infection rates in persons taking drinking water from bacteriologically safe tube wells than in persons drinking contaminated surface water. This unexpected finding has led to the speculation, supported by sev-
eral studies, that the protection afforded by drinking better-quality water may be overestimated by frequent exposure to polluted surface water through bathing, food preparation, and utensils washing. Avoid-
ance of tube well water by children, who have a high incidence of cholera, may also contribute to the apparent lack of protection noted in these areas when such safe drinking water was provided.

In endemic areas, outbreaks can sometimes be related to a common food source. In addition, contaminated foods have been the source of explosive outbreaks in newly infected areas. During the seventh pandemic, careful epidemiologic investigation of outbreaks has fre-
quently led to the identification of a responsible food item. These have included mussels in Italy (1973), salted fish in Guam (1974), raw cock-

es and commercially bottled water in Portugal (1974), raw shellfish in the Gilbert Islands (1977), and inadequately steamed crabs in Louisiana (1978). Non-seafood items that have been implicated include millet gruel in Mali (1984), leftover cooked rice in Guinea (1986), raw pork in Thailand (1987), and frozen coconut milk in Maryland (1991). In Latin America seafood, cooked rice, raw vegetables and fruit, and street vendor food were implicated in transmission (1991). The commonly implicated shellfish either come from polluted water or are “freshened” with contaminated water before being sold. In arid inland areas of Africa that should be hostile to marine vibrios the organism seems to survive better than predicted. Person-to-person transmission can occur under special circumstances, but are not an important route of trans-
mision as the infectious dose of cholera is much greater in patients with blood group O. Breast-feeding does not prevent infection but does offer important protection against the development of clinical disease. Prior infection is highly protective and there is significant cross-protection between Inaba and Ogawa serotypes with the greatest protection observed when the initial infection is serotype Inaba. Initial infection with El Tor biotypes has a more limited cross-protection.

Lower socioeconomic groups have a higher incidence of cholera for a variety of reasons: (a) occupational exposures (e.g., boatmen in several areas have a high incidence of cholera, probably because they often drink raw river water or eat seafood); (b) unsanitary conditions in low-income housing areas, primarily reflected in inadequate sewage disposal and contaminated water sources; and (c) high population den-
sity in low-income areas, increasing the risk of introduction of *V. cholerae* and possibly enhancing transmission of the organism after it has been introduced. Once illness occurs they are also more likely to encounter barriers to care and are at a greater risk of mortality.

### Clinical Presentation

The clinical spectrum of cholera is broad, ranging from asymptomatic infection to cholera gravis, which may be fatal in a few hours. The major-
ity of patients are asymptomatic or mildly symptomatic. In patients with moderate to severe disease, the incubation period of 24–48 hours is fol-
lowed by an abrupt onset of watery, generally painless diarrhea. Vom-
iting often follows the diarrhea in the early stages of illness.

In severe cases, the loss of diarrheal stool can be extreme and rapidly reach 1 L/hr. The symptoms of severe dehydration seen in cholera gravis can be appreciated from a description written in 1831:

> [Its victims] were in a manner stricken down at once, and exhibited more the appearances of a corpse than a living being; with the eyes sunk in the sockets, the skin dark as if from nitrate of silver, the toes and fingers shriveled, and the tendons standing out like rigid cords along the limbs; while the very breath was cold, and the pulse scarcely to be felt.27 The stool of patients with severe cholera is char-
acteristic. It is a clear nonoffensive, sometimes fishy-smelling, fluid containing flakes of mucus. This characteristic appearance has resulted in the descriptive term “rice water stool.”

The symptoms and signs of cholera are entirely due to the loss of large volumes of isotonic fluid and resultant depletion of intravas-
cular and extracellular fluid, metabolic acidosis, and hypokalemia. In addition to the diarrhea and vomiting, symptoms include lightheaded-
ness, anxiety, thirst, and abdominal and muscle cramps. Signs include cyanosis, tachycardia, hypotension, tachypnea, and loss of skin turgor. In those who survive, the disease subsides spontaneously in 2–7 days. Excretion of the organism may continue for days and occasionally weeks after recovery from the illness; a chronic gall-
bladder carrier state is rare. The severity of illness caused by classic and El Tor *V. cholerae* differs greatly. In classic cholera, about 60% of infections are inapparent but 20% of infected persons have severe cholera requiring hospitalization. In El Tor cholera, 80% of infections are inapparent and fewer than 3% are severe. This milder disease has important public health implications, because for each severe case many more undetected infections are present in the community.

### Susceptibility and Immunity

Several biological factors have been shown to modify the incidence and severity of disease following exposure to *V. cholerae*. It has long been noted that patients with achlorhydria (post-gastrectomy or from auto-immune disease) were severely affected with cholera and acquired the disease more frequently than normal hosts. More recently severity of cholera has been linked to *H. pylori* infection with the likely mechanism being the development of hypochlorhy-
dria secondary to chronic atrophic gastritis of the gastric portion (acid-secreting region) of the stomach. For reasons that remain unclear, the risk of developing severe cholera is much greater in

### Treatment

Therapy has improved dramatically during the last 20 years, so that with prompt treatment few persons die of cholera regardless of severity in areas where properly trained medical staff is available. Optimal therapy requires aggressive rehydration therapy, management of electrolyte deficits, and the institution of antibiotic therapy to which the isolate is susceptible. If this treatment is instituted effectively, mortality will be predictably less than 1%.

Underhydration is a frequent error in therapy in centers without experience in the treatment of cholera. If possible, patients should be weighed at treatment centers. A severely dehydrated adult will
require 10% of their total bodyweight in appropriate rehydration fluids over 2–4 hours in addition to the replacement of ongoing losses. Indeed, by the time dehydration is clinically apparent, the patient will require 10% of their bodyweight in replacement fluids. Intravenous therapy is necessary for patients in shock, in states of diminished consciousness, or with persistent vomiting and for those with an exceptionally high rate of stool output (over 750 mL/hr in adults). In these settings, the rapid administration of a large volume of fluid may be lifesaving. But even in these patients, concurrent oral therapy should be instituted as soon as it is feasible in order to aid in the adequate and safe replacement of potassium. Since glucose-facilitated sodium absorption is not disturbed in cholera, all but the most severe disease can be treated with oral administration of glucose (or even sucrose) electrolyte solution. The preferred oral solution is reduced osmolality (245 mOsm/L) with oral administration of glucose (or even sucrose) electrolyte solution. The preferred oral solution is reduced osmolality (245 mOsm/L) with oral administration of glucose (or even sucrose) electrolyte solution.

In general, treatment should be given in treatment centers to ensure the adequate replacement of liquid lost and educational campaigns should motivate populations to seek care in health centers. In retrospective studies, delays in seeking or reaching health centers is consistently shown to be a risk factor for death despite the use of ORS packets or sugar salt solutions in the home. The volumes of liquid lost in moderate and severe cases greatly exceed what people, without significant fluid replacement, spontaneously ingest or administer to family members.12,26,27

The duration of diarrhea, the volume of diarrhea, and the persistence of the organism can be reduced by antibiotic therapy.24 Tetracycline has traditionally been the drug of choice in all ages. However, the emergence of V. cholerae strains resistant to multiple antibiotics, including tetracycline, in East Africa and Asia complicates an antimicrobial therapy. Quinolones (Ciprofloxacin and Norfloxacin) have also been used successfully in adults, but antibiotic resistance limits their use in India and Bangladesh, and their use in children is not generally recommended. Most recently, single dose azithromycin has been shown to be effective in the treatment and is also safe in pediatric populations.

Prevention

The provision of safe water and adequate disposal of excreta would reduce the high rate of cholera and other diarrheal diseases in developing countries and be the most effective form of primary prevention of cholera. Traditionally, secondary prevention has been the major form of public health activity relating to limiting the number of cases and death from cholera. The practice of disease surveillance began with cholera; today, surveillance still constitutes the basis of an adequate public health response to cholera. Surveillance should include the registration of cases of acute watery diarrhea in individuals over the age of five, and microbiologic testing of isolates in a subset of such patients in places where facilities are available. Sudden increases in acute watery diarrhea in adults should prompt the expanded testing of samples, and the transport of samples from areas where microbiologic testing is not available to appropriate regional and national diagnostic centers. Communities at risk may also be identified by culturing water from the sewage system.26 Cholera outbreaks require significant logistic activity, and disease control and treatment will be optimized only when notification has allowed for the reinforcement of health-care systems and an increased public awareness of the disease.

When an epidemic has been confirmed, mass media messages can have an important role in limiting the spread of diseases and case fatality. The population should be made aware of the potential severity of disease and be educated on how to chlorinate or filter water in areas where a secure water source is not available and consume only well-cooked shellfish. Recently it has been shown that in an endemic area the filtering of water through a folded sari can reduce the case load of cholera by nearly 50%, a disease measure that could be rapidly adopted in outbreaks in many areas.30 Public health messages should also include the importance of seeking medical care rapidly at the onset of disease and identify local treatment centers as delay in reaching treatment centers greatly increases the risk of death in cholera patients.

The public health response should rapidly be mobilized to coordinate international agencies, non-governmental organizations, and national resources to meet the logistical needs of the outbreak which will rapidly overwhelm health systems. Health-care providers should have training reinforced to ensure for adequate case management and shifted to the most affected areas and public buildings should be made available for use as rehydration centers. Antibiotic prophylaxis for family members of persons with cholera decreases the risk of disease.31 However, community or regional prophylaxis should be discouraged as it promotes the development of drug resistance as was the case in a large program in Ecuador.25 Furthermore, the number of individuals needed to treat to prevent a case or death is far too large to make such a strategy practical. The use of repressives such as quinolones as prophylaxis should be strongly discouraged because they are ineffective and will predictably inhibit case reporting.

Three licensed cholera vaccines exist. The first is a parenteral whole-cell killed vaccine which confers short-term protection of 50% for five months, has significant side effects, and does not prevent asymptomatic carriage and has little role in the prevention and control of cholera. The second vaccine is the B-subunit whole-cell killed vaccine (BS/WCV: Dukoral) which is administered orally in two doses 1–6 weeks apart. When used in Bangladesh, this vaccine conferred 58% protection against asymptomatic carriage and was effective for both classical and El Tor biotypes over a one-year follow-up period but did not provide protection to children under the age of five. At five years of follow-up, vaccine efficacy was still 50%.30 When used in Mozambique where HIV is highly endemic, the vaccine provided 78% protection against the disease and the vaccine protection was also noted in the under five category.31 The increased efficacy may be partially explained by differences in follow-up: data from Mozambique was reported at six months of follow-up. In Peru, the same vaccine was not shown to have a significant protective effect after two doses, but after three doses (the 3rd at 10 months) it was found to have a protective efficacy of 61% against the disease and a protective efficacy of 82% against the severe disease.32 There is now good evidence that this vaccine confers herd immunity in an endemic setting.30 This vaccine has been recommended for use by the World Health Organization for refugee populations in Africa where at least one descriptive study appears to demonstrate utility37 and several studies have demonstrated feasibility. Its use in endemic settings and outbreaks is less well defined. A similar vaccine is produced where a dose of chlorhexidine is administered at $0.89 a dose in Vietnam, the only country where a cholera vaccine is being used to control disease in an endemic setting.38

The third vaccine is CVII103-HgR (Orochol), a live O1 Inaba strain genetically modified to disable the A (active) portion of the cholera toxin which is given as a single oral dose. It had excellent results in volunteer studies,39 but when used in a single dose in an endemic area in Indonesia it had no significant protective effect.40 The same one dose regime had a protective effect of 79% when used in Micronesia during a cholera outbreak.41 Further studies will be required to determine its utility. Other vaccine candidates include Peru-15, a unlicensed genetically modified O1 El Tor Inaba strain that when given in a single dose has excellent immunogenicity and early efficacy studies42 and is currently undergoing further evaluation. Currently, vaccination with BS-WC is the best empirically supported vaccine option that can be recommended in outbreaks and likely has a potential role in highly endemic conditions when cost per dose falls below $1.00.43
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**Escherichia coli**

*Escherichia coli* is a gram-negative bacillus that is part of the normal intestinal flora of humans and animals, but a small subset of the isolates known collectively as diarrheagenic or enteroinvasive *E. coli* are an important cause of enteric illness worldwide. The five principal categories of enteroinvasive *E. coli* are enterotoxigenic (ETEC), enteropathogenic (EPEC), enterohemorrhagic (EHEC), enteroinvasive (EIEC), and enteroinvasive *E. coli* (EIEC). The relative importance of each of these pathotypes in both global and regional burden of disease estimates is an evolving area of knowledge as new diagnostic techniques developed over the last few years have allowed for expanded testing of isolates.

*E. coli* can be typed biochemically, serologically, and by using molecular typing strategies most notably pulsed field gel electrophoresis. Serotyping has remained the predominant form of typing used for epidemiologic investigations. Enteroinvasive *E. coli* falls within a relatively limited number of the numerous definable serotypes, with some overlap between enteroinvasive pathotypes, most notably between enteropathogenic *E. coli* and enterohemorrhagic *E. coli*. The serotypes are described by letter and number on the basis of three antigenic groups: O lipopolysaccharide (173 groups described), K capsular (80 groups described), and H flagellar (56 groups described). A standard presentation of an outbreak isolate is therefore *E. coli* O111:K58:H12.

► ENTEROTOXIGENIC *ESCHERICHIA COLI*

In the late 1960s, it was first recognized that some *E. coli* strains produced enterotoxins that caused diarrhea in many animals and in humans. Research in the following decade led to the recognition that these organisms are a major cause of diarrhea in developing countries where it is estimated it causes 14% of diarrhea in community based studies.

The illness caused by enterotoxigenic *E. coli* ranges from mild diarrhea to a dehydrating cholera-like illness but is usually characterized by watery, nonbloody diarrhea lasting from 1 day to 7 days and little or no dehydration. Replacement of water and electrolytes by either the oral or the parenteral route is the only treatment usually required.

Enterotoxigenic *E. coli* organisms are now known to produce two plasmid-mediated enterotoxins: one heat labile (LT) and the other heat stable (ST). The heat-labile toxin is structurally similar to cholera toxin and causes loss of fluid and electrolytes in the intestine as a result of adenylate cyclase stimulation. The heat-stable toxin acts in a similar way through stimulation of guanylate cyclase. The relative frequency with which *E. coli* produces the heat-labile toxin, the heat-stable toxin, or both varies in different regions of the world. Analysis of *E. coli* from various areas suggests that strains producing both toxins are largely restricted to a small number of serotypes. The ability to produce only heat-stable toxin or only heat-labile toxin seems to occur in a broader range of serotypes. Colonization factors, also plasmid mediated, appear to be essential for the *E. coli* to establish itself in the small intestine and are the target of vaccine development for ETEC.

Transmission of enterotoxigenic *E. coli* is thought to be primarily through water and food. Water was the vehicle for an outbreak in a national park in the United States. Food-borne outbreaks have also been reported in a hospital nursery and on a cruise ship, and enterotoxigenic organisms have been isolated from foods in Bangladesh and the United States. Rarely, person-to-person transmission occurs, particularly in hospital nurseries.

► ENTEROPATHOGENIC *ESCHERICHIA COLI*

Nursery epidemics of watery diarrhea associated with *E. coli* were first reported in the 1940s; and although nursery epidemics associated with EPEC have decreased in the United States in recent years they continue to be reported in other countries, such as the United Kingdom and Finland. EPEC is an important cause of morbidity and mortality in children under the age of five living in developing countries where it is estimated that it causes 8.8% of all episodes of diarrhea at the community level and 15.6% of diarrhea in hospitalized children.

EPEC adheres to the intestinal mucosa and injects an array of virulence proteins into the enterocyte. Prominent among the injected proteins is Tir, which working with other bacterial proteins pirates cellular cytoskeletal elements to aid pathogen-host binding. This process compromises enterocyte structure and increases the permeability of intercellular tight junctions. The result is a characteristic lesion of microvillus destruction called the attaching and effacing lesion. EPEC causes a profuse watery diarrhea with a prolonged clinical course and has had notably high mortality rates in several outbreaks. The degree of intestinal inflammation as measured by the presence of fecal leukocytes is variable. The higher isolation rate of EPEC in hospitalized children as opposed to ambulatory children also speaks to the relative severity of EPEC diarrhea when compared with other common enteropathogens.

EPEC has multiple animal reservoirs including cattle and dogs which appear to be important in disease transmission, although it would appear that food and water contaminated with human feces is the predominant route of transmission. Despite the detail in which the pathogenesis of this organism has been studied as a prototype pathogen of type III secretion systems, vaccine development efforts for this important cause of morbidity and mortality lags notably behind that of other important enteropathogens with similar disease burdens.

► ENTEROHEMORRHAGIC *ESCHERICHIA COLI*

In 1982, two outbreaks of illness characterized by severe abdominal cramps, grossly bloody diarrhea, and little or no fever were associated with a rare serotype of *E. coli* (O157:H7). Since this time, multiple other outbreaks in industrialized countries have occurred with this and other strains of the pathotype of *E. coli* known as EHEC. EHEC adheres to enterocytes and injects similar pathogenic proteins into host enterocytes as EPEC. However, the characteristics of clinical disease are a result of the secretion of one or more toxins that are highly similar to Shiga toxin produced by *Shigella dysenteriae* type 1. These toxins, Shiga-like toxin I (SLT-I) and Shiga-like toxin II (SLT-II) are the pathogenic factors responsible for the development of bloody diarrhea and later thrombotic complications of the disease: hemolytic-uremic syndrome, and thrombotic thrombocytopenic purpura. There is evidence that infections with certain serotypes of EHEC are more likely to produce hemolytic uremic syndrome than others and that infections with strains of EHEC that produce SLT-II are more likely to be complicated by hemolytic uremic syndrome than infections with EHEC strains producing SLT-I.

In the United States, most outbreaks have been caused by foods of bovine origin, especially ground beef; however, outbreaks have also been related to unchlorinated water, unpasteurized apple juice contaminated with bovine feces, and raw vegetables, among other vehicles. Person-to-person transmission has been the mode in a number of outbreaks among children in day care centers, elderly adults in nursing homes, and in institutions for the mentally disabled. While this organism is not part...
of the normal bowel flora, asymptomatic infections can occur and contribute to spread. An animal reservoir in cattle is also important in its epidemiology. While the disease is much publicized because of its severity and occurrence in more developed countries, it is an extremely infrequent cause of diarrhea and dysentery in the developing world, which points to compromised sanitary practices at large scale food processing plants as the dominant route of disease transmission.

There is no proven specific therapy for disease due to enterohemorrhagic E. coli; indeed there is evidence that suggests antibiotic therapy increases the risk for the subsequent development of hemolytic-uremic syndrome, although there is controversy on this point. Prevention is a challenge and must encompass control measures in farming, cattle raising, and animal slaughtering and processing, as well as thorough cooking or pasteurization of beef, milk, apple juice and vegetables, chlorination of water, and hygienic practices to reduce person-to-person spread. Surveillance for this organism and prompt epidemiologic investigation can also help to limit the scope of outbreaks. Vaccination of cattle against type III secretion proteins EspS and Tir decreases the percent of animals shedding the bacteria, the bacterial load in positive animals, and the duration of EHEC shedding and may be a tenable strategy to decrease the risk of human disease following further testing.

► ENTEROINVASIVE ESCHERICHIA COLI

In 1971, an outbreak of disease caused by enteroinvasive E. coli involved almost 400 persons in the United States. This outbreak was caused by imported French cheese contaminated with E. coli O124:B17. These E. coli organisms cause a dysenteric diarrheal illness with tenesmus, fever, abdominal cramps, and bloody stools. The E. coli strains associated with this illness possess the same virulence plasmid present in Shigella species which contains pathogenic factors that allow organisms to invade the intestinal mucosa and produce a clinical syndrome indistinguishable from that of shigellosis.

The global importance of enteroinvasive E. coli organisms as a cause of disease is quite limited, and it is estimated that it causes 0–2% of all cases of diarrhea detected at the community level in developing countries and likely a small minority of the total global burden of dysenteric diarrhea. However, in cases or outbreaks of dysentery that are culture negative for Shigella, diagnostic tests for EIEC should be performed.

► ENTEROAGGREGATIVE ESCHERICHIA COLI

Enteraggregative E. coli have a “stacked brick” pattern of adherence to tissue culture cells and glass slides. The pathogenesis of EAEC is less clear than that of other enterovirulent pathotypes, although multiple pathogenic factors have been described. The extent of intestinal inflammation present is dependent on a pro-inflammatory flagellin. Multiple pathogenic factors have variably been associated with acute diarrhea, but convincingly with persistent diarrhea, in children of developing countries. They are consistently found to be important in diarrhea in AIDS patients and travelers.

Illness associated with these organisms is characterized by fever and malaise, and by vomiting and diarrhea with fecal mucus but not gross blood. Control measures, as for other forms of E. coli–associated diarrhea, consist of limiting fecal-oral transmission. Because of the association of contaminated water and food with occurrence of this disease, avoidance of fecally contaminated water and attention to hygienic food handling help prevent illness.

► OTHER ENTEROVIRULENT E. COLI

Diffusely adherent E. coli (DEAC) is so named for its adherence pattern in cell cultures. It appears to be diarrheagenic in some, but not all, contexts, which may be in part due to the difficulties in a clear identification of isolates in different laboratories. Cytotoxophil distending toxin producing E. coli have been described, but the presence of the toxin in many serotypes and pathotypes (predominantly those of EPEC) make it hard to delineate the epidemiology and public health importance of strains producing this toxin. It seems likely that in the future new pathotypes of E. coli will continue to be described.

► TRAVELERS’ DIARRHEA

Travelers’ diarrhea, or “turista,” commonly affects travelers within 1–2 weeks after they arrive in a foreign country, particularly a developing country. The illness usually consists of watery diarrhea with abdominal cramps; vomiting and high fever are unusual. The diarrhea lasts from 1 day to 7 days and is self-limited in most cases.

Diarrhea in travelers may be caused by a variety of bacteria (such as shigellae, campylobacter, and vibrios), viruses (such as calicivirus and rotavirus), and parasites (such as Giardia lamblia and Entamoeba histolytica). Enterovirulent E. coli strains appear to cause most cases, however with ETEC being the primary disease agent in most series although EAEC is also common. Travelers apparently acquire the E. coli from fecally contaminated water or food, such as salads containing raw vegetables.

Travelers should be advised to avoid water and ice of dubious safety, uncooked foods, and partially cooked shellfish and meats. Perishable or cooked foods that have been left at room temperature should also be avoided. Raw fruits the traveler peels are generally safe, but raw leafy vegetables (if consumed at all) should be disinfected in chlorine solution. Drinking water may be purified by boiling or by adding 2–4 drops of 5% chlorine bleach or 5–10 drops of 2% tincture of iodine per quart of water 30 minutes before drinking. Carbonated drinks may be considered safe, but noncarbonated drinks should be avoided.

Daily prophylaxis with doxycycline or trimethoprim-sulfamethoxazole prevents most travelers’ diarrhea, primarily by preventing infection with enterotoxigenic E. coli. Norfloxacin is also effective in preventing travelers’ diarrhea. The antibiotics, however, may have side effects and may promote the emergence of bacteria with multiple drug resistance. Prophylactic use of antibiotics is not generally recommended, but disruption of travel plans would cause severe problems. Probiotics, which is the use of live bacteria such as lactobacillus, have not been shown to prevent travelers’ diarrhea.

Iodochlorhydroxyquin (Entero-Vioform) should not be used in therapy for diarrhea; it is of dubious value and is dangerous (associated with subacute myeloplastic neuropathy). Limited studies have shown little or no value in using most antidiarrheal agents, such as kaolin-pectin to treat diarrheal illness. Preparations containing bisnuth subsaliclyate (e.g., Pepto-Bismol), however, may reduce gastrointestinal fluid loss. Antimotility agents shorten the course of diarrhea when used in clinical trials in combination with antibiotics, however data associating the use of antimotility agents with protracted illness and carriage of shigellosis, another frequent agent of travelers’ diarrhea, makes their widespread use ill-advised. Multiple studies with trimethoprim-sulfamethoxazole, fluoroquinolones (ciprofloxacin, norfloxacin, and levofloxacin), azithromycin, and rifaximin indicate that antibiotic treatment of travelers’ diarrhea decreases the duration of illness generally by 1–2 days. Generally, empiric therapy for travelers’ diarrhea is dispensed in travel clinics in the United States and prescriptions are primarily guided by the regional antimicrobial susceptibility patterns of ETEC and Campylobacter from the programmed destination. Although replacement of stool fluid and electrolyte losses during enterotoxigenic E. coli diarrhea is usually sufficient, as in cholera, antibiotic therapy may be indicated for persons with particularly severe diarrhea or those with cardiac, renal, or other diseases, in whom management of fluid and electrolyte imbalance is difficult. Some other types of diarrhea occurring in travelers such as shigellosis, giardiasis, and amoebiasis may require more specific antimicrobial treatment.
Yersiniosis

M. Patricia Quinlisk

Although they were first described in 1934, it is over the past 30 years that Yersinia enterocolitica and Yersinia pseudotuberculosis, as well as the non-Yersinia enterocolitica species, have been increasingly recognized as significant pathogens.

Clinical Characteristics

Two-thirds of acute Yersinia infections present as enterocolitis and are characterized by a febrile diarrhea with abdominal pain. The diarrhea can be bloody, especially in children less than five years old. In older children and adolescents, acute infection more often presents as an acute mesenteric lymphadenitis with leukocytosis, which can be clinically indistinguishable from acute appendicitis and may result in unnecessary laparotomies. The non-Y. enterocolitica species are as likely to cause gastroenteritis, but are more commonly seen in older age groups. Incubation period is typically 3–7 days, usually under 10 days. While most Yersinia infections are self-limited, they may trigger autoimmune diseases, and some persons, particularly adults, can develop postinfectious complications of reactive polyarthritis or erythema nodosum. These symptoms usually occur within 2 to 20 days, with the onset of fever and abdominal pain and usually resolve within one month. Less frequently reported manifestations are exudative pharyngitis, septicemia, and abscesses. Y. pseudotuberculosis infection has also been associated with Izumi fever, Kawasaki disease, and scarlet fever-like disease, and septicemia has been reported in a variety of immunocompromised patients.

Non-Yersinia enterocolitica species were found to cause approximately 20% of Yersinia infections in one study in the United States. Yersinia enterocolitica sepsis has been reported after blood transfusion from asymptomatic and mildly symptomatic donors.

Convalescent carriage of Yersinia is common and can be prolonged, but secondary spread is rare. There is increasing evidence that chronic complaints may not be uncommon following Yersinia infection.

Bacteriology

Yersinia enterocolitica can be isolated using routine techniques for stool cultures; however, the colonies are small after 24 hours and can be easily overgrown. Most laboratories in the United States culture specifically for Y. enterocolitica only on request because it is not cost-effective to routinely include selective media for this low-prevalence organism. The use of selective media like cefsulodin irgasan novobiocin (CIN) with incubation at lower than usual temperatures increases the probability of isolating of Yersinia species (including nonpathogenic strains) and may be of particular use in persons with low numbers of organisms in their stool, such as convalescent patients. Yersinia spp can be isolated from blood using standard blood culture media. Serologic tests (agglutination tests or enzyme-linked immunosorbent assays) and PCR tests can be useful for diagnosis, particularly in culture-negative cases, but availability is limited.

More than 50 serotypes of Y. enterocolitica have been described; serotypes O3, O8, and O9 are most frequently associated with human illness. Although type O8 has been associated with most of the U.S. outbreaks in the past, O3 became more common in the 1990s. Isolates in Europe are usually types O3 or O9. Approximately 80% of Y. pseudotuberculosis infections are caused by O-group I strains.

Epidemiology

Yersinia enterocolitica has been only infrequently isolated as a cause of gastroenteritis in the United States, Africa, Asia, and South America. However, in parts of northern Europe, Japan, and Canada it may be as common or more common than other enteric pathogens, such as Shigella or Salmonella. In some countries, such as Japan and Russia, Y. pseudotuberculosis is the most prevalent Yersinia species. Most cases occur in the cold months, and although susceptibility is general, children are more likely to be infected.

A wide variety of animals have been found to be asymptomatically infected with Y. enterocolitica, including domestic dogs, cats, sheep, cattle, and pigs. Although this bacterium has been isolated from a variety of foods, most of these isolates are nonpathogenic. In northern Europe, this bacterium is frequently found in the pharynx of pigs, with many of the strains isolated from raw pork and pork products being pathogenic. These foods have often been implicated as a source of human disease. Since this organism grows at 4°C, raw or partly cooked refrigerated meats may play a major role in sporadic cases as well as in outbreaks. In the United States, illness in black infants has been associated with pork chitterlings (intestines) being prepared in the infant’s home. Outbreaks have also been associated with ingestion of milk, contaminated tofu, and bean sprouts prepared in unchlorinated well water. Cases have also been associated with ill pets. Few cases have been associated with water even though this organism has been found in rivers, lakes, and drinking water. Secondary cases are rare, but nosocomial and intrafamilial transmission have been reported. It is estimated that the dose needed for infection may be as high as 10⁷.

Y. pseudotuberculosis is widespread and can be found in many animal species, especially rodents and other small mammals.

Prevention

In the United States, these organisms do not appear to play a major role in gastroenteritis, however, their incidence and prevalence are probably underestimated. Several suggestions have been made to prevent and control these infections: (a) during the butchering of pigs, steps should be taken to prevent contamination of the pork with the bacteria in the pharynx (irradiation would also reduce the number of bacteria); (b) pork should be used promptly to minimize the time kept at refrigerator temperatures; (c) all meat should be properly cooked prior to consumption; (d) hands should be washed well after handling raw meat/intestines; (e) cross-contamination should be prevented; (f) steps should be taken to minimize the possibility of milk being contaminated after pasteurization; and (g) prospective blood donors with recent history of gastroenteritis should be deferred and/or blood handling practices should be modified.
INTRODUCTION

Legionellosis comprises two distinct clinical syndromes with different pathophysiologic mechanisms. Legionnaires’ disease refers to the syndrome of community-acquired or health-care–associated pneumonia named for the 1976 outbreak among American Legionnaires in Philadelphia that ultimately led to the discovery of the pathogen. Pontiac fever refers to the self-limited illness originally described after an outbreak of influenza-like illness at a health department in Michigan. Since these seminal public health events were first described more than 25 years ago, much has been learned about the bacterium, its environmental reservoirs, and the epidemiology of the syndromes it causes. While Legionella are ubiquitous in freshwater environments, and likely have been for centuries, it is their unique growth requirements in the environment coupled with the advent of human technology favoring complex water systems that has led to the designation of legionellosis as an emerging infectious disease in the late twentieth century.

Microbiology

Bacteria of the genus Legionella are gram-negative, aerobic, and rod-shaped. The bacterial cells are 0.3–0.9 µm by 1–20 µm and motile, with one or more polar or lateral flagella. Currently, there are 49 species comprising 71 distinct serogroups in the genus Legionella. One species, Legionella pneumophila, causes approximately 90% of all reported cases of legionellosis in the United States. This figure may be inflated, as most diagnostic tests are specific to L. pneumophila. Approximately half of the 49 species of Legionella have been associated with human disease, and it is likely that many of the rest can cause disease under appropriate conditions. Legionellae use amino acids as their carbon and energy sources and do not oxidize or ferment carbohydrates. The bacteria can be grown in the laboratory on buffered charcoal yeast extract agar. This is a complex medium supplemented with soluble iron and the amino acid cysteine. These fastidious growth requirements are the result of the bacterium’s existence as a facultative intracellular parasite of eukaryotic cells. Legionella multiply intracellularly in freshwater protozoa in the environment and in monocytes and alveolar macrophages of humans. Infection of both of these hosts is accomplished utilizing a type IVB secretion system composed of 25 genes. This type IV secretion system delivers substrates that allow the bacteria to subvert host cell processes for its own propagation. Legionella survive in aquatic and, possibly, some moist soil environments as intracellular parasites of free-living protozoa.

Water is the major reservoir for Legionella, and the bacteria are found in freshwater environments worldwide. Legionella have been detected in as many as 40% of freshwater environments by culture and up to 80% of freshwater sites tested by PCR. Several outbreaks of legionellosis have been associated with construction; it was originally believed that the bacteria could survive and be transmitted to humans via soil. However, Legionellae do not survive in dry environments, and these outbreaks are more likely the result of massive descaling of plumbing systems due to changes in water pressure during construction. A single exception to this observation is Legionella longbeachae, a frequent isolate from potting soil. This species is the leading cause of legionellosis in Australia and occurs in gardeners and those exposed to commercial potting soil. The first U.S. cases of L. longbeachae infection associated with potting soil were reported in 2000.

Legionella pneumophila multiply at temperatures between 25°C and 42°C, with an optimal growth temperature of 35°C. Most cases of legionellosis can be traced to man-made aquatic environments where the water temperature is higher than ambient temperature. Thermally altered aquatic environments can shift the balance between protozoa and bacteria, resulting in rapid multiplication of Legionellae, which can translate into human disease.

Clinical Presentation, Diagnosis, and Treatment

Legionnaires’ disease, like other forms of community-acquired pneumonia, typically presents with fever, cough, and pleuritic chest pain combined with radiographic evidence of pneumonia. Other signs, symptoms, and laboratory findings, such as confusion, diarrhea, and hyponatremia, have been associated with the classic presentation of the disease; however, these manifestations do not distinguish pneumonia caused by Legionella from pneumonia caused by other etiologies (e.g., Streptococcus pneumoniae). Therefore, laboratory confirmation is required to make the diagnosis. Many patients with Legionnaires’ disease have underlying lung disease (e.g., chronic obstructive pulmonary disease), immunosuppression (e.g., malignancy), or other comorbidities such as renal disease. Because of the interaction between this relatively virulent pathogen and the susceptible host, Legionnaires’ disease patients are often quite ill upon presentation, and all require antimicrobial chemotherapy for recovery, and even then, the case-fatality rate can approach 35%. Pontiac fever is thought to have an entirely different pathogenesis that does not rely upon actual infection of the host. Instead, the nonspecific symptoms of fever, headache, and malaise probably result from the inflammatory response of the host to large quantities of Legionella that have died in response to acutely unfavorable environmental conditions or to strains that are incapable of multiplication in the tissues of the exposed individuals. Endotoxin released by dead or nonmultiplying Legionellae may play an important role in the pathogenesis. Recovery of the organism is rare in patients with Pontiac fever, and laboratory confirmation is not required to make the diagnosis; the clinical presentation coupled with an appropriate epidemiologic setting—for example, an outbreak associated with recovery of Legionella from a whirlpool spa—is sufficient. Patients with Pontiac fever can present with other symptoms (e.g., myalgias, abdominal pain) as well, but ultimately the clinical course is self-limited and unaffected by antimicrobial therapy. Persons of any age can develop Pontiac fever 12 –72 hours after exposure to an appropriate source and, in contrast to Legionnaires’ disease, the case-fatality ratio is zero.

Legionella infections that do not fit the clinical syndromes of Legionnaires’ disease or Pontiac fever have also been reported and include endocarditis, peritonitis, and skin and soft-tissue infections.

The performance characteristics of available diagnostic tests for Legionnaires’ disease have been well characterized (Table 13-2). Culture of respiratory specimens has long been considered the “gold standard” because it allows one to characterize fully a clinical isolate in terms of species and serogroup. In addition, isolates from patients can be compared to those from the environment using a variety of molecular techniques. However, culture of respiratory specimens for all bacterial causes of pneumonia generally has become less common in recent years. Legionella urinary antigen testing has become increasingly popular because the test is easy to perform and reliable.

Treatment for Legionnaires’ disease should be instituted as soon as the diagnosis is suspected. Agents shown to be effective against Legionella in vitro include macrolides, fluoroquinolones, and tetracyclines. Current recommendations advocate for treatment with
apy equipment. Sources utilizing non-potable water include showers, faucets, and respiratory therapy equipment.

Legionella pneumophila serogroup 1 can be found in aerosols of contaminants, and the role of home humidifiers in sporadic cases of Legionnaires’ disease is unknown. Ducts and vents of air-conditioning systems can be conduits for passage of aerosol-containing Legionella organisms from nearby contaminated cooling towers. Most studies have indicated that aerosol from contaminated cooling towers can transmit disease within a limited range (<200 m); however, in certain circumstances, cooling towers may transmit Legionella to persons over long distances. Air-conditioning systems that use direct exchange of heat from refrigerant to air, without use of water evaporation (such as window and most other home air-conditioning units and automobile air-conditioners), are not intrinsically capable of transmitting disease. Legionellosis resulting from aspiration of upper respiratory secretions or gastric contents may occur among certain hospitalized patients. Transmission of extrapulmonary disease can be challenging, as case-patients associated with a particular point-source often return home before they are diagnosed. When travelers originate from the same state or region, local surveillance can often link these cases together to identify the outbreak. However, when travelers converge on a single location from many different regions or countries, individual local health authorities are less likely to identify more than one case, and are therefore less likely to detect the outbreak. Recognition of this issue has led to great improvements in surveillance for travel-associated Legionnaires’ disease in Europe.

Transmission

Inhalation of Legionella in aerosolized droplets is the primary means of transmission for legionellosis. These aerosolized droplets must be of a respirable size (1–5 µm). No person-to-person transmission of Legionnaires’ disease has been documented. A number of devices have been implicated as sources of aerosol transmission of Legionella. Sources utilizing non-potable water include showers, faucets, and respiratory therapy equipment. Sources utilizing non-potable water include cooling towers, heated spas, decorative fountains, humidifiers, ultrasonic mist machines, and industrial manufacturing systems. The role of home humidifiers in sporadic cases of Legionnaires’ disease is unknown. Ducts and vents of air-conditioning systems can be conduits for passage of aerosol-containing Legionella organisms from nearby contaminated cooling towers. Most studies have indicated that aerosol from contaminated cooling towers can transmit disease within a limited range (<200 m); however, in certain circumstances, cooling towers may transmit Legionella to persons over long distances. Air-conditioning systems that use direct exchange of heat from refrigerant to air, without use of water evaporation (such as window and most other home air-conditioning units and automobile air-conditioners), are not intrinsically capable of transmitting disease. Legionellosis resulting from aspiration of upper respiratory secretions or gastric contents may occur among certain hospitalized patients. Transmission of extrapulmonary disease can be challenging, as case-patients associated with a particular point-source often return home before they are diagnosed. When travelers originate from the same state or region, local surveillance can often link these cases together to identify the outbreak. However, when travelers converge on a single location from many different regions or countries, individual local health authorities are less likely to identify more than one case, and are therefore less likely to detect the outbreak. Recognition of this issue has led to great improvements in surveillance for travel-associated Legionnaires’ disease in Europe.

Control and Prevention

Outbreak Investigations. Investigations of outbreaks of legionellosis can be challenging, depending on the setting and the timeliness of reporting. Health-care–associated outbreaks are typically investigated by individual health-care facilities, with or without the assistance of local or state health departments. Investigations of community-wide outbreaks can be especially arduous, as the source of the outbreak can evade detection for weeks or months. Because of the ubiquity of Legionella in the environment, it is difficult to interpret the results of cultures from numerous environmental sources. Therefore, most authorities recommend using a careful, systematic epidemiologic investigation to guide environmental sampling. The incubation period in most outbreaks has been reported to be 2–10 days. However, in a recent large outbreak associated with a contaminated whirlpool spa, 16% of cases were exposed more than 10 days before symptom onset, suggesting that the incubation period should be extended to 2 weeks. The attack rate, even in well-described outbreak settings, is usually less than 5%, so that case-finding is often a labor-intensive part of any Legionnaires’ disease outbreak investigation. Outbreaks of Pontiac fever are typically explosive, affecting more than 80% of persons exposed.

Investigation of Individual Cases. Investigating individual community-acquired cases of legionellosis is difficult because most people residing in countries where the disease occurs have multiple exposures to the organism during any given two-week period. Cultural environmental sources for Legionella is labor intensive and expensive, but some countries have adopted recommendations for investigations of individual cases that cannot be linked to hospitals, travel, or other community-acquired cases. Individual cases of health-care–associated legionellosis, especially when the incubation period falls entirely within a given hospitalization, always warrant further investigation.

Guidelines for Control in Special Settings. Practical information concerning treatment processes that effectively control Legionella is limited, making it difficult to offer many specific recommendations. Various biocides and alternative disinfection methods, such as heat

**TABLE 13-2. PERFORMANCE CHARACTERISTICS OF DIAGNOSTIC TESTS FOR LEGIONNAIRES’ DISEASE**

<table>
<thead>
<tr>
<th>Test</th>
<th>Sensitivity</th>
<th>Specificity</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>Culture</td>
<td>Variable</td>
<td>100%</td>
<td>• Detects all Legionella&lt;br&gt;• Provides isolates for molecular comparison to environmental isolates&lt;br&gt;• Requires ≥5 days for growth&lt;br&gt;• Requires substantial laboratory expertise</td>
</tr>
<tr>
<td>Urinary antigen</td>
<td>60–80%</td>
<td>&gt;99%</td>
<td>• Rapid, easy to perform&lt;br&gt;• Only detects Legionella pneumophila serogroup 1&lt;br&gt;• Does not provide an isolate for comparison to environmental isolates</td>
</tr>
<tr>
<td>Serology</td>
<td>70–80%</td>
<td>&gt;90%</td>
<td>• Paired sera required&lt;br&gt;• Serocconversion can require up to 2 months, so results not useful for clinical decision-making</td>
</tr>
<tr>
<td>Direct fluorescent antigen</td>
<td>25–75%</td>
<td>95%</td>
<td>• Highly variable sensitivity&lt;br&gt;• Performance dependent on individual laboratory&lt;br&gt;• Only detects Legionella pneumophila</td>
</tr>
</tbody>
</table>

Surveillance

Like other types of infectious disease surveillance, surveillance for legionellosis is dependent upon a clinician suspecting the diagnosis, ordering appropriate diagnostic testing, and reporting the results to appropriate public health authorities. National surveillance for legionellosis in the United States is conducted through two systems. The National Notifiable Diseases Surveillance System (NNDSS) collects information from state health departments on individual cases of legionellosis, along with more than 50 other infectious diseases. Each case report includes basic information, such as age, state of residence, and date of the report. The second system is a paper-based, voluntary reporting system that captures information on hospital and travel exposures, as well as the method of diagnosis. The combination of these two systems has shown that the case-fatality rate for Legionnaires’ disease declined from 34% to 12% between 1980 and 1998. When compared with 8000 to 18,000 hospitalized Legionnaires’ disease cases estimated to occur each year, approximately 3% of all sporadic community-acquired cases are actually reported.

Surveillance for travel-associated Legionnaires’ disease poses a special challenge, as case-patients associated with a particular point-source often return home before they are diagnosed. When travelers originate from the same state or region, local surveillance can often link these cases together to identify the outbreak. However, when travelers converge on a single location from many different regions or countries, individual local health authorities are less likely to identify more than one case, and are therefore less likely to detect the outbreak. Recognition of this issue has led to great improvements in surveillance for travel-associated Legionnaires’ disease in Europe.
eradication, ultraviolet irradiation, ionization, and ozonation, have been tested to determine their abilities to kill Legionella; however, results obtained in these types of laboratory studies often fail to translate into effective prevention protocols. Several countries have produced guidelines or codes of practice relating to the control of Legionella; however, research to substantiate these practices is scarce, and the prevailing rationale for these recommendations is almost entirely empirical.13b

Currently there are 13 U.S. guidelines for the prevention and control of legionellosis. Federal guidelines include four from the Centers for Disease Control and Prevention (CDC) for various health-care settings54–56 and cruise ships,57 and one from the Occupational Safety and Health Administration (OSHA).54 There are three state and local guidelines from Maryland,58 Texas,59 and Allegheny County, Pennsylvania.60 Professional societies and organizations have produced five guidelines. These come from the American Society of Heating, Refrigerating and Air-Conditioning Engineers (ASHRAE),61 the American Society for Testing of Materials (ASTM) International,62 the Association of Water Technologies (AWT),63 the Cooling Technology Institute (CTI),64 and the Joint Commission on Accreditation of Health Care Organizations (JCAHO).64 Most of these documents contain recommendations for routine maintenance and emergency disinfection of building water systems, also known as secondary prevention. These prevention measures include maintenance of temperatures for hot and cold water systems and documentation of specific concentrations of biocide. Virtually all guidelines that address secondary prevention agree that repeated follow-up cultures are critical to assess the effectiveness of interventions. Recommendations aimed at primary prevention, that is, before a case has been identified in association with a particular water system, are more controversial. The controversy is especially prevalent in health-care settings where large numbers of patients are at increased risk of acquiring legionellosis. Arguments in favor of routine environmental sampling include the idea that positive cultures will lead to increased vigilance among clinicians and that negative cultures indicate minimal risk of nosocomial disease. Arguments against routine environmental sampling include a lack of a clear relationship between environmental culture results and transmission, difficulties in interpreting the results of routine sampling performed using different methods in different laboratories, and the fact that many other factors, such as host susceptibility, means of transmission, and strain virulence, influence risk of disease. Until definitive studies resolve this controversy, it is important to emphasize that all of the current guidelines that address environmental sampling in health-care settings agree that some sort of risk assessment is warranted as a means of determining whether to conduct environmental culturing,13,60 how often to conduct it,69 or how to respond to environmental cultures that yield Legionella.70

**Prevention of Community-Acquired Legionnaires’ Disease.** While most efforts to prevent Legionnaires’ disease have been focused on hospitals, it is estimated that 65% of cases are community-acquired.20 However, there are no community-based interventions that have been shown to prevent legionellosis. **Legionella** are difficult to detect in water treatment plants and municipal water supplies because of the lower temperatures of these waters. Legionellae are more frequently detected and present in higher concentrations in warm or thermally altered environments.71 Because Legionella infection can be acquired from a variety of man-made community-based settings, including residential hot water systems, community-wide strategies are needed to reduce risk. One approach taken by the Health and Safety Executive of the United Kingdom is to develop guidelines for control of Legionella in all workplaces in the country.70

Another approach considers modes of residual disinfection other than chlorine. Recent legislation in the United States requires that all public water systems reduce levels of trihalomethanes, byproducts of chlorine disinfection that have been linked to various malignancies.71 While individual municipalities can choose from a variety of approaches to achieve this goal, one common method involves the use of monochloramine as a residual disinfectant. In 1990, approximately 25% of municipal water systems in the United States used monochloramine.72 The use of monochloramine in communities holds promise because hospitals that are served by monochloramine-treated systems appear to be less likely to have outbreak-associated or sporadic cases of Legionnaires’ disease.73,74 These data, along with in vitro data supporting the positive effects of monochloramine on biofilm-associated **Legionella**,75,76 provide some hope for a community-wide intervention to prevent Legionnaires’ disease.

---

**AMEBIASIS**

Although there are many species of amoeba that infect humans, the term “amebiasis” generally refers to human infection by the enteric protozoan *Entamoeba histolytica*. *E. histolytica* and nonpathogenic *Entamoeba dispar,* morphologically identical, infect 10% of the earth’s population, with the percent being higher in poor developing areas. *E. histolytica* is estimated to be the third leading parasitic cause of death worldwide.1 Infection with *E. histolytica* or *E. dispar* readily follows ingestion of the cyst form; however, only approximately 10% of those infected with *E. histolytica* manifest the symptoms of invasive amebiasis, colitis, and liver abscess. *E. dispar* infections are always asymptomatic. Recognition of amebic infection requires knowledge of the epidemiology of the parasite, the varied clinical presentations, and the available diagnostic methods. Therapy for amebiasis requires use of multiple antiparasitic drugs that act against amebae in the bowel lumen or invading host tissues. Prevention of amebic infection depends on adequate sanitation with availability of safe water supplies and avoidance of direct fecal-oral contamination among family members or sexual partners.

**Life Cycle and Epidemiology.**

Infection is contracted by ingestion of the cyst form, which by virtue of its chitinous cell wall resists desiccation in the environment and destruction by stomach acid. Cysts contain one to four nuclei; encystment occurs in the small bowel, and the trophozoite form proceeds downstream to colonize the colon. Encystment of trophozoites followed by fecal excretion of cysts completes the life cycle; trophozoites rapidly disintegrate in the environment and if immediately ingested would most likely be killed by the acid pH of the stomach.

Risk factors for acquisition of *E. histolytica* infection and increased susceptibility to aggressive invasive amebiasis are summarized in Table 13-3. Infection is most prevalent in developing areas of the world such as Mexico, Africa, India, Southeast Asian, and South America. In developed countries, amebic infection and disease are concentrated in high-risk groups, such as those with prior exposure to
TABLE 13-3. EPIDEMIOLOGIC RISK FACTORS THAT APPARENTLY PREDISPOSE TO ENTAMOeba histolytica INFECTION AND INCREASED SEVERITY OF DISEASE

- **Increased Prevalence**
  - Lower socioeconomic status in endemic area, including crowding and lack of indoor plumbing
  - Immigrants from endemic area
  - Institutionalized population, especially mentally retarded
  - Communal living
  - Promiscuous homosexual men

- **Increased Severity**
  - Children, especially neonates
  - Pregnancy and postpartum states
  - Corticosteroid use
  - Malignancy
  - Malnutrition


an endemic environment or those more likely to have direct fecal-oral contamination because of unhygienic living conditions or sexual practices.

Until recently studies demonstrating prevalence of disease have been flawed by failing to distinguish *E. histolytica* from *E. dispar*. However, more recent studies have begun to elucidate the true prevalence of disease. A key study investigating immunity to disease in Bangladesh enrolled 230 Bangladeshi children (age 2–5 years) in a two-year observational study. Over the duration of the study, 55% of children acquired *E. histolytica* infection in this impoverished population. Of these, infected children, 80% remained asymptomatic while 20% had an associated diarrhea with 4% of these meeting the definition of amoebic colitis. It was also interesting to note that 17% of infected children acquired an additional *E. histolytica* infection during the 2-year study. These second infections were felt to be due to a genetically distinct strain as determined by polymerase chain reaction (PCR) for the serine-rich *E. histolytica* protein.2

Although little has been published from Africa distinguishing *E. histolytica* and *E. dispar*, it is clear that it is a prevalent disease in many areas of Africa. One thorough prevalence study was conducted by Heckendorn et al. in 1967 school children in Cote d'Ivoire where an overall prevalence of *E. histolytica* was low at 0.83%, while *E. dispar* infected 15% of the children.1 Low *E. histolytica* prevalence compared to a higher *E. dispar* was attributed to variation in stool culture yield. Two studies in Egypt found very high rates of *E. histolytica*. The first demonstrated point prevalence rates exceeding 20% for both *E. histolytica* and *E. dispar*.4 The second study enrolled 84 persons with acute diarrhea and found that 57% of patients with acute diarrhea (compared to 21% of controls) had positive stool antigen tests for *E. histolytica* infection. These second infections were felt to be due to a genetically distinct strain as determined by polymerase chain reaction (PCR) for the serine-rich *E. histolytica* protein.2

Increased Prevalence and Host Immune Response

The low frequency of invasive clinical disease complicating widespread *E. histolytica* infection appears to be due to the existence of distinct pathogenic and nonpathogenic species (*histolytica* and *dispar*, respectively)1,13,14 and a complex interplay between parasite and host factors that regulate expression of invasive pathogenic activities. Isoenzyme analysis of *E. histolytica* isolates was first used to demonstrate electrophoretic patterns uniquely associated with invasive amebiasis or asymptomatic noninvasive infection.15 Asymptomatic intestinal infection with *E. histolytica* does occur and is distinguished from *E. dispar* infection by the presence of serum antiamebic antibodies during pathogenic infection.16 In addition, serum antigenemia occurs during *E. histolytica* and not *E. dispar* infection.17 Mucosal antiamebic IgA responses are more prominent in infection with *E. histolytica* than with *E. dispar*.18

Pathogenesis of invasive amebiasis requires adherence of amebae to the colon mucus blanket, disruption of the colonic epithelial barrier, parasite attachment to and lysis of host epithelial and acute inflammatory cells, and resistance of trophozoites to host humoral and cell-mediated immune defense mechanisms present in tissues.19 Amebae lyse responding host neutrophils, resulting in release of neutrophil noxidant constituents that are toxic to host tissues. *E. histolytica* cytolytic activity is apparently regulated by a parasitic protein kinase C enzyme, involves amebic phospholipase A enzyme and acid pH vesicles, and results from an irreversible toxic increase in target cell free intracellular calcium ion concentration, possibly mediated by an amebic pore-forming protein.20 The amebic pore-forming protein has been well-defined, bearing genetic homology to bee venom proteins such as mellitin; it apparently mediates the parasite’s host defense against ingested bacteria.21 Purified pore-forming protein can lyse nucleated cells in vitro, but may not be directly involved in amebic cytolsis of human cells. Invasive *E. histolytica* trophozoites are...
resistant to the lytic effects of complement, despite their activation of both alternative and classic pathways. This is apparently due to an inhibitory binding effect of the lectin-heavy subunits, preventing formation of lytic complement complexes.23 In a nonimmune host, *E. histolytica* trophozoites are capable of killing host lymphocytes and macrophages.

In humans, asymptomatic *E. histolytica* infection is generally self-limited ending within 8–12 months of infection; whether this results from a specific host mucosal immune response or is associated with brief immunity to subsequent intestinal infection is unknown. In contrast, cure of invasive amebiasis in humans or experimental animals is followed by resistance to a recurrence of invasive amebic disease. This is apparently due to development of an amebicidal cell-mediated immune response, although antibodies that block the amebic adherence lectin are also present in the serum and mucosal secretions of immune individuals.24 Immunization of experimental animals with total amebic protein, purified Gal/GalNAc-inhibitable adherence lectin, and a 52-kDa recombinant lectin subunit provides effective immunity against liver abscess through amebicidal cell-mediated mechanisms.

**Clinical Characteristics**

The clinical syndromes associated with *E. histolytica* infection are listed in Table 13-4. As discussed, up to 90% of individuals infected with *E. histolytica* are asymptomatic and without evidence of ill health related to the parasite. Many infected persons have nonspecific gastrointestinal symptoms, such as abdominal pain, bloating, or watery diarrhea, but are without evidence of invasive disease. Although the reason for their complaints may not be clear or detectable, their amebic infection should be eradicated. Amebic dysentery has a subacute onset over days to weeks and is manifest as abdominal pain and bloody diarrhea; only a minority of patients are febrile.25 Stool almost uniformly contain occult blood; despite the inflammatory nature of the lesion, fecal leukocytes may not be present because the trophozoites can lyse neutrophils. The differential diagnosis includes invasive bacterial causes of colitis such as *Campylobacter, Shigella,* and *Salmonella* infection, toxin-mediated *Clostridium difficile* colitis or invasive *Escherichia coli* infection (i.e., *Enterohemorrhagic E. coli*).

Amebic colitis may be fulminate, especially in the high-risk groups summarized in Table 13-3, with high fever, peritonitis, and *Escherichia coli* infection (i.e., *Enterohemorrhagic E. coli*). Amebic colitis may be fulminate, especially in the high-risk groups summarized in Table 13-3, with high fever, peritonitis, and *Escherichia coli* infection (i.e., *Enterohemorrhagic E. coli*).

Amebic colitis may be fulminate, especially in the high-risk groups summarized in Table 13-3, with high fever, peritonitis, and *Escherichia coli* infection (i.e., *Enterohemorrhagic E. coli*). Amebic colitis may be fulminate, especially in the high-risk groups summarized in Table 13-3, with high fever, peritonitis, and *Escherichia coli* infection (i.e., *Enterohemorrhagic E. coli*).

**Diagnosis**

Asymptomatic amebic infection is frequently encountered when individuals receiving screening for parasites by stool ova and parasite examination (stool O&P) as occurs in the United States during new refugee medical screening. Many amebic species may be encountered although most are considered non-pathogenic (i.e., *Entamoeba coli, E. hartmanni, E. polecki*) and are simply a marker of fecal-oral contamination. Quadrinucleated cysts or trophozoites are encountered in about 1–3% of newly arriving refugees depending on the population screened. As previously mentioned, these quadrinucleated cysts cannot be morphologically distinguished from the more common *E. dispar,* or another more unusual species, *E. moshkovski.* In addition, unless the trophozoite has ingested RBC's it too is indistinguishable from the more common *E. dispar* infection. In these cases, there is currently commercially available stool antigen testing which can distinguish the species and should be used before initiating treatment.

The occurrence of invasive colitis is indicated by the finding of trophozoites (often containing ingested erythrocytes) in stool, a positive serological test for antiamebic anti-bodies, and the presence of ulcerative mucosal lesions observed by lower gastrointestinal endoscopy.26 In this setting, amebic antigen stool testing should be positive for *E. histolytica,* however, when not readily available, at least three separate stool samples should be examined using permanently stained slides. Colonoscopy with biopsy is highly sensitive and definitive although caution must be used in this approach in severely ill patients as the intestinal mucosa may be fragile and perforation may result from this invasive procedure. Serological tests for *E. histolytica* become positive within one week of disease onset and are usually positive at the time of presentation. It should be noted that prior to the diagnosis of idiopathic inflammatory bowel disease and the corresponding commencement of corticosteroid therapy, any patient with an epidemiological risk of *E. histolytica* should have a documented negative anti-amebic antibody.

Patients with a clinical syndrome and epidemiological risk factors consistent with amebic liver abscess should immediately undergo ultrasonography to look for a nonhomogeneous defect in the liver or evidence of biliary tract disease. Ultrasonography is highly sensitive, noninvasive, and relatively inexpensive; computed tomography (CT)

**Table 13-4. Clinical Syndromes Associated with Entamoeba histolytica Infection**

<table>
<thead>
<tr>
<th>Intestinal Disease</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Asymptomatic infection</td>
<td></td>
</tr>
<tr>
<td>Symptomatic noninvasive infection</td>
<td></td>
</tr>
<tr>
<td>Acute rectocolitis (dysentery)</td>
<td></td>
</tr>
<tr>
<td>Fulminant colitis with perforation</td>
<td></td>
</tr>
<tr>
<td>Toxic megacolon</td>
<td></td>
</tr>
<tr>
<td>Chronic nondoysenteric colitis</td>
<td></td>
</tr>
<tr>
<td>Ameboma</td>
<td></td>
</tr>
<tr>
<td>Perianal ulceration</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Extraintestinal Disease</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Liver abscess</td>
<td></td>
</tr>
<tr>
<td>Liver abscess complicated by Peritonitis</td>
<td></td>
</tr>
<tr>
<td>Empyema</td>
<td></td>
</tr>
<tr>
<td>Pericarditis</td>
<td></td>
</tr>
<tr>
<td>Lung abscess</td>
<td></td>
</tr>
<tr>
<td>Brain abscess</td>
<td></td>
</tr>
<tr>
<td>Genitourinary disease</td>
<td></td>
</tr>
</tbody>
</table>

TABLE 13-6. THERAPEUTIC REGIMENS FOR TREATMENT OF AMEBIASIS

<table>
<thead>
<tr>
<th>Cyst Passers</th>
</tr>
</thead>
<tbody>
<tr>
<td>Diloxanide furoate 500 mg tid × 10 d</td>
</tr>
<tr>
<td>Paromomycin 30 mg/kg/d in 3 divided doses × 5–10 d</td>
</tr>
<tr>
<td>Tetracycline 250 mg qid × 10 d, then diiodohydroxyquin 650 mg tid × 20 d</td>
</tr>
<tr>
<td>Metronidazole 750 mg tid × 10 d</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Invasive Rectocolitis</th>
</tr>
</thead>
<tbody>
<tr>
<td>Metronidazole 750 mg tid × 5–10 d or 2.4 gr qd × 2–3 d or 50 mg/kg × 2 dose plus diloxanide furoate or paromomycin</td>
</tr>
<tr>
<td>Tetracycline 250 mg qid × 15 d plus chloroquine [base] 600 mg, 300 mg, then 150 mg tid × 14 d</td>
</tr>
<tr>
<td>Dehydroemetine 1–1.5 mg/kg/d × 5 d plus diloxanide furoate or paromomycin</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Liver Abscess</th>
</tr>
</thead>
<tbody>
<tr>
<td>Metronidazole 750 mg tid × 6–10 d or 2.4 mg qd × 1–2 d plus diloxanide furoate or paromomycin</td>
</tr>
<tr>
<td>Dehydroemetine 1–1.5 mg/kg/d × 5 d plus diloxanide furoate or paromomycin</td>
</tr>
<tr>
<td>Chloroquine [base] 600 mg qd × 2 d, 300 mg base qd × 2–3 w (can be added to other regimens)</td>
</tr>
</tbody>
</table>

*All dosages are for oral administration except that of dehydroemetine, which is given intramuscularly; metronidazole can be given intravenously. Source: Reproduced with permission from Mandell GL, Douglas RG Jr, Bennett JE, eds. Principles and Practice of Infectious Diseases, 3rd ed. New York: Churchill Livingstone, 1989.*

and magnetic resonance imaging are not more specific and are only slightly more sensitive.27 Amebic liver abscess is difficult to distinguish from bacterial liver abscess or hepatoma by imaging, but usually a correct clinical diagnosis is possible. Amebic liver abscess may occur at any age in persons who do not have the risk factors commonly associated with pyogenic abscess or hepatoma; however, if amebic serological testing is unavailable, ultrasonography or CT-guided fine-needle aspiration can be helpful. A negative Gram’s stain and culture for bacteria helps establish the diagnosis; in amebic abscesses, a yellow proteinous debris without white blood cells is found. Trophozoites are not usually seen in the abscess aspirate, since they commonly reside in tissue only at the lesion’s periphery. Virtually all persons with amebic liver abscess develop serum antiamebic antibodies but often not until the seventh day of symptoms.25 Thus an initial negative serological test for E. histolytica can be misleading early in the course of the abscess. E. histolytica trophozoites or cysts can be found in the stool of only a small number of patients with amebic liver abscess.

**Treatment**

Therapy for E. histolytica infection is complicated by the necessity for different agents to treat intraluminal and tissue infestation. Tables 13-5 and 13-6 summarize the drugs in use, their respective sites of activity, and recommendations for drug dosage, and duration of therapy. In a nonendemic area, most experts would treat asymptomatic cyst passers after the diagnosis of E. histolytica has been confirmed by stool antiamebic testing. However, in a highly endemic area, asymptomatic infection should rarely be treated due to the difficulty in distinguishing E. histolytica and the much more common non-pathogenic E. dispar. Diloxanide furoate is highly efficacious and relatively nontoxic; unfortunately, in the United States this drug is available only from the Centers for Disease Control Drug Service in Atlanta.28 Paromomycin is a nonabsorbable aminoglycoside that is efficacious and often better tolerated than the combination of tetracycline and diiodohydroxyquin.29 Iodoquinol is also available in the United States but demands a longer, three-week course of therapy. A new broad spectrum well tolerated and 3- to 5-day period. Progression of symptoms during therapy or failure of metronidazole treatment is an indication for drainage of the liver abscess by needle aspiration and continued treatment with metronidazole.31 Open surgical drainage or addition of emetine therapy usually is not indicated but may be considered particularly when other therapies are not tolerated or contraindicated. Some authorities routinely add chloroquine to metronidazole in treatment of liver abscess, although there are no studies that support this practice.

**Prevention**

Prevention of E. histolytica infection rests on availability of safe water supplies, adequate disposal of fecal material, and avoidance of practices that promote direct fecal-oral contamination. Boiling of water is the only certain means of killing E. histolytica cysts; use of halide tablets is generally inadequate. No vaccine or reasonable form of chemoprophylaxis is available; however, recent research on pathogenesis and host immunity has suggested that numerous amebic proteins are viable candidates for vaccine development. In fact, several laboratories are actively pursuing the development of a human vaccine.

**AMEBIC MENINGOENCEPHALITIS**

Amebic meningoencephalitis is a rare clinical syndrome caused by acquisition of free-living amebae from the environment. Naegleria fowleri causes a primary amebic meningoencephalitis (PAM) in otherwise healthy individuals; infection with Acanthamoeba spp. is manifest as a subacute granulomatous amebic encephalitis (GAE) in patients already having serious underlying diseases. The diagnostician must be familiar with the epidemiology and clinical manifestations of amebic meningoencephalitis to avoid overlooking this infection in
the differential diagnosis of patients at risk, despite the low frequency of occurrence. Diagnosis ultimately rests on finding the amebae in cerebrospinal fluid or brain tissue. Unfortunately, treatment is usually ineffective for either syndrome. Frequently the diagnosis is not made until postmortem examination.

Life Cycle and Epidemiology

*N. fowleri* can exist in a trophozoite or a flagellate form; cell division is restricted to trophozoites. The organism grows best at higher temperatures (46ºC) and is acquired from fresh water. Encystment does occur and allows prolonged survival of the parasite at low temperatures. PAM is a rare disease despite the frequent occurrence of warm fresh water exposure during swimming, diving, or boating. The disease occurs in all areas of the world, especially in tropical regions. Acanthamoebae exist in only the trophozoite and cyst forms, grow best at normal ambient temperatures (25–35ºC), and may be transmitted by an airborne or a droplet route. As with *Naegleria*, despite frequent exposure to the Acanthamoeba species, *A. culbertsoni, A. polyphaga,* and *A. rhyhodes* GAE is found mainly in individuals with serious underlying conditions such as diabetes mellitus, AIDS, or recent organ transplantation.

Pathogenesis and Host Immune Response

*N. fowleri* apparently enters the central nervous system by penetrating the nasal mucosa and cribiform plate. Trophozoites can be found in nerves and perivascular spaces. Amebic cell lytic activity has been demonstrated in vitro. Invasion of gray matter results in purulent meningitis. Trophozoites are susceptible to complement-mediated lysis, which is potentiated by agglutinating antibody to *N. fowleri*. Humoral and cell-mediated immunity limit the occurrence of PAM despite the ubiquitous exposure to this parasite.

In GAE, granulomatous lesions can occur throughout the central nervous system, suggesting a hematogenous route of dissemination. Further evidence for this route of spread is the frequent occurrence of skin lesions before spread to the nervous system and other organ systems. *Acanthamoeba* can be differentiated from *Naegleria* by the presence of cysts in tissue. The opportunistic nature of *Acanthamoeba* infection suggests that cell-mediated mechanisms are important in resistance to disease; however, GAE in immunologically competent hosts has been reported.

Clinical Characteristics

PAM is often first manifest as alterations in taste or smell, followed by abrupt onset of headache, fever, and meningismus. A fulminate illness ensues with depressed mental status and focal neurologic signs ending in death within one week. Other than the olfactory involvement in PAM, the disease is difficult to distinguish from community-acquired bacterial meningitis.

GAE is a subacute disease that becomes manifest over a period of weeks with focal neurologic signs, mental status changes, seizures, headache, and fever. The occurrence of nodular or ulcerative skin lesions containing *Acanthamoeba* can be helpful in establishing the diagnosis. Most patients do not have meningismus, and the disease must be differentiated from brain abscess or other opportunistic infection such as toxoplasmosis.

Diagnosis

PAM is characterized by a neutrophilic cerebrospinal fluid (CSF) pleocytosis, elevated protein levels in the CSF, and hypoglycorrachia are not uncommon. A Gram stain of CSF negative for bacteria and an India ink test negative for cryptococcal disease in a young healthy person should suggest the need to examine the CSF for motile *N. fowleri* trophozoites, which are 10–30 µm in diameter. In contrast, in GAE, amebae are not found in the CSF, and brain biopsy is necessary for diagnosis. CT scans of the brain reveal nonspecific findings in PAM but may show focal lucencies in GAE. In GAE, the CSF undergoes nonspecific changes such as lymphocytic pleocytosis and alterations in protein and glucose levels. A biopsy specimen should be obtained from any suspect skin lesion and examined for *Acanthamoeba*. Although several biochemical markers in the CSF have been investigated, due to the rarity of the disorder the test performance characteristics (i.e., sensitivity, specificity) are unknown and these tests are generally only available from research laboratories. A recent study found an indirect immunofluorescence antibody (IFA) specific for *Balamuthia mandrillaris* was positive in 7 of 7 patients with fatal encephalitis.

Treatment

No effective treatment for amebic meningoencephalitis has been established. Known survivors of PAM were treated with systemic and intrathecal amphotericin B. One patient also received systemic rifampin, sulfisoxazole, and miconazole by the intravenous and intrathecal routes. Successful therapy for GAE also is undetermined; *Acanthamoeba* is generally susceptible in vitro to ketoconazole, miconazole, 5-flucytosine, and pentamidine, although isolates vary substantially in systemic and intrathecal miconazole, and rifampin and sulfisoxazole. If GAE is diagnosed, in vitro susceptibility should be studied, and therapy with the above agents and amphotericin B considered.

Prevention

PAM and GAE are such rare infections that, in general, preventive measures are unnecessary. A small risk of PAM may be associated with repeated episodes of having water forced into the nose under pressure, as in diving or waterskiing in warm freshwater lakes. However, the level of risk is impossible to define. Opportunistic infections other than GAE are more common and of paramount importance in immunocompromised individuals.

Mary E. Wilson

---

Giardiasis

*Giardia lamblia* is a flagellated protozoan that causes subacute or chronic diarrheal disease in humans. Giardiasis occurs worldwide, particularly where people do not adhere strictly to good hygienic standards. In the United States, giardiasis has been documented as a case of waterborne outbreaks, epidemics in day care centers, and sporadic disease of overseas travelers, family members, and campers or hikers who ingest untreated surface water. The disease can be associated with acute or chronic malabsorption and may be a cause of failure to thrive in children.

The *Giardia* spp are classified in six species. These are further divided into Assemblages (A, B, C, E, F) that correspond to proposed distinct species of the parasite *G duodenalis* Assemblages A and B have been documented using PCR of stool specimens to cause human disease. Assemblages B, C, E, and F have been proposed to contain the species *G. enterica, G. canis, G. bovis,* and *G. cati,* respectively.
Life Cycle

The life cycle of *G. lamblia* includes two stages: the cyst and the trophozoite. Giardiasis is acquired by ingestion of the dormant cyst from contaminated environmental sources. The parasite excysts while passing through the acidic stomach environment, and out of each cyst emerge two trophozoites that colonize the proximal portion of the small intestine. As the parasite passes through to the proximal colon, it encysts and undergoes one cell division before it is passed in the stool. Trophozoites are fragile motile forms with four pairs of flagellae, a ventral surface disc involved in attachment to intestinal mucosa, central axonemes, and two nuclei, which give the parasite a face-like appearance. Cysts are oval and thin-walled with four nuclei. During severe bouts of diarrhea, both stages of the parasite can be seen in fresh stool specimens because of rapid transit of bowel contents. Often, however, only cysts are detected in stool samples.

Several aspects of the parasite’s life cycle are important determinants in the epidemiology of the disease. First, *G. lamblia* cysts are immediately infectious for humans when passed in the stool, allowing person-to-person transmission of infection in settings of frequent interpersonal contact. This accounts for epidemic outbreaks in day care centers and institutions and for transfer of infection between family members. Second, the infectious dose is low, between 10 and 100 cysts, facilitating a high transmission rate. Third, *Giardia* cysts can survive for long periods in the environment, up to 16 days at 8°C, so that waterborne spread of infection or spread by fomites is possible. Fourth, most infected patients are asymptomatic carriers, providing a large reservoir of infection in some populations. In combination, these factors produce efficient fecal-oral spread of the organism, particularly where hygienic practices are poor.

**HUMAN DISEASE**

**Pathogenesis and Clinical Characteristics**

The spectrum of *Giardia* infection includes asymptomatic cyst passage; subacute, noninflammatory, usually self-limited diarrhea; allergic symptoms; failure to thrive in children; and a chronic diarrheal syndrome with malabsorption and weight loss. Whether the variable manifestations are due to host and/or parasite genetic variability is not established. The incubation period is 1–2 weeks, after which typical symptoms of abdominal bloating, flatulence, eructation, crampy abdominal pain, malaise, and greasy foul-smelling diarrhea may develop. Tenesmus, vomiting, and fever are less common, and leukocytes are generally absent from the stool. The symptoms are often present for a prolonged period, averaging 17 days in one study, and approximately half of patients have a significant weight loss of approximately 10 lbs. Laboratory examinations may reveal increased fecal fat content, as well as impaired absorption of α-xylose, lactose, and vitamin B₁₂. Protein-losing enteropathy and vitamin A deficiency have also been documented. The mechanism through which *Giardia* spp cause diarrhea is not entirely known. Theories that the parasite acts as a barrier to absorption are not compatible with the parasite’s low infectious dose. Histological studies can show flattening of intestinal villi and varying degrees of cellular infiltration. According to one study, these changes relate to symptoms and are reversible with eradication of the organism. However, not all human biopsies show similar pathology, and there must be more to the pathogenesis. Assays of brush-border disaccharidases show deficient levels in patients with giardiasis, leading to theories that enzymatic deficiencies, abnormal lipolysis, and other factors may contribute to the pathogenesis of disease.

Host immune responses provide partial protection against giardiasis. This has been established in animal models, but appears relevant during human disease since many adults residing in endemic regions appear less susceptible to symptomatic disease than do children or visitors. The factors needed for protection of mouse models include IL-6 and mast cells. Innate immune anti-giardial defense mechanisms include antimicrobial peptides defensin and lactoferrin released from Paneth cells. It has not been established whether IL-8, reactive oxygen species or nitric oxide are important for defense. Mice deficient in T cells do not control *G. lamblia* or *G. muris* infections, and the requirement seems to be for CD4+ cells.

Humans infected with *Giardia* spp produce antibodies specific for the parasite in mucous and serum. Individuals with common variable immunodeficiency and children with X-linked agammaglobulinemia are more susceptible to giardiasis than healthy individuals, underscoring the importance of humoral responses in clearance of infection. Serum IgM and IgG antibodies to *G. lamblia* antigens develop during giardiasis, but the most important isotype appears to be IgA secreted locally in the gut. IgA is not in itself cytotoxic for the parasite, and IgA-mediated protection likely occurs by preventing trophozoite adherence to gut endothelium.

Factors in human breast milk provide partial protection against giardiasis in children. The level of secretory IgA in breast milk correlates with protection of African children against infection, and of Mexican children against symptomatic disease. Additionally, fatty acids and peptides derived from lactoferrin are cytocidal for the organisms.

A major target antigen for the humoral immune response belongs to a heterogeneous set of variant-specific surface proteins (called VSPs) on the surface of *G. lamblia* trophozoites. These molecules range from 30 kDa to 200 kDa in size, but they share a conserved cysteine-rich motif and a 34–amino acid homologous peptide at their C termini. Host antibody responses are largely targeted toward variable and semi conserved portions of the VSP proteins, but not the 34–amino acid conserved C-terminal peptide. There is evidence that parasites can “switch” between VSP types, raising the possibility that humoral responses to one VSP induces expression of a distinct VSP. Other targets of humoral immunity include cytoskeletal proteins (α- and β-tubulins, α- and β-giardin), or metabolic enzymes (arginine deiminase, ornithine carbamoyl transferase, α-enolase).

**Diagnosis**

Methods available for diagnosis of giardiasis include microscopic examination of stool samples for ova and parasites, microscopic examination after staining with fluorescent antibodies to *G. lamblia* and *Cryptosporidium*, and enzyme-linked immunosorbent assay (ELISA) examination of the stool for a 65-kDa *G. lamblia* antigen. All are comparable in cost. The sensitivity of microscopic examination increases from 50% to 70% on one stool sample to more than 90% after three examinations and offers the advantage that other pathogens can also be detected. When *G. lamblia* is the primary diagnostic consideration, however, such as in individuals who obtained their exposure through day care centers or by hiking in endemic regions of the United States, specific examination for *G. lamblia* may be in order. In such a setting, an immunofluorescence assay has 55–100% sensitivity and 99.8–100% specificity, and has the advantage that another cause of chronic diarrhea, *Cryptosporidium*, can also be detected. Stool ELISA is 91–97% sensitive and has 96–99.8% specificity and is quicker to perform. Several alternate ELISA and indirect fluorescent antibody (IFA) detection kits are available. The sensitivity of any of the above tests increases with repeated examinations.

Although stool examinations are almost always adequate for diagnosis of symptomatic giardiasis, other methods allow examination of duodenal contents for the organism. A weighted-string capsule entails microscopic examination of mucus from the duodenum without an invasive test, although this is less sensitive than upper endoscopy. The latter method with aspiration of duodenal contents and/or small bowel biopsy can also be used to detect *G. lamblia* and simultaneously examine for other causes of chronic malabsorption (e.g., bacterial overgrowth, sprue). The systemic IgG response to *Giardia* spp. remains positive for a long period after infection, and as such serology is of limited use for diagnosis of individual cases.

Methods for epidemiological studies include techniques to identify isolates in animals/specimens, and methods to identify cysts in environmental samples. DNA-based methods for diagnosis, often involving PCR of specimens, are used primarily for epidemiological
studies and are likely to assume higher importance in the future.\textsuperscript{13} Techniques for detecting \textit{Giardia} spp cysts in water samples are complicated and involve steps of concentration, purification, and detection.\textsuperscript{14} Purification methods include the use of antibody-coated beads, with detection by immuno-epifluorescence.\textsuperscript{14}

\section*{Treatment}

The two main treatment regimens for giardiasis include metronidazole 250 mg tid for 5–7 days, and Nitazoxanide 500 mg bid for 3 days.\textsuperscript{15} Tinidazole, a nitroimidazole and structural analog of metronidazole, is as effective as metronidazole in a single dose of 2 grams orally. In comparisons of single dose regimens, however, tinidazole is more effective.\textsuperscript{16} Alternates include furazolidone 100 mg qid for 7–10 days (80\% efficacy), Paromomycin, a non-absorbed aminoglycoside with about 60–70\% efficacy against giardiasis, may have a therapeutic role if treatment during pregnancy cannot be postponed.\textsuperscript{17}

\section*{Epidemiology}

Transmission of giardiasis occurs by the fecal-oral route, either through direct contact with an infected individual or indirectly by ingestion of contaminated water or food. \textit{Giardia} infection is more common in young children than adults in the United States, probably both because of their poorer hygienic practices, and in highly endemic situations due to their less mature immune systems. Risk factors for sporadic giardiasis in the United Kingdom are contact with recreational water and especially swallowing water while swimming, drinking treated tap water, and eating lettuce.\textsuperscript{17}

Prevalence rates for the organism vary widely depending on location. In the United States, 3.9\% of stool specimens submitted for examination have contained the organism. The prevalence of \textit{Giardia} among 1- to 3-year-olds in Washington State was 7.1\%. The prevalence of cyst carriage in day care centers ranges from 0–50\% at different centers, with many children remaining asymptomatic.\textsuperscript{18} Children in Queensland, Australia, were found to harbor the organism in 5.7\% and 2.1\% of random stool samples from households serviced by septic tanks or city sewage lines, respectively.\textsuperscript{19} In South Australia, 2.1\% of 100 adults undergoing upper endoscopy and 9\% of 200 adults in Pakistan were positive for \textit{G. lamblia}.\textsuperscript{20,21} The annual incidence of symptomatic disease has been reported as 9.8, 11.6, and 45.7 per 100,000 population in Minnesota, Colorado, and Vermont, respectively.\textsuperscript{22} Prevalence rates were higher in developing countries, estimated at 19.4\% in Zimbabwe and 42\% in rural Egypt.\textsuperscript{23} Surveillance of travelers to eastern Europe revealed that 22.8\% of 1419 tourists were ill with giardiasis and that infection was strongly associated with consumption of tap water in Leningrad.\textsuperscript{24}

Cases of giardiasis can be divided into those occurring sporadically and those associated with outbreaks. The former group includes travelers to countries where the organism is endemic and bikers or campers who ingest untreated surface water in areas where the streams and lakes are contaminated, such as Minnesota or Colorado. The presence of the organism in HIV-positive men does not correlate well with symptomatic disease and there does not seem to be an increase in symptomatic giardiasis in the AIDS population.\textsuperscript{25} Finally, up to 50\% of children who attend day care centers pass \textit{Giardia} cysts, and rates of giardiasis among household contacts of infected children range from 12\% to 27\%.

\section*{Outbreaks of Giardiasis}

Large outbreaks of giardiasis have resulted from contamination of municipal water supplies with human waste. Giardia was the most common etiologic agent of waterborne infection between 1979 and 1988, and between 1992 and 1997 the annual incidence in the United States was estimated at 2.5 million cases per year.\textsuperscript{14} One such outbreak, affecting 11.3\% of 1094 skiers, occurred in an Aspen ski resort during the 1965–1966 season when well water was contaminated with leaking sewage.\textsuperscript{26} A large outbreak in Rome, New York, possibly due to contamination of the water supply with human waste from settlements in the watershed area, affected 10.6\% of the population (5300 persons).\textsuperscript{26}

Several waterborne outbreaks were not proven to be caused by human waste contamination, however. A Camas, Washington outbreak was traced to the city water supply, and cysts were found in three beavers in the watershed area for the water system, raising the hypothesis that the outbreak might be a zoonosis.\textsuperscript{27} During another outbreak in Pittsfield, Massachusetts, \textit{Giardia} cysts were found in one of three city reservoirs, and again the surrounding area contained \textit{Giardia}-positive animals that may have been the source.\textsuperscript{28} Although chlorine is sufficient to kill \textit{Giardia} cysts in the laboratory, other factors such as temperature, pH, and contact time with chlorine may result in less than optimal killing of cysts in water treatment systems that use chlorination alone. Thus, of 21,990 cases of waterborne giardiasis caused by contaminated surface water sources in the United States between 1965 and 1984, 10.1\% were due to cross-contamination of water supplies with sewage lines and 54.6\% of cases (56 \% of outbreaks) occurred in water sources treated with chlorination alone. In contrast, only 33.8\% of cases (21\% of outbreaks) were associated with water supplies that had also undergone filtration. Thus, systems that include a filtration step as well as chlorination seem to be most effective in eliminating the organism.\textsuperscript{29,30}

\textit{Giardia} has been the cause of 9\% of outbreaks in the United States due to exposure to treated recreational water, and 4\% of cases due to exposure to untreated recreational water since 1971.\textsuperscript{29} Outbreaks of symptomatic giardiasis in day care centers have affected between 17\% and 47\% of the children attending. In general, ambulatory diapered children harbor the organism most frequently.\textsuperscript{31} Several recurrent outbreaks have been documented, sometimes despite extensive efforts to improve personal and environmental hygiene among children and staff.\textsuperscript{31} One study documented that 16\% of asymptomatic children harbored \textit{G. lamblia} cysts, although no caregivers were infected other than those whose children were also infected. Thus fastidious hygiene can prevent infection of workers, but children and family members are still at risk. In the same study, \textit{G. lamblia} cysts were recovered from chairs and tables in day care centers, indicating a possible route of transfer of cysts between the children.\textsuperscript{31} Other situations that have facilitated outbreaks of giardiasis include a contaminated cistern providing water to several families and a swimming pool contaminated by feces of a mentally retarded child.

Food-borne outbreaks of giardiasis have occurred when food was mixed by the bare hands of an individual carrying \textit{G. lamblia} cysts.\textsuperscript{32} Examples include an outbreak at a party associated with consumption of fruit salad prepared by a woman with an infected infant and pet rabbit. Another outbreak occurred due to raw vegetables prepared by a \textit{Giardia}-infected cafeteria worker.\textsuperscript{33} \textit{Giardia} cysts are frequently found in sewage and surface waters, although it is not clear how many belong to strains that infect humans.\textsuperscript{14}

\section*{Reservoir Hosts}

Humans are the main reservoir for \textit{Giardia duodenalis}; thus giardiasis is often a cosmopolitan disease. However, several animal hosts also harbor the organism. Whether these constitute a reservoir for human outbreaks is controversial. Cattle can acquire infection with \textit{Giardia} Assemblage E (also called \textit{G. bovis}). Domestic dogs can be infected with Assemblage C (\textit{G. canis}) and the human Assemblages A or B, raising the (unproven) potential for dog-to-human transmission.\textsuperscript{13} Molecular studies suggested that cattle may not be a significant source of human infections.\textsuperscript{14} Cysts resembling \textit{G. duodenalis} have been found in beavers, muskrats, cows, goats, and sheep. However, there is little evidence that wildlife can serve as a reservoir for human infection.\textsuperscript{13} Indeed, there is stronger evidence that beavers acquire \textit{G. duodenalis} of human origin than vice versa.\textsuperscript{32} Surveys have identified personal hygiene and sanitation rather than zoonotic exposure as the major risk for giardiasis.\textsuperscript{2} There is a need for use of molecular methods to genotype \textit{Giardia} isolates, in order to better track transmission from animals to humans or/and vice versa. The recent sequencing of the \textit{Giardia} genome may facilitate these goals.\textsuperscript{13}
Control measures for giardiasis include identification and treatment of colonized or infected individuals and screening of their household members for cyst passage. Treatment of water supplies by both chlorination and filtration is most effective for clearing the organism. In addition, water supplies should be routinely screened for coliform bacteria and turbidity to monitor for contamination with sewage or other sources. Food-borne outbreaks can be prevented by heating at 71.7°C for 15 seconds, freezing at −18°C for 1 hour, or UV light exposure (2–3 mJ/cm²). Treatment of asymptomatic cyst passers is desirable due to the possibility that they will develop symptoms or that they will pass the infection to family members. However, in situations where the infection is highly endemic, such as in most developing countries and in some day care centers, this may not be practical. In these situations, the question of treatment must be individualized.

Dracunculiasis

Donald R. Hopkins

INTRODUCTION

Dracunculiasis (Guinea worm disease), caused by infection with the parasite Dracunculus medinensis, has affected humans for centuries. Definitive evidence of the disease has been found in the 3000-year-old mummy of an Egyptian girl. The ancient practice of “treating” the infection by slowly wrapping the emerging adult worm around a stick or twig is thought by some medical historians to have been the inspiration for the caduceus and the Staff of Aesculapius—symbols of the healing arts. Although dracunculiasis is not usually fatal, it causes enormous socioeconomic damage in affected rural populations, which is the main reason why this disease is now being eradicated.

The Parasite and Its Life Cycle

People are infected with D. medinensis when they drink water from contaminated ponds or step wells in which larvae of the parasite are found in tiny water fleas (copepods). When gastric juices kill the copepods, the larvae escape to migrate through the wall of the stomach into the abdominal cavity. Three or four months later, the parasites mate, after which the male worms die, and the female worms continue to grow. Approximately one year after the infection begins, adult female worms measuring about 1–m long migrate toward the skin, often on a lower limb, and produce a painful blister. When the blister ruptures, usually upon immersion of the affected limb in water, the gravid female worm, which resembles an ivory-colored strand of spaghetti, spews hundreds of thousands of larvae into the water. Diminishing numbers of larvae are spilled into the water by the same worm over the next several days as the wound is reimmersed in water.

Only immature larvae that are eaten by a receptive species of copepod within a few days of being released into the water survive. In the copepod, they undergo two molts within about 2 weeks, after which they are infective to humans who drink water containing the infected copepod. The larvae themselves are too small to be seen by the naked eye, but copepods are barely visible as moving specks if such water is held up to the light in a glass or jar. There is no known animal reservoir of D. medinensis.

Clinical Disease, Diagnosis, and Treatment

Infections are asymptomatic during most of the year-long incubation period. Shortly before a worm emerges, patients may experience non-specific fever, nausea, or aching, but often the first sign of infection is a painful blister or appearance of the worm under the skin. No inflammatory reaction to the worm is apparent before the blister appears, but thereafter white blood cells surround the body of the emerging worm and create resistance to its removal. Although most victims suffer only one worm that usually emerges through the skin on the lower leg, ankle, or foot, this parasite may emerge from any part of the body, and some especially unfortunate persons have had more than a dozen worms emerge at the same time. Diagnosis is facilitated by the striking appearance of such a worm emerging through the skin, since no other infection of humans manifests that way. Often the ulcer surrounding an emerging worm becomes secondarily infected with various bacteria, which sometimes results in fatal complications such as tetanus. Most commonly, the emerging worm and associated pain incapacitate infected people for periods averaging 2 months. An estimated one-half of 1% of victims are permanently crippled each year as a result of infections or secondary complications which involve a major joint such as the knee or ankle. People do not become immune to reinfection.

At best, modern medicine can offer infected persons only relief from pain and secondary infections by providing analgesics and antibiotics when indicated, cleaning wounds, and applying topical antiseptics. Providing tetanus immunization is also advisable. Some anthelmintics such as niridazole, thiabendazole and metronidazole may facilitate removal of the worm by reducing associated inflammation. Physical removal of the worm by slowly wrapping it around a stick over several days or weeks, or surgical removal of an accessible worm can shorten the duration of suffering. Great care must be taken, however, to avoid breaking the worm, since withdrawal of a broken worm into the body spills larvae in the tissues and causes a severe inflammatory reaction. Dead worms may be absorbed by the body or they may calcify, producing unusual patterns on x-ray.

Epidemiology and Prevention

Because they drink larger amounts of water, working aged adults, especially farmers, are most affected by dracunculiasis. In endemic areas, many children are unable to attend school at certain times of the year because they can’t walk due to dracunculiasis. Sometimes more than half of a village’s population may be affected at the same time. Depending on the local ecology, the peak transmission season, when the disease is most prevalent, often coincides with the planting or harvest season. Because of the association with contaminated surface sources of drinking water, most affected areas are remote rural villages with poor inhabitants, but distribution of the disease in a given country is usually sporadic. In recent years, the infection has occurred in India, Pakistan, Yemen, and 17 countries in sub-Saharan Africa. About 3.5 million persons were estimated to be infected in 1986.

Incapacitation of farmers, mothers, and schoolchildren in large numbers, for periods averaging about 8 weeks, during the harvest or planting season, year after year, is devastating in affected communities. As a result, dracunculiasis has significant adverse effects on agricultural production, school attendance, and on the care and nutrition of uninfected infants, in addition to its direct adverse effects on the health of those who are infected. Thus the combined socio-economic impact of dracunculiasis greatly exceeds what one might otherwise expect of a disease that is not usually fatal.
While there is no curative treatment for dracunculiasis, there are several ways to prevent the disease. Providing a safe source of drinking water such as from a borehole well which cannot be contaminated by persons with emerging Guinea worms, is the preferred preventive measure, since it also helps prevent other waterborne diseases and may reduce the time and energy required to collect water for household use. But providing borehole wells is relatively expensive and slow.

The intervention used most commonly in recent years has been to teach villagers to filter their drinking water through a finely woven cloth to remove the copepods. Educating persons at risk to understand that the infection comes from their drinking water is another intervention. Demonstrating copepods swimming in their drinking water is particularly effective in convincing villagers of the connection between Guinea worm disease and their drinking water. Corollary teaching of villagers not to enter drinking water sources when a worm is emerging from their body helps reduce contamination of the water. Although boiling of the water kills copepods and Guinea worm larvae as well as other undesirable pathogens, most villagers at risk of dracunculiasis are too poor to afford enough fuel to boil their drinking water regularly.

Applying temephos (Abate larvicide) to ponds at four-week intervals during the transmission season is an effective means of vector control (by killing the copepods) which may also be used in some circumstances. At the recommended concentration of one part per million, Abate larvicide is tasteless, colorless, odorless, does not harm fish or plant life, and it has a wide margin of safety for humans.

**The Eradication Campaign**

The international campaign to eradicate dracunculiasis was initiated at the Centers for Disease Control and Prevention in 1980, just before the beginning of the International Drinking Water Supply and Sanitation Decade (1981–1990), which was sponsored by United Nations agencies and other development organizations. Although the Decade’s overall goal to provide safe drinking water to all deprived populations was not achieved, the backers of the Decade accepted eradication of dracunculiasis as one of the Decade’s sub-goals, and by the end of the “Water Decade,” half of the known infected countries (Yemen was only discovered to still have current cases in 1994) had established national Dracunculiasis Eradication Programs.

In 1988, African ministers of health resolved to eradicate dracunculiasis by the end of 1995. The same goal was endorsed by the World Health Assembly in 1989 and 1991, making dracunculiasis the next disease to be officially targeted by the World Health Organization for eradication, after smallpox. Although the strategy for eradication of dracunculiasis was at first based mainly on providing safe drinking water to affected populations, because of the slow pace and expense of that approach, primary emphasis later shifted to health education and use of cloth filters, with vector control by means of Abate larvicide employed in certain appropriate areas. After programs reduced dracunculiasis’ prevalence by over 80% using those village-based interventions, the eradication effort began stressing an even more intensive “case containment” strategy, which focuses on preventing transmission from each infected person.

About 16,000 cases of dracunculiasis were reported globally in 2006, from about 4000 villages (more than 23,000 villages were known to be endemic in 1993). Over 98% of the cases in 2006 were in Ghana and Sudan (Figure 13-1). This is a reduction of over 99% in the incidence of dracunculiasis from the estimated total of 3.5 million cases in 1986. Eleven of the 20 previously endemic countries (when the program began) have now eliminated the disease. Approximately

![Figure 13-1. Distribution of 25,217 cases of dracunculiasis reported during 2006.](image-url)
Cryptosporidia, Isospora, and Cyclospora are important causes of diarrheal disease. They are transmitted via spores, enabling fecal-oral transmission in sporadic and epidemic patterns. They are worldwide pathogens, with increased prevalence in developing countries. In immunocompetent hosts, these coccidia cause a self-limited diarrheal syndrome; in immunosuppressed hosts they manifest with more severe and chronic symptoms, often with considerable morbidity and mortality.

These spore-forming protozoa are obligate intracellular pathogens with several similarities in their life cycle. Upon human ingestion of a small inoculum, infectious spores release sporozoites, which invade the enterocytes of the small intestines. With infection, a local inflammatory reaction occurs causing blunting of intestinal villi. A complex life cycle, consisting of both sexual and asexual stages, follows with eventual excretion of spores in the host’s feces.

Clinical presentation varies depending on the individual’s immune function; however, the hallmark of disease is a self-limited diarrheal illness. Many individuals are asymptomatic. In those with symptoms, a 1- to 2-week incubation period leads to a 1- to 3-week syndrome of watery diarrhea, abdominal pain, and constitutional symptoms. The diarrhea can be profuse enough to be reminiscent of toxin-mediated disease, such as cholera; however no toxin has been identified. Infrequently, normal hosts experience a chronic or relapsing pattern of diarrhea. Immune activation conditions such as Guillain-Barre syndrome and reactive arthritis have been reported to follow infection. In normal hosts, infection can often be asymptomatic. In immunocompromised individuals, most commonly AIDS patients, disease is more severe. Often chronic in this population, diarrhea may be profound with malabsorption and weight loss that can be life-threatening. In AIDS patients with waning CD4 counts, the coccidia infect a wider range of tissues, extending from the small intestine to the stomach, colon, and extra-gastrointestinal structures.

Epidemiologically, these pathogens have several patterns. In the United States and Europe, the major modes of infection are in water- or food-borne outbreaks, in travelers returning from the developing world, and in immunocompromised hosts. In the developing world, these coccidia are more prevalent; most people are first infected as children. In developing countries, malnourished or HIV+ children suffer more severe cases of longer duration with high mortality and greater long-term sequelae from their coccidial infections. Immunocompetent adults in the developing world have some degree of protective immunity and experience few or no symptoms. Throughout the world, immunocompromised individuals are more frequently infected and more seriously affected than their immunocompetent counterparts.

Cryptosporidia

Since first reported as a cause of death in AIDS patients in the early 1980s, Cryptosporidia have become well-recognized human pathogens with special relevance in AIDS-related infections and outbreaks. Of the many identified Cryptosporidium species, two regularly infect humans: C. parvum and C. hominis. C. hominis was only recently (2002) differentiated as a separate species from C. parvum because of molecular and clinical differences. Notably, C. parvum has a significant animal reservoir, while C. hominis has adapted to specifically infect humans.

Unlike Cyclospora and Isospora, Cryptosporidium’s oocysts are immediately infective upon passage from the gastrointestinal tract in the host’s feces. Because its entire life cycle is completed within the host’s gastrointestinal tract, autoinfection may occur, resulting in the persistent infections seen in AIDS patients. The oocysts are extremely hardy in the environment, surviving and remaining infectious in ambient temperatures for months outside the host. Because they are resistant to extremes of temperature, chlorination, and desiccation, standard sanitation mandates for water processing and food preparation are often ineffective in eradicating the oocysts.

The immediate infectivity, hardness of the spores, and low infectious dose make Cryptosporidium highly transferable through water- and food-borne contamination, direct person-to-person spread, and exposure to certain animals. In United States, there have been several outbreaks from water and food contamination. The largest occurred in 1993, when a water treatment plant serving more than half of Milwaukee, Wisconsin was contaminated and approximately 400,000 people were infected. Cryptosporidial outbreaks have also been traced to a variety of food products, as well as exposure to communal water sources such as swimming pools and water parks. Direct person-to-person transmission has been implicated in institutions such as childcare centers, nursing homes, and hospitals. While C. hominis has an anthropotonic cycle, C. parvum is transmitted when humans are in close contact with animals. Cattle and sheep are an important reservoir of cryptosporidia, and exposed agricultural workers have higher rates of infection and seropositivity to this species.

Cryptosporidia affect the developing world more extensively than the West. In worldwide surveys of seroprevalence, endemicity rises in less developed countries. In the United States, seropositivity in adults and children is estimated between 25% and 35%; whereas it is about 50% in regions of China, and almost 100% in some urban Brazilian slums. In terms of clinical disease, approximately 2% of diarrheal syndromes in immunocompetent adults in developed countries are due to Cryptosporidia, whereas the rate is three times greater, at 6%, in developing countries. In AIDS patients with diarrhea, Cryptosporidia accounts for approximately 14% of cases in developed and 24% in developing countries. Despite recent advances, treatment of Cryptosporidium remains a dilemma. Nitazoxanide has been shown to be effective for the treatment of Cryptosporidial infections in immunocompetent adults and children over one year of age. In immunocompromised patients, however, results have been mixed, with demonstrated benefit in only
the mildly immunocompromised. In advanced AIDS, where disease is of the greatest burden, immune reconstitution remains the only demonstrated mode of cure. An antiretroviral therapy regimen that includes a protease inhibitor (versus a non-nucleoside reverse transcriptase inhibitor) is recommended, as protease inhibitors have demonstrated a direct toxic effect on Cryptosporidium.14,16,17,18 Prevention is important, but challenging, with Cryptosporidium. The oocysts are ubiquitous and may survive even the most stringent water treatment programs. Improvements in water quality in developing regions, however, could reduce the burden of organisms in water sources and lower the risk of infection. In those immunocompromised patients at greater risk, aggressive personal measures may reduce risk of infection. Fastidious hygiene, avoidance of animal feces, and avoidance or treatment of public water by boiling for one minute or using a small-bore filter may be advocated. In health-care settings, standard precautions for patients with infectious diarrhea apply.1

Isospora

Contrary to Cryptosporidium, Isospora's oocysts are passed from its hosts in an unsporulated, dormant, form. In ambient conditions, these oocysts sporulate (becoming infective) within three days. Isospora infects only humans and is likely spread exclusively through fecal-oral transmission. It has worldwide distribution, with greater prevalence in tropical and sub-tropical areas, especially urban areas in Southeast Asia, Africa and parts of South America.19 In immunocompetent hosts, it causes a syndrome of diarrhea and peripheral eosinophilia. In developing countries throughout the world, Isospora are responsible for between 10% and 20% of chronic diarrhea.20 As with the other enteric protozoa, Isospora often causes more serious disease in immunocompromised hosts. In the early 1980s, Isospora comprised approximately 2–3% of AIDS-defining illness in the United States. With the widespread use of trimethoprim-sulfamethoxazole for pneumocystis prophylaxis, it now represents less than 0.01%.20 Accordingly, trimethoprim-sulfamethoxazole effectively treats Isospora, with several second-line agents also available. Prevention is important, especially in developing countries, with increased water sanitation and hygiene practices emphasized.

Cyclospora

Cyclospora were first detected in Papua New Guinea in 1977. It is now recognized as a worldwide cause of diarrhea with outbreak potential. Though postulated, an animal reservoir has not yet been identified. As with Isospora, immature oocysts are excreted through feces and require sporulation in the environment before becoming infective. In ambient temperatures, sporulation occurs in 1–2 weeks.21 Cold, heat, and desiccation can significantly delay sporulation and extreme conditions can prevent it. Cyclospora are ubiquitous throughout the world, with a cyclical incidence greatest in the spring and summer.21,22 Cyclospora are spread through fecal-oral transmission, and have been implicated in several outbreaks in the United States. Most notably, raspberries from Guatemala have caused outbreaks in North America over several different growing seasons. In 1996–1997, almost three thousand cases of cyclosporiasis were traced to Guatemalan raspberries, despite thorough attempts at disease eradication. Other fresh produce, such as basil and lettuce, and water contamination have also caused outbreaks.20,21 Cyclospora’s clinical syndrome is similar to the other enteric protozoa, though in immunocompetent individuals it may be longer and have a cyclical pattern. Treatment and prevention are similar to Isospora.
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INTRODUCTION

Nosocomial or hospital-associated infections are adverse patient events that affect approximately 1.7 million persons and contribute to approximately 99,000 deaths annually in the United States. The annual economic burden of these infections in the United States is estimated at $6.7 billion per year, in 2002 prices. Hospital-associated infections are one of the most common complications affecting hospitalized patients. One type of hospital-associated infection, surgical-wound infection, constitutes the second largest category of all hospital-associated adverse events, after drug-related events.

During the past decade, health care in the United States has been increasingly delivered in a variety of settings, such as outpatient, long-term care, and home health settings. Invasive procedures are now frequently performed on an outpatient basis. Although the U.S. population has grown about 38% since the 1970s, the number of hospital admissions remains at 1975 levels (36.3 million in 2002 compared to 36.2 million in 1975); in contrast, the number of outpatient visits increased 2.5 times (to 640.5 million from 254.8 million). Further, the number of certified ambulatory surgical centers increased tenfold, from 336 in 1985 to 3371 in 2002. These changes result in an inpatient population that is more likely to have severe illnesses and be older.

Because of the evolution in health care, the term “health care-associated infection” (HAI) has become more appropriate than “nosocomial infection,” since the latter is restricted to the hospital setting. Within hospitals, for many years, the highest rates of infections were observed in intensive care units (ICUs). However, recent studies have shown that procedures that pose a risk of infections (e.g., use of central venous catheters (CVC)) are also frequent outside ICUs. One study involving six medical centers revealed that 29% of 2459 patients had CVCs including 7–39% (mean 24%) of non-ICU patients.

The epidemiology of HAI is best described in hospital ICUs and will be the focus of this chapter.

In general, HAI s are infections that are not present or incubating at the time of admission to the hospital or health-care facility. Infections are the most frequent adverse event in health care and occur at a rate of approximately 5–10 per hundred admissions. Many HAI s are associated with an increased length of stay, prolonged therapy, and increased costs. Mortality is high: 26.6% of all deaths in a multihospital study were associated with an HAI. Among persons with a health care-associated bloodstream infection, the attributable mortality can be higher (35%).

Data from the Study on the Efficacy of Nosocomial Infection Control (SENIC) suggested that about a third of hospital-associated infections could have been prevented in the mid-1970s if effective infection control programs were in place; however, a review of more recent studies suggests that preventability might range from 10% to 70% depending on the setting, the study methods, the baseline infection rates, and the type of HAI. Given the high cost of HAI s and increases in the costs of health care in the United States, there are strong financial incentives and benefits for hospitals to implement and maintain an effective infection control program.

EPIDEMIOLOGY

General risk factors for HAI include factors related to the patient, the disease, and the management and treatment of the disease. As in other settings, three elements are needed for transmission of infection in health care: a source of infection, a susceptible host, and a mode of transmission. In health care, the source is frequently a human and less frequently the environment. The host susceptibility varies and is influenced by characteristics such as age, nutritional status, comorbidities, and severity of underlying disease. Diagnostic procedures, various medical devices, and medical or surgical therapy may breach the normal host defenses and predispose to infections. Potent immunosuppressives, chemotherapy, and antibiotics may affect the host’s normal colonizing flora, cause skin and mucosal membrane breakdown, and impair immune system function. Mode of transmission of organisms can be one of three primary routes: contact (direct or indirect), respiratory droplet, and air-borne.

Limiting potential for transmission requires various strategies. Prospective hospital surveillance may identify clusters of a particular type of infection or a specific infectious agent at an early stage. Importantly, investigation of the reservoirs of organisms and modes of transmission may allow effective interventions to be planned and implemented. Appropriate use of diagnostic procedures, invasive
Infections by Site

The frequency of HAI also varies by body site and has changed over time. In the United States, in 2002, the most frequent HAIs overall were urinary tract infections (UTI) (32%), followed by surgical site infections (SSI) (22%), bloodstream infections (BSI) (14%), and pneumonia (15%).1

Urinary Tract Infections

The greatest risk factor for UTIs is the use of urinary catheters,31 and utilization of urinary catheters is high in adult ICUs (from 56–85% of patient-days).30 In medical ICUs, the mean rate of UTIs was 5.1 per 1000 catheter-days during 2002–2004.30 Catheter-related UTIs occur in about 15% of catheterized patients.32 The typical UTI prolongs hospital stay by an average of 1.2 days.31 Urinary catheters might be needed for short or long term; the major indication for long-term use is urinary retention. Duration of catheterization is the most important risk factor for the development of catheter-associated bacteriuria.45,46

Prevention of UTI starts with limiting the use of urinary catheters to necessary clinical indications and not for convenience of care.56 Consideration of the risks and benefits of catheterization has led to development of more limited indications for its use. Alternative approaches to catheterization have included patient training and biofeedback, medications, surgery, and use of special clothes and pads. If a urinary catheter must be used, minimizing the duration of catheterization and maintaining a closed drainage system are recommended as measures to prevent bacteriuria. Aseptic technique is recommended during insertion, as is securing the catheter after insertion to prevent movement and urethral traction.56 Several studies have demonstrated effectiveness of using urinary catheters impregnated with silver, in order to prevent UTI.57 The single measure most likely to prevent cross transmission of urinary pathogens is good hand hygiene after caring for each patient.58,59

Four pathogens were each associated with at least 10% of the UTIs reported to NNIS from ICUs from 2000–2004: Escherichia coli (18%), Candida albicans (17%), Enterococcus spp. (13%), and Pseudomonas aeruginosa (11%). Other UTI pathogens reported to NNIS were associated with <10% of UTIs: Klebsiella pneumonia (6%), Enterobacter spp. (4%), coagulase-negative staphylococci (3%), Staphylococcus aureus (2%), Acinetobacter spp. (1%), and Serratia marcescens (1%) (CDC unpublished data).

Surgical-Site Infections

SSI constitute the second largest category of adverse events.5 SSIs result in increased morbidity, prolonged hospital stays, and increased direct costs.41 Rates of infection after surgery vary widely by surgical procedure,56 and feedback of infection rates is helpful in preventing infections.79 Among NNIS hospitals from January 1992–June 2004, the rate of SSI varied from a low of 1.8 per hundred procedures for certain surgeries of the musculoskeletal system to a high of 12.5 per hundred procedures for those of the head and neck.50

Patient factors and factors associated with the wound affect the risk of infection. Adjustment for severity of risk of SSI rates requires the collection of additional information, such as wound classification (clean, clean-contaminated, contaminated, or dirty-infected), the physical status of the patient (using the American Society of Anesthesiology score ranging from 1 or healthy to 5 or moribund), and duration of the operative procedure.80 In large part because use of laparoscopes was found to be associated with lower risk of SSI, the risk adjustment index incorporates a modification for laparoscope use.81 Most SSIs become evident after discharge;82 therefore post-discharge surveillance should be considered in institutions.

Guidelines for preventing SSIs have been developed by the Healthcare Infection Control Practices Advisory Committee (HICPAC);47 general recommendations based on the strongest scientific evidence include postponing surgery until any remote site infections resolve, not removing hair preoperatively, administration of prophylactic antimicrobials only if necessary, administration of intravenous antimicrobials timed to ensure bactericidal levels from the time the incision is made to hours after the incision is closed.83

The organisms associated with contamination of a surgical site vary by procedure, but overall, from 2000–2004 in NNIS hospitals, the pathogens most frequently associated with SSI were S. aureus (19%), Enterococcus spp. (16%), coagulase-negative staphylococci (13%), P. aeruginosa (9%), Enterobacter spp. (7%), E. coli (6%), and C. albicans (5%). Other pathogens were associated with 53% of SSI including K. pneumonia, S. marcescens, and Acinetobacter spp.

Bloodstream Infections

An estimated one-half of all BSIs are health care-associated.48 During 2002–2004 in NNIS hospitals, mean rates of central-line associated BSI ranged from 2.7 to 7.4 infections per 1000 catheter-days. The mean cost of a BSI is about $35,000.49 Mortality is high: an estimated 14% of hospital deaths may be associated with BSIs,46 and the attributable mortality is about 23%.49 Among neonates in high-risk nurseries, the bloodstream is the most common site of HAI.49,50

BSIs can be primary, when the isolation of a bacterial bloodstream pathogen occurs in the absence of an infection at another site, or secondary, when bacteria are isolated from the blood during an infection at another site with the same organism, for example, a UTI. Most primary BSIs are associated with the use of CVCs. Thus, prevention should include efforts to restrict use of catheters and remove catheters that are no longer necessary. For example, in dialysis patients, rates of BSI are lower among patients with fistula and graft vascular accesses compared to those with catheters.50 Other important prevention recommendations are described in guidelines developed by HICPAC.51 These include training of health-care workers, hand hygiene, aseptic insertion technique, selection of catheter insertion site, and site care.

The pathogens associated with BSI have changed over time.50 For example, the frequency of BSI associated with coagulase-negative staphylococci in NNIS hospitals was 27% during 1986–1989 and 35% during 2000–2004. Two other pathogens were frequently associated with BSI during 2000–2004: Enterococcus spp. (15%) and S. aureus (14%). The frequency of BSI associated with antimicrobial-resistant organisms is increasing.52 To address this problem, the Centers for Disease Control and Prevention (CDC) launched a campaign to prevent antimicrobial resistance in health-care settings in 2002.53 This campaign targets clinicians and focuses on four strategies: (a) prevent infections, (b) diagnose and treat infection effectively, (c) use antimicrobials wisely, and (d) prevent transmission (see resources section for more information).

Pneumonia

Pneumonia and lower respiratory infections are associated with significant morbidity, mortality, and costs.54 The greatest risk factor for health care-associated pneumonia is the use of mechanical ventilation.54 In the United States, ventilator-associated pneumonia (VAP) occurs at a mean rate ranging from 4.4 to 15.2 infections per
1000 ventilator-days in adult ICUs; in pediatric ICUs, the mean rate is lower (2.9 infections per 1000 ventilator-days). Utilization of ventilators among patients reported to NNIS ranged from a mean of 25% to 71% during 2002-2004.56 Attributable mortality of VAP ranges; in one community hospital it was 13%57 but in special populations can be greater.57

Multiple factors are associated with development of VAP and mortality. Risk factors for VAP include comorbid conditions such as burn, trauma, central nervous system disease, and cardiac and respiratory disease.58 Strategies to prevent VAP and other acute respiratory infections were recently developed by HICPAC.54 These include appropriate infection control of equipment and devices, hand hygiene, and standard precautions. The guidelines also address prevention of VAP and other infections outside of acute care hospitals; among these, vaccination is recommended for primary prevention of influenza.

Two pathogens were most frequently associated with VAP in NNIS hospitals during 2000–2004: S. aureus (26%) and P. aeruginosa (16%). Other pathogens were less frequent, including Enterococcus spp. (9%), K. pneumonia (6%), Acinetobacter spp. (6%), S. marcescens (5%), C. albicans (4%), E. coli (4%), and Haemophilus influenzae (3%).

Other Health-Care Settings
With the delivery of health care expanding to a variety of settings outside of acute care hospitals, infection control programs will need to be developed and implemented in those settings.

Long-Term Care Facilities
In 2002, approximately 1.5 million persons 65 years of age and older resided in a nursing home.59 Care for elderly patients is complicated by the interaction of multiple risk factors, including age and its associated decrease in immunity;60 multiple co-morbidities, including cognitive impairment;61 decreased functional status (e.g., urinary and fecal incontinence, immobility);59 long-term exposure to medical devices (e.g., urinary catheters); and an environment that supports opportunities for person-to-person transmission of pathogens during routine group activities such as dining, physical therapy, or recreational activities.

Outpatient Dialysis Centers
In 2003, there were over 250,000 chronic hemodialysis patients and about 4000 hemodialysis centers.62 Dialysis patients are at high risk for HAI for several reasons.63 They require vascular access for prolonged periods for their hemodialysis; they are immunosuppressed and more susceptible to infection; they require frequent hospitalizations and surgery; and frequently have comorbidities.64 Antimicrobial resistance is an important issue for dialysis patients because they often receive antimicrobials including vancomycin; five of the first six patients with vancomycin intermediate or fully resistant Staphylococcus aureus were dialysis patients.64 Vascular access is the strongest risk factor for infection; grafts and fistulas should be preferred over temporary and permanent catheters;65 other recommendations to prevent infections have been developed for peritoneal and hemodialysis patients.66,67,68 Primary prevention in the form of an S. aureus vaccine is uncertain.69

Home Care and Other Outpatient Settings
Outpatient care is delivered in multiple settings, including outpatient clinics within hospitals, non-hospital-based physician and dentist offices, public health clinics, and ambulatory surgical centers. In 2002, about half of the U.S. population made at least one visit to a doctor’s office or emergency room or had a home health-care visit.4 Of all surgical procedures in community hospitals in 2002, 63% were on outpatients compared with 16% on outpatients in 1980.4 In 2000, 1.3 million patients were enrolled in home care.4 Although patients receiving care in outpatient settings might not be more susceptible to HAI, invasive procedures in outpatient settings carry the risk of infections. There are few data on HAI in outpatient settings; however, several outbreaks have been reported, usually related to breaks in basic infection control. Unsafe injection practices, reuse of syringes and needles, and contamination of multiple-dose medication vials have been associated with transmission of infections in outpatient settings.65-68 Intravenous infusion therapy has been identified as an important risk for infections in home care patients.70

Antimicrobial Resistance and Emerging Infections
The frequency of HAI associated with resistant pathogens has increased substantially over the past decade. Resistant infections are frequently associated with increased mortality, morbidity, and costs;71 however, the factors contributing to increasing resistance are complex.72 To control resistance, a strategy is necessary that includes a monitoring system for antimicrobial use and associated outcomes, development of guidelines for control of antimicrobial use, and appropriate implementation of infection control.73 During the last several decades, the prevalence of multi-drug-resistant organisms in the U.S. hospitals and medical centers has increased steadily. Methicillin-resistant S. aureus (MRSA), first recognized in the 1960s, became endemic in many hospitals during the 1990s. MRSA in NNIS hospitals increased from 29% of HAIs in ICUs in 199174 to 64% in 2004.75-77 Although resistance is a global problem, prevalence of resistance in HAIs appears to be highest in the United States.76

In 1996, the first clinical isolate of S. aureus with reduced susceptibility to vancomycin was reported (VISA), and as of December 2004, 12 VISA infections had been confirmed in patients in the United States.77 In June 2002, the first clinical isolate of vancomycin-resistant S. aureus (VRSA; vancomycin MIC greater than 32 μg per mL) was identified and by February 2005, two additional cases had been reported in the United States.78

Infection control programs have been important in the control of emerging threats. Following the terrorist attacks on September 11, 2001, and the subsequent outbreaks of anthrax, health-care facilities developed plans to address bioterrorism preparedness and response. In 2003, health-care facilities were at the center of the severe acute respiratory syndrome (SARS) outbreak—a newly discovered respiratory disease caused by SARS-Corona virus that emerged in China and spread globally.81 The infection control issues to be addressed in response to natural or intentional infectious threats include preventing transmission among patients, health-care personnel, and visitors; identifying persons who may be infected or exposed; providing treatment and prophylaxis; protecting the environment; and providing appropriate staffing.

Components of Effective Infection Control Programs
A model infection control program, recommended by CDC, the American Hospital Association, and the Joint Commission on the Accreditation of Healthcare Organizations, was adopted in principle by many U.S. hospitals by the mid-1970s.82 CDC conducted the SENIC in the late 1970s to evaluate the effectiveness of hospital infection control programs.83 This study demonstrated that hospitals with active surveillance and control programs had significantly fewer infections than did hospitals without such programs. The SENIC study also found that four elements were associated with effective programs:1 an active infection surveillance system with reporting of results to staff members;2 presence of vigorous control measures designed to eliminate recognized hazards;3 at least one full-time infection control practitioner for every 250 beds; and4 a physician on the staff knowledgeable about hospital-associated infections who took an active part in the infection control program.

Most infection control teams in the United States consist of a hospital epidemiologist and one or more infection control practitioners. The traditional duties of the infection control team include the collection and analysis of surveillance data, assisting in the development of infection control policies and procedures, and providing education and consultation to other hospital personnel. The team also...
plays a critical role in advising the hospital’s medical staff and administration about the clinical implications of patient-care practices, occupational infections, and quality improvement. Changes in the healthcare delivery system and the emergence of new infections and bioterrorism added even more activities and responsibilities to the infection control team. A study using the Delphi method examined infection control activities in 2001 and recommended a ratio of 0.8–1.0 ICP for every 100 occupied acute-care beds. However, despite the additional responsibilities, the ratio of one infection control practitioner for every 250 acute-care beds has continued in many health-care facilities in the United States since the 1976 SENIC project.

**Surveillance**

Surveillance is a first step in describing any public health event, and, in the area of HAIs, implementation of surveillance is associated with a decline in infection rates in participating hospitals. In the United States, methods for monitoring HAIs evolved from a hospital-wide system that counted the number of infections to the application of standardized case definitions and methods that allow risk-adjusted comparisons today. NNIS was an example of a hospital-based, systematic, voluntary, and confidential reporting system. Infection control practitioners are largely responsible for conducting surveillance activities in hospitals in addition to meeting many other demands, and resources are increasingly limited. Health-care surveillance systems are challenged to capture events associated not only with infections but also with medical errors, indicators for quality of patient care, and potential bioterrorism. Mandatory public reporting of HAI by health-care facilities has been enacted in several states. The perceived purpose of public reporting is to improve health-care quality through consumer choice; however, no data are available to support the effectiveness of public reporting. Although HICPAC has not recommended for or against public reporting, guidance from HICPAC includes the use of existing public health surveillance methods and feedback to health-care providers before public release of HAI data.

NNIS started in 1970 as a partnership between CDC and volunteer hospitals in the United States. Through the partnership, protocols and definitions were developed, and prospective, hospital-wide surveillance for HAIs was initiated. In 1986, the focus of surveillance in NNIS shifted to patient-care areas with the highest infection rates and the collection of data that allowed risk adjustment and comparison of rates across hospitals. The four components of NNIS were adult and pediatric ICU, high-risk nursery, surgical patient, and antimicrobial use and resistance. A standard protocol was used for each component. The standardization of definitions and the collection of denominators such as days of device utilization or risk factors for SSI are necessary for comparisons across hospitals. A description of the NNIS system, definitions, and data collection forms are available.

Hospital participation in NNIS was restricted due to limitations in resources and an emphasis on larger hospitals; however, in 2005, NNIS integrates with dialysis and health-care worker surveillance into the National Health-care Safety Network (NHSN). This change allows broader participation of hospitals and other health-care facilities over time and improves the utility of surveillance for prevention and quality improvement. An example of how the NHSN can support prevention efforts is through collection of process measures as performance indicators (e.g., the use of sterile barrier precautions during catheter insertion). Pilot testing is underway to determine whether feedback of information on process of care can increase adherence to recommended practices.

In the past few years, efforts to improve the efficiency of surveillance include the use of computer algorithms to identify patients likely to have an HAI. In addition, the sensitivity of SSI surveillance can be improved by using electronic data. These practices standardize case finding and create efficiencies by targeting the review of medical records. CDC has explored simplification of HAI surveillance; one example is sampling for the number of days a catheter is used among patients to create an estimated denominator for SSI rates. Preliminary data suggest that counting patient-days and estimating catheter-days from a sample of days or months is a promising approach that permits risk adjustment while potentially reducing the burden of collecting data on catheter-days.

**Investigation of HAIs**

Even in hospitals with exemplary infection control programs, epidemic and endemic infections continue to occur. Usually, an infection control committee oversees the HAI investigation activities of the hospital’s infection control team. Occasionally, however, outside assistance is required from local or state health departments or the CDC. Most epidemiologic investigations are case-control studies, although other study designs, such as retrospective cohort or cross-sectional studies, can be useful.

**Infection Control and Prevention**

Preventing HAIs is an integral part of the national safety agenda in response to the Institute of Medicine’s report To Err Is Human: Building a Safer Health System. The systematic collection and analysis of data on HAIs have yielded critical, evidence-based information that can improve infection prevention and control. Data from the NNIS system have shown that during 1990–1999, risk-adjusted infection rates decreased for all three body sites (i.e., respiratory tract, urinary tract, and bloodstream) monitored in ICUs. BSI rates decreased substantially in medical ICUs (44%), coronary ICUs (43%), pediatric ICUs (32%), and surgical ICUs (31%).

Data from the NNIS system have generally been used to motivate hospitals with higher than expected infection rates to strive for the relevant national benchmark. However, with this approach, hospitals might not assess the preventability of infections unless the institution’s rates are high or increasing. Several hospitals, however, are adopting “zero” preventable infections as a goal. Continuous quality improvement efforts, which focus on a continuous cycle of event tracking and process improvement, can be applied to reduce serious medication errors. Most preventable HAIs are related to specific patient-care practices, and guidelines are available to minimize their infection risk.

In addition, hospitals should develop and implement policies for isolation of patients with potentially communicable diseases, use of antimicrobial agents, and control of the hospital environment.

In the last few years, several new strategies have been developed and evaluated to improve prevention of HAIs. Advances in information technology have been adopted for use in health care, and several applications can help identify and prevent HAIs, including computerized decision support systems, personal digital assistants for data collection and management of patients, and web-based systems for education and training. Another example is the improvement in strategies to prevent BSIs. Randomized, controlled trials have demonstrated that strategies such as preparing the skin with chlorhexidine antiseptic, using maximal sterile barrier precautions, and using a CVC with anti-infective properties can significantly reduce the risk of catheter-related infections.

Since 2002, hand hygiene products such as alcohol-based rubs containing an emollient that do not require the use of water have been recommended in U.S. health-care facilities to improve adherence to hand hygiene. Adherence to recommended hand hygiene is the single most important practice to reduce the transmission of infectious diseases in health-care settings.

Despite advances in technology and several studies showing the efficacy of new strategies to prevent HAI, studies suggest that healthcare worker adherence to recommended infection control practices varies widely, from 5% to 81%. Improving adherence to infection control practices requires a multifaceted approach that incorporates continuous assessment of both the individual and the work environment. Studies have shown that an educational program directed to nurses and physicians may significantly improve adherence to infection control practices and reduce the incidence of infections in specific units. Once achieved, high levels of adherence need to be maintained for behaviors to become routine. Continued surveillance will help inform action, if necessary.
RESOURCES FOR SURVEILLANCE AND CONTROL OF HAI

- Centers for Disease Control and Prevention: Rates of HAI, device utilization, resistant pathogens, and use of antimicrobials are published annually in the American Journal of Infection Control and are available from the CDC website (http://www.cdc.gov/ncidod/hai/default.htm). Guidelines for prevention and control of HAI are developed in partnership with HICPAC. The Campaign to Prevent Antimicrobial Resistance is a resource for health-care facilities to educate clinicians about a comprehensive strategy to prevent and control resistance. This campaign targets clinicians and focuses on four strategies: (a) prevent infections, (b) diagnose and treat infection effectively, (c) use antimicrobials wisely, and (d) prevent transmission. Within these four strategies, the campaign consists of multiple evidence-based 12-step programs targeted to clinicians who treat various specialty-specific patient populations (i.e., hospitalized adults, hospitalized children, surgical patients, patients in dialysis, and residents in long-term care) www.cdc.gov/drugresistance/healthcare. Guidance and educational materials for improving hand hygiene are also available (http://www.cdc.gov/handhygiene/). In addition, CDC provides technical assistance with outbreaks of HAI and protocols for monitoring and reporting VRSA and VISA.

- The Association for Professionals in Infection Control and Epidemiology (APIC; http://www.apic.org/AM/Template.cfm?Section=Home) and the Society for Healthcare Epidemiology in America (SHEA; http://www.shea-online.org) are professional organizations of persons working in infection control and infection control program. Both conduct training activities in infection control and surveillance for HAI.

- The Joint Commission on Accreditation of Healthcare Organizations (JCAHO) requires that accredited hospitals have an active infection control program, an infection control committee, and specific written infection control policies and procedures for each of the hospital’s departments. The JCAHO also requires written definitions of nosocomial infections, a system for reporting of infections, laboratory support for infection control, an active employee health program, and review of antibiotic use.

- The American Hospital Association’s Committee on Infections within Hospitals has published guidelines for establishing infection control programs.

- State health departments and universities provide training courses and advice or assistance in conducting epidemiological investigations.
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FURTHER READINGS

INTRODUCTION TO ARBOVIRUSES

Arboviral, or arthropod-borne diseases are among the most important emerging infections. Arthropods, of the phylum Arthropoda, are invertebrates with a chitinous exoskeleton and internal hemocoele for blood meals. Mosquitoes, ticks, sand flies (phlebotomus) and midges serve as the primary arboviral vectors. The transmission by these vectors is biologic, rather than mechanical, in that true arboviruses replicate in arthropod tissues and salivary glands prior to transmission, rather than being simply carried by vectors.1

Arboviruses produce a wide range of clinical manifestations. Primary hosts generally develop an asymptomatic viremia exemplifying a balanced host-parasite relationship. In non-susceptible hosts an abortive infection can occur in which there are no clinical manifestations or viremia, but serum antibodies can be detected.2 Because of the individual variability within host species, severe or medically recognizable disease is often dependent on age and occurs in a small fraction of the total number of individuals infected. The disease patterns of arboviruses in clinically susceptible hosts provide a basis of classification and include the following: (a) acute central nervous system disease, including aseptic meningitis, encephalitis, or encephalomyelitis; (b) undifferentiated febrile illness that can occur with or without a rash; (c) fever and arthritis with or without a rash; and (d) hemorrhagic fever, a febrile systemic illness with hemorrhagic manifestations, cardiovascular instability and varying degrees of hepatic and renal insufficiency. Arthropod-borne hemorrhagic fevers, most of which produce the hemorrhagic fever syndrome, will be described in another chapter that includes non-arthropodborne (often rodent-associated) zoonotic disease.

CLASSIFICATION OF ARBOVIRUSES

Arboviruses belong to a number of different taxonomic groups. The term arbovirus is a convenient, but imprecise, classification with different viral replication strategies and some viruses that are not transmitted by arthropods.1 Of the more than 534 viruses listed in the International Catalogue of Arboviruses, only 134 have been shown to cause disease in humans; however, those that produce unusually severe disease or are of high incidence are much fewer.3 Most medically important arboviruses are included in the seven RNA virus families of Togaviridae, Flaviviridae, Bunyaviridae, Reoiviridae, Arenaviridae, Filoviridae and Rhabdoviridae4 (Table 15-1).

EPIDEMIOLOGY OF ARBOVIRUSES

The distribution and incidence of arbovirus infections are affected by epidemiological, ecological, and biological factors including geographical barriers, geographical distribution of hosts and vectors, climate, seasonal variations, the complexity of vector-host transmission cycles and viral recrudescence and survival mechanisms (Table 15-2).

Geographical Distribution

Geographical distribution may be physical or biological. Geophysical barriers such as a mountain range or body of water may limit vector and host distribution. However, there has been a resurgence and geographical spread of arboviruses due to changes in global demographics and modern transportation.5 Furthermore, expansion of global air travel and sea trade routes has provided mechanisms for viruses to break out of their natural habitats and become established in new locations providing permissive conditions for the occurrence of epidemics.

Biologic barriers that may limit the geographical distribution of arbovirus infections are determined by the presence or absence of susceptible vertebrate hosts and competent arthropod vectors. Viruses that utilize avian hosts tend to be more widely distributed than those viruses that utilize small terrestrial mammals with restricted territories and migration.6 Relative non-susceptibility of arthropod vectors or hosts to a particular virus also limits distribution. These biological factors are possible explanations for the absence of yellow fever epidemics in Ghana, despite the presence of the appropriate vector species and hosts.7 In developed countries improved sanitation, living conditions and lifestyle changes have significantly impacted the prevalence of vector-borne disease.8

Epidemiologic evaluations also show that the distribution of a virus may be much wider than that of the associated disease. Explanations for these discrepancies include the following: (a) the vector may have minimal interaction or be only weakly attracted to human hosts; (b) the virus may circulate only in remote, inaccessible areas rarely visited by humans or be under minimal medical surveillance; and (c) viral strains have reduced virulence in humans.9
TABLE 15-1. CLASSIFICATION OF MEDICALLY IMPORTANT ARBOVIRUSES

<table>
<thead>
<tr>
<th>Family</th>
<th>Transmission</th>
<th>Host</th>
<th>Syndrome</th>
</tr>
</thead>
<tbody>
<tr>
<td>Arenaviridae</td>
<td>Aerosolized</td>
<td>Rodents</td>
<td>Lymphocytic choriomeningitis</td>
</tr>
<tr>
<td>Arenaviridae</td>
<td>Aerosolized</td>
<td>Rodents</td>
<td>Lassa fever</td>
</tr>
<tr>
<td>Arenaviridae</td>
<td>Aerosolized</td>
<td>Rodents</td>
<td>South American Hemorrhagic Fever: Machupo, Junin, Guanarito, Sabia</td>
</tr>
<tr>
<td>Bunyaviridae</td>
<td>Mosquitoes</td>
<td>Rodents</td>
<td>La Crosse encephalitis</td>
</tr>
<tr>
<td>Bunyaviridae</td>
<td>Mosquitoes</td>
<td>Rodents</td>
<td>California encephalitis</td>
</tr>
<tr>
<td>Filoviridae</td>
<td>Nosocomial</td>
<td>Unknown</td>
<td>Marburg virus</td>
</tr>
<tr>
<td>Filoviridae</td>
<td>Nosocomial</td>
<td>Unknown</td>
<td>Ebola virus</td>
</tr>
<tr>
<td>Flaviviridae</td>
<td>Mosquitoes</td>
<td>Humans</td>
<td>Dengue encephalitis</td>
</tr>
<tr>
<td>Flaviviridae</td>
<td>Mosquitoes</td>
<td>Birds</td>
<td>Japanese encephalitis</td>
</tr>
<tr>
<td>Flaviviridae</td>
<td>Mosquitoes</td>
<td>Birds</td>
<td>Murray Valley encephalitis</td>
</tr>
<tr>
<td>Flaviviridae</td>
<td>Mosquitoes</td>
<td>Birds</td>
<td>St. Louis encephalitis</td>
</tr>
<tr>
<td>Flaviviridae</td>
<td>Mosquitoes</td>
<td>Birds</td>
<td>West Nile encephalitis</td>
</tr>
<tr>
<td>Ticks</td>
<td>Small Mammals</td>
<td>Rodents</td>
<td>Powassan</td>
</tr>
<tr>
<td>Ticks</td>
<td>Rodents, Small Mammals</td>
<td>Tick-borne encephalitis</td>
<td></td>
</tr>
<tr>
<td>Reoviridae</td>
<td>Rodents, Small Mammals</td>
<td>Colorado Tick Fever</td>
<td></td>
</tr>
<tr>
<td>Rhabdoviridae</td>
<td>Animal bites</td>
<td>Bats, Raccoons</td>
<td>Rabies</td>
</tr>
<tr>
<td>Togaviridae</td>
<td>Mosquitoes</td>
<td>Birds, Rabbits</td>
<td>Western equine encephalitis</td>
</tr>
<tr>
<td>Togaviridae</td>
<td>Mosquitoes</td>
<td>Rodents</td>
<td>Venezuelan equine encephalitis</td>
</tr>
</tbody>
</table>

Seasonal Distribution and Chronology of Epidemics

Climate and seasonal variations play an important role in the epidemiology of arboviral infections due to the impact on vector density and activity. Seasonal variations typically correspond to vector breeding cycles and periods of peak population density. In temperate zones, vector density is highest from late spring through early fall. In tropical regions, the rainy seasons are associated with high vector density. Even with the same vector and hosts, the seasonal distribution of arboviral diseases may vary due to the duration of replication, viremia and incubation. The mosquito vector *Culex tarsalis* and birds serve as the respective vector and reservoir host for both Western equine encephalitis and St. Louis encephalitis. Western equine infections occur in early summer, but due to greater temperature dependence for replication and vector transmission, prolonged vector incubation and brief host viremia, St. Louis infections occur in late summer and fall.11,13

VARIOUS AFFECTING VECTOR-HOST TRANSMISSION CYCLES

Arboviral transmission cycles may be simple, involving only one host and one vector, such as dengue and yellow fever, or more complex with enzootic cycles, involving one or more vector species and animal hosts. The viral susceptibility of the vector and host and the ability of the host to mount a viremic response are important determinants in arboviral transmission.

After ingestion of a blood meal from a viremic vertebrate, the vector develops a systemic infection that eventually affects the salivary glands. This period of vector viremia typically lasts 1–3 weeks and is called extrinsic incubation. Upon completion of extrinsic incubation, an arthropod is capable of transmitting the virus to another susceptible vertebrate at the next blood meal. Therefore, the role of the vector is biological and dynamic, because active viral replication occurs within the vector providing a secondary reservoir for amplification for true arboviruses. The viral biology creates a highly efficient means for transmission: a small inoculum of virus into the arthropod vector can be greatly amplified.

Several factors related specifically to the vector, such as abundance, longevity and host preference, determine the rate of viral transmission and the risk of epidemics. Vector abundance depends on factors that affect breeding and survival. For example, climactic and environmental variations dramatically impact vector abundance accounting for many of the seasonal variations in arboviral infections. As an illustration, human and equine cases of Western equine encephalitis appear only when the density of *C. tarsalis* vectors reaches 3.2 adult females per light trap night.11,14 Yet extremely high vector densities may actually inhibit viral transmission due to host-avoidance behaviors or changes in host-selection patterns. Longevity is critical, since even a brief prolongation in vector lifespan may increase the proportion of the vector population capable of transmitting virus.15 The host preference of a vector species is also epidemiologically important, since vectors that are strongly attracted to reservoir hosts and are highly anthropophilic are ideal vectors. Host preferences may change during a season: the vectors of Western equine and St. Louis encephalitis viruses shift from predominant avian feeding in early summer to mammals, including humans, in late summer.16 This is ideally suited to viral amplification and often results in spillover to human populations.

**Important Vectors: Mosquitoes and Ticks**

Mosquitoes require aquatic habitats for oviposition (deposition or laying of eggs) and larval development. Suitable habitats that promote breeding vary by species, but are areas that hold standing water. Natural habitats include salt- and freshwater marshes, mangroves, swamps, lakes, ponds, streams, rain pools and tree holes. Man-made mosquito habitats include storm water control ditches, floodwaters, irrigation system runoff and man-made receptacles, such as discarded rubber tires.16 Viruses that utilize mosquito vectors adapted to habitats that are in close proximity to human populations tend to be responsible for the major epidemic diseases.

Most mosquito-borne arboviruses develop highly evolved and specialized relationships with vectors and hosts, thereby minimizing the jump to a new vector and reservoir host. However, there are a few examples of viruses that are transmitted by a wide array of taxonomically and ecologically different vectors.17 Ticks transmit the widest variety of pathogens of any blood-feeding arthropod. The two well established families of ticks include Ixodidae, hard ticks, and Argasidae, soft ticks. Both are important vectors of zoonoses and disease. Ticks have complicated life histories in order to optimize contact with susceptible hosts. During the larval, nymph and adult stages, the tick may seek a different host, which adds to the complexity of the transmission cycle. For example, Dermacentor andersoni, the hard tick vector for Colorado tick fever is a three-host tick, feeding on a different host during each life stage.17 Tick-borne infections tend to be endemic rather than epidemic due to lower vector densities and specialized and focal ecological niches.18 Some tick-borne viral populations may be amplified without the need for virus replication in the vertebrate host. For example, attached, infected ticks may transfer certain viruses, such as orthomyxoviruses, flaviviruses, and nairoviruses, directly to co-feeding uninfected ticks via the host’s tissue lymphatics and macrophages without the need for vertebrate host viremia or viral replication.19,20
TABLE 15-2. CHARACTERISTICS OF SELECTED ARBOVIRAL INFECTIONS

<table>
<thead>
<tr>
<th>Predominant Season</th>
<th>Syndrome and Pattern</th>
<th>Virus</th>
<th>Vector</th>
<th>Animal Hosts</th>
<th>Geographical Distribution</th>
<th>Incubation</th>
<th>Treatment</th>
<th>Vaccine</th>
<th>Laboratory Data</th>
<th>Differential Diagnosis</th>
</tr>
</thead>
<tbody>
<tr>
<td>March–November</td>
<td>Encephalitis Endemic</td>
<td>Colorado Tick</td>
<td>Tick</td>
<td>Mammals</td>
<td>Western United States and Canada</td>
<td>3–4 days</td>
<td>Supportive</td>
<td>N/A</td>
<td>Serology positive 10-14 days after symptoms onset; PCR available</td>
<td>Other arboviral encephalitides, Ehrlichiosis, Lyme Disease, Q Fever, Relapsing Fever, Rocky Mountain Spotted Fever, Tularemia</td>
</tr>
<tr>
<td>(peak April–June)</td>
<td></td>
<td>Fever</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Viral isolation from blood, CSF or tissue; Serological; IgM in CSF; PCR available</td>
<td>Other arboviral encephalitides, Ehrlichiosis, Lyme disease</td>
</tr>
<tr>
<td>March–November</td>
<td>Encephalitis Endemic</td>
<td>Tick-borne</td>
<td>Tick</td>
<td>Mammals</td>
<td>Eurasia</td>
<td>7–14 days</td>
<td>Supportive</td>
<td>Not available in U.S.</td>
<td>Viral isolation from blood, CSF or tissue; IgM in CSF; PCR available</td>
<td>Other arboviral encephalitides, Ehrlichiosis, Lyme disease</td>
</tr>
<tr>
<td>(peak June–July)</td>
<td></td>
<td>encephalitis</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Serology positive 10-14 days after symptoms onset; PCR available</td>
<td>Other arboviral encephalitides, Ehrlichiosis, Lyme disease</td>
</tr>
<tr>
<td>April–September</td>
<td>Encephalitis</td>
<td>Western equine</td>
<td>Mosquito</td>
<td>Birds, horses</td>
<td>Americas</td>
<td>~7 days</td>
<td>Supportive</td>
<td>Inactivated equid vaccine</td>
<td>Viral isolation from CSF, blood or tissue; Serology; IgM in CSF; PCR available</td>
<td>Other arboviral encephalitides, Bartonellosis, Brain abscess, Cytomegalovirus, Herpes Simplex, Histoplasmosis, Leptospirosis, Lyme Disease, Malaria, Mycoplasma Infection, Naegleria Infection, Rheumatoid Arthritis, Stroke, Subarachnoid Hemorrhage, Systemic Lupus Erythematosus, Toxoplasmosis, Tuberculosis</td>
</tr>
<tr>
<td>(peak July–August)</td>
<td>Endemic–Epidemic</td>
<td>encephalitis</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Viral isolation from blood, CSF or tissue; Serology; IgM in CSF; PCR available</td>
<td>Other arboviral encephalitides, Bartonellosis, Brain abscess, Cytomegalovirus, Herpes Simplex, Histoplasmosis, Leptospirosis, Lyme Disease, Malaria, Mycoplasma Infection, Naegleria Infection, Rheumatoid Arthritis, Stroke, Subarachnoid Hemorrhage, Systemic Lupus Erythematosus, Toxoplasmosis, Tuberculosis</td>
</tr>
<tr>
<td>April–December</td>
<td>Encephalitis</td>
<td>West Nile virus</td>
<td>Mosquito</td>
<td>Wild birds</td>
<td>Americas, Eurasia, Africa, Middle East, Australia</td>
<td>2–15 days</td>
<td>Supportive</td>
<td>N/A</td>
<td>Culture from blood within 1st 2 weeks of infection; Serology; PCR available</td>
<td>Other arboviral encephalitides, Enterovirus encephalitis, Herpes Simplex encephalitis, Meningitis (bacterial, tuberculous or fungal)</td>
</tr>
<tr>
<td>(peak August–September)</td>
<td>Endemic–Epidemic</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Viral isolation from blood, CSF or tissue; Serology; IgM in CSF; PCR available</td>
<td>Other arboviral encephalitides, Enterovirus encephalitis, Herpes Simplex encephalitis, Meningitis (bacterial, tuberculous or fungal)</td>
</tr>
</tbody>
</table>

(Continued)
<table>
<thead>
<tr>
<th>Predominant Season</th>
<th>Syndrome and Pattern</th>
<th>Virus</th>
<th>Vector</th>
<th>Animal Hosts</th>
<th>Geographical Distribution</th>
<th>Incubation</th>
<th>Treatment</th>
<th>Vaccine</th>
<th>Laboratory Data</th>
<th>Differential Diagnosis (not all inclusive)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Temperate Zones:</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>May–September</td>
<td>Encephalitis</td>
<td>Japanese</td>
<td>Mosquito</td>
<td>Water birds, large mammals</td>
<td>Asia</td>
<td>5–14 days</td>
<td>Supportive</td>
<td>JE-VAX: Formalin-inactivated vaccine that is 100% immunogenic after 3 doses</td>
<td>Other arbovirus encephalitides, Enterovirus encephalitis, Herpes Simplex encephalitis, Malaria, Meningitis (bacterial, tuberculous or fungal), Typhoid fever</td>
<td></td>
</tr>
<tr>
<td>Tropical Zones:</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Asia): Year-round</td>
<td>Endemic–encephalitis</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tropical Zones:</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>May–December</td>
<td>Encephalitis</td>
<td>Powassan virus</td>
<td>Tick</td>
<td>Small mammals</td>
<td>Eastern Canada and United States</td>
<td>6–34 days (average 7 days)</td>
<td>Supportive</td>
<td>N/A</td>
<td>Serology; IgM in CSF</td>
<td>Other arboviral encephalitides, Herpes simplex encephalitis</td>
</tr>
<tr>
<td>Rare, sporadic</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>June–October</td>
<td>Encephalitis</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(peak August–</td>
<td></td>
<td>St. Louis</td>
<td>Mosquito</td>
<td>Wild birds</td>
<td>Americas, Caribbean</td>
<td>4–21 days</td>
<td>Supportive</td>
<td>N/A</td>
<td>Serology</td>
<td>Other arbovirus encephalitides, Carcinomatous meningitis, CNS vasculitis, Herpes simplex encephalitis, Meningitis (bacterial, tuberculous, or fungal), Stroke</td>
</tr>
<tr>
<td>September)</td>
<td>Endemic–encephalitis</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>July–September</td>
<td></td>
<td>California</td>
<td>Mosquito</td>
<td>Mammals</td>
<td>North America</td>
<td>3–7 days</td>
<td>Supportive</td>
<td>N/A</td>
<td>Serology; PCR available</td>
<td>Other arbovirus encephalitides, Carcinomatous meningitis, CNS vasculitis, Herpes simplex encephalitis, Meningitis (bacterial, tuberculous, or fungal)</td>
</tr>
<tr>
<td>Season</td>
<td>Encephalitis Type</td>
<td>Mosquito Vector</td>
<td>Hosts</td>
<td>Geographical Location</td>
<td>Incubation Period</td>
<td>Supportive Treatment</td>
<td>Other Diagnostic Tests</td>
<td>Other Arbovirus Infections</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-----------------</td>
<td>---------------------------</td>
<td>-----------------</td>
<td>-------</td>
<td>-----------------------</td>
<td>-------------------</td>
<td>----------------------</td>
<td>------------------------</td>
<td>---------------------------</td>
<td></td>
<td></td>
</tr>
<tr>
<td>August–September</td>
<td>Encephalitis</td>
<td>Eastern equine mosquito</td>
<td>Wild birds</td>
<td>Americas, Caribbean</td>
<td>7 days</td>
<td>Supportive</td>
<td>Serology; PCR</td>
<td>Other arbovirus encephalitides, AIDS, Bartonellosis, Brucellosis, Coxsackie viruses, Cryptococcus, Cystic Echinococcosis, Cysticerosis, Cytomegalovirus, Epstein-Barr virus, Histoplasmosis, Legionellosis, Leptospirosis, Listeria Monocytogenes, Lyme Disease, Malaria, Metabolic encephalopathy, Mumps, Naegleria Infection, Prion disease, Rabies, Reye syndrome, Toxic ingestion, Tuberculosis, Stroke</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rainy season</td>
<td>Encephalitis</td>
<td>Venezuelan equine mosquito</td>
<td>Horses, mammals</td>
<td>Americas</td>
<td>1-6 days</td>
<td>Supportive</td>
<td>Live attenuated and formalin-inactivated vaccines for laboratory exposed workers and equine</td>
<td>Virus isolation from blood or throat swab within 1–3 days of symptoms onset; Serology; IgM in CSF</td>
<td>Other arboviral encephalitides, Acute HIV infection, Coxsackieviruses, Cytomegalovirus, Echoviruses, Herpes Simplex encephalitis, Infectious Mononucleosis, Influenza, Leptospirosis, Listeria Monocytogenes, Lyme Disease, Malaria, Measles, Meningitis (bacterial, tuberculous or fungal), Naegleria infection, Norwalk virus, Poliomyelitis, Q Fever, Viral hepatitis, Yellow Fever</td>
<td></td>
</tr>
<tr>
<td>Predominant Season</td>
<td>Syndrome and Pattern</td>
<td>Virus</td>
<td>Vector</td>
<td>Animal Hosts</td>
<td>Geographical Distribution</td>
<td>Incubation</td>
<td>Treatment</td>
<td>Vaccine</td>
<td>Laboratory Data</td>
<td>Differential Diagnosis</td>
</tr>
<tr>
<td>-------------------</td>
<td>----------------------</td>
<td>-------</td>
<td>--------</td>
<td>-------------</td>
<td>--------------------------</td>
<td>------------</td>
<td>-----------</td>
<td>---------</td>
<td>-----------------</td>
<td>-----------------------</td>
</tr>
<tr>
<td>Rainy season</td>
<td>Febrile Illness</td>
<td>Dengue fever</td>
<td>Mosquito</td>
<td>Humans and other primates</td>
<td>Worldwide</td>
<td>4–14 days</td>
<td>Supportive with volume expansion and analgesics; avoid aspirin; monitor platelets and hematocrit until afebrile</td>
<td>N/A</td>
<td>Serology; PCR</td>
<td>Other arboviral diseases (Arenaviruses, Chikungunya, Ross River, Sindbis, Hemorrhagic fever viruses), Bacterial sepsis or septic shock, Enteroviral infection, Ebola virus, Influenza, Leptospirosis, Malaria, Measles, Meningitis (bacterial tuberculous or fungal), Rocky Mountain Spotted Fever, Rubella, Typhus, Viral Hepatitis, Yellow fever</td>
</tr>
<tr>
<td>Endemic year-round between latitudes 25N and 25S; Epidemic between latitudes 30N and 40S</td>
<td>Dengue fever</td>
<td>Mosquito</td>
<td>Humans and other primates</td>
<td>Worldwide</td>
<td>4–14 days</td>
<td>Supportive with volume expansion and analgesics; avoid aspirin; monitor platelets and hematocrit until afebrile</td>
<td>N/A</td>
<td>Serology; PCR</td>
<td>Other arboviral diseases (Arenaviruses, Chikungunya, Ross River, Sindbis, Hemorrhagic fever viruses), Bacterial sepsis or septic shock, Enteroviral infection, Ebola virus, Influenza, Leptospirosis, Malaria, Measles, Meningitis (bacterial tuberculous or fungal), Rocky Mountain Spotted Fever, Rubella, Typhus, Viral Hepatitis, Yellow fever</td>
<td></td>
</tr>
<tr>
<td>Endemic- fever mosquito monkeys, of Brazil, Peru</td>
<td>Amazon region of Brazil, Peru and Panama</td>
<td>3–12 days</td>
<td>Supportive</td>
<td>N/A</td>
<td>Serology</td>
<td>Leptospirosis, Rocky Mountain Spotted Fever, Typhus</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rainy season</td>
<td>Febrile Illness Endemic- Epidemic</td>
<td>Oropouche fever</td>
<td>Midge, mosquito</td>
<td>Wild birds, monkeys, sloths</td>
<td>Amazon region of Brazil, Peru and Panama</td>
<td>3–12 days</td>
<td>Supportive</td>
<td>N/A</td>
<td>Serology</td>
<td>Leptospirosis, Rocky Mountain Spotted Fever, Typhus</td>
</tr>
<tr>
<td>June-September (peak August)</td>
<td>Oropouche fever</td>
<td>Midge, mosquito</td>
<td>Wild birds, monkeys, sloths</td>
<td>Amazon region of Brazil, Peru and Panama</td>
<td>3–12 days</td>
<td>Supportive</td>
<td>N/A</td>
<td>Serology</td>
<td>Leptospirosis, Rocky Mountain Spotted Fever, Typhus</td>
<td></td>
</tr>
<tr>
<td>Rainy season</td>
<td>Arthritis and Fever Endemic- Epidemic</td>
<td>Chikungunya virus</td>
<td>Mosquito</td>
<td>Non-human primates</td>
<td>Asia and Sub-Sahara Africa</td>
<td>2–3 days</td>
<td>Supportive</td>
<td>N/A</td>
<td>Serology</td>
<td>Other arboviral disease, Drug reaction, Erythema multiform, Infectious mononucleosis, Parvovirus, Rubella, Serum sickness, Systemic lupus erythema</td>
</tr>
<tr>
<td>January–May</td>
<td>Arthritis and Fever Endemic- Epidemic</td>
<td>Epidemic Polyarthritis (Ross River virus Infection)</td>
<td>Mosquito</td>
<td>Kangaroos</td>
<td>Australia</td>
<td>7–11 days</td>
<td>Supportive</td>
<td>N/A</td>
<td>Viral isolation; Serology</td>
<td>Other arboviral disease, Drug reaction, Erythema multiform, Infectious mononucleosis, Parvovirus, Rubella, Serum sickness, Systemic lupus erythema</td>
</tr>
<tr>
<td>January–June</td>
<td>Arthritis and Fever Endemic- Epidemic</td>
<td>Sindbis virus</td>
<td>Mosquito</td>
<td>Wild birds</td>
<td>Eurasia, Africa</td>
<td>7 days</td>
<td>Supportive</td>
<td>N/A</td>
<td>Serology</td>
<td>Other arboviral disease, Drug reaction, Erythema multiform, Infectious mononucleosis, Parvovirus, Rubella, Serum sickness, Systemic lupus erythema</td>
</tr>
</tbody>
</table>
Important Hosts: Wild Birds, Rodents, and Domesticated Animals

Wild birds are important vertebrate hosts in the transmission cycles of most of the mosquito-borne arboviral disease, and some ground-dwelling birds may also play a role in tick-borne infections. Avian hosts play an important role in human infections due to large populations that are closely associated with humans and livestock. Due to migration patterns, avian hosts also assist in the transportation, dissemination, and reintroduction of viruses over large geographical areas. During the spring and summer, nesting birds that are relatively defenseless against mosquito bites often support higher levels of viremia than adults and are considered important hosts for some viruses.21,22

Birds generally develop viremia within 18–48 hours after inoculation by an infected arthropod. The viremia may last only 2–5 days or be prolonged depending on the specific viral species. Birds generally remain asymptomatic, and the viremia is followed by the appearance of specific antibodies. While most bird hosts are asymptomatic, outbreaks of arboviral disease have occurred. Significant avian mortality has also been noted in dead bird surveillance studies for West Nile Virus in the United States and Canada and may serve as a harbinger of human infections.23,24

Rodents are the principal hosts for mosquito and tick-borne disease as well as viruses responsible for certain zoonotic hemorrhagic fevers. General characteristics of rodent hosts that affect viral transmission rates include high reproductive capacity and population turnover, limited movement and dispersal, and, often, specific requirements for habitat. These factors favor restricted viral transmission, although focal epidemics can occur. Rodents tend to be hosts for the larval and nymph stages of tick vectors, whereas the tick adult stage generally feed on large animals, including humans.25

Domestic animals are effective viremic hosts for a limited number of arboviruses. Domestic animal hosts not only serve as a source for amplification and vector feeding, but tend to show overt clinical manifestations of disease. Since viral amplification in livestock precedes spillover to human population, epizootic infections warn of an impending epidemic. Arboviral diseases of epidemiologic importance that affect domesticated animals include Venezuelan equine encephalomyelitis in Equidae, Rift Valley fever in sheep and cattle, and Japanese encephalitis in swine.26 Unlike agents with rodent or Culex tarsalis midwinter isolation of the St. Louis virus in tick-borne encephalitis viruses.26,27

Virus species persist in hibernating reservoirs, transovarial infection commonly occur in two or more successive years. Strategies include overwintering may depend on the level of viral activity during the previous summer and fall, accounting for arboviral outbreaks that commonly occur in two or more successive years. Strategies include hibernation, chronically infected reservoirs, transovarial infection and reintroduction.25

Hibernation of arboviruses in the primary arthropod vector through adverse survival periods has been well documented in the nonpathogenic alphavirus Fort Morgan, which is transmitted and maintained by avian bedbugs, as well as for Colorado tick fever and tick-borne encephalitis viruses.26,27 Virus species persist in hibernating nymph and adult ticks. Hibernation as a survival strategy in mosquito vectors is less clear. The Culex genus hibernates in the adult stage, and midwinter isolation of the St. Louis virus in C. pipiens and Western equine virus in C. tarsalis has been reported. However, some studies have shown that female mosquitoes that have taken a blood meal in order to acquire viral infection appear physiologically poorly prepared for hibernation and rarely survive the winter.28

Survival through chronically infected vertebrate reservoirs to span periods of vector hibernation has been speculated as a possible recrudescence strategy for arboviruses. This has been experimentally demonstrated in bats with St. Louis and Japanese encephalitis and in small mammals with tick-borne encephalitis and certain species of the California encephalitis group.2 However, evidence of chronically infected animals that maintain arbovirus viremia in nature is lacking. Rodent-borne viruses such as the hantaviruses and arenaviruses are maintained in nature by chronic infections that are transmitted among rodents. Chronic shedding of virus in the urine by rodents harboring chronic infections also serves as an important mechanism of disease transmission to humans.29

An alternative method for virus maintenance is transovarial transmission in an arthropod vector. This mechanism likely evolved due to limitations in the specific vector-host relationship of these viruses. Vertical transmission is a common strategy among members of the Bunyaviridae family.3 The vertebral hosts for these viruses are small forest rodents unsuited for dispersal or reintroduction of virus from afar; the vector Aedes only overwinters in the egg stage. This type of transmission is extremely efficient with successful transmission of 70–90% of the progeny of infected ova.30 Up to one percent of collected mosquitoes hatched from overwintering ova are infected.31 Evidence has now been obtained to show that a number of flaviviruses may be vertically transmitted by Aedes; although rates of inherited infection are often lower and require high rates of summertime amplification for successful survival of mosquito ova.32 Certain tick-borne infections are also transovarially transmitted within tick vectors.

Viruses can also be reintroduced to a habitat by migratory vertebrates. Transport of viruses over long distances by migratory birds has occasionally been documented, but it is generally not considered to be an important mechanism for the annual recrudescence of viral activity.

SURVEILLANCE, PREVENTION, AND CONTROL OF ARBOVIRUS DISEASES

Systematic evaluation of biological and ecological factors that affect the dynamics of arbovirus transmission is necessary in order for surveillance programs to successfully anticipate outbreaks and intervene with preventive actions. Such efforts require coordinated efforts of health agencies from the local, state and federal level. While the specific sampling requirements vary based on local resources and population needs, most surveillance programs include monitoring of virus activity, vector population density, vertebrate host infections, human cases as well as landscape ecology, season, climate, and weather data.33 In general, the transmission cycles of arbovirus require amplification and cumulative infection of vectors and vertebrate hosts before the virus can spillover into human populations. A proactive surveillance system will detect changes in vector and transmission cycles affecting enzootics that lead to epizootics or epidemics. Control measures should be initiated as soon as possible, prior to action thresholds, as dictated by historical data or experience.

Arbovirus surveillance programs use a variety of host species and vector sampling techniques. Mosquito surveillance involves identifying and mapping larval habitats and monitoring adult mosquito activity. Specific information on mosquito populations includes light trap indices, viral infection rates and changes in temporal and spatial patterns of vertebrate host infections. Monitoring infection rates in sentinel host species can be a practical and sensitive surveillance tool. There is no single sentinel host species that is effective in all areas. Sentinel species vary depending on location and include populations of wild birds, horses and small mammals such as rabbits, chipmunks, foxes, and rats. Accurate monitoring of these parameters provides an early warning of increased transmission that may constitute a risk to human populations.34 Local agencies should conduct surveys to gather data and information on various factors in order to design a surveillance system that fits local needs effectively and economically.
Suspected human cases should be reported to local and state health departments in order to initiate investigation and control measures as appropriate. For reporting purposes, clinical data must be collected to ensure that the case meets the criteria for the surveillance case definition as outlined by the Centers for Disease Control and Prevention 2004. Suspected cases should be evaluated for exposure history and risk factors for illness. History should include recent travel to areas with known viral activity in mosquito populations, as well as peridomestic, neighborhood, occupational and recreational exposure risk that may promote exposure risk, such as empty tires and containers, outdoor activities and lack of air conditioning.

Increased or early arbovirus activity in animal populations, or reports of human cases may herald an impending outbreak in humans. Five risk categories developed by the Centers for Disease Control and Prevention define the probability of an outbreak and outline the recommended response. Increased surveillance for human cases should be considered when an outbreak is suspected or anticipated. Strategies may include an increase in active or passive local hospital and clinic surveillance of specific syndromes, as well as alerting and educating local health-care workers of testing and reporting procedures. Such measures may increase the sensitivity of surveillance systems.

The prevention of epidemics may be achieved through vector management programs in conjunction with public health education. Vector control is most successfully applied to mosquito populations. Comprehensive and integrated mosquito management programs include source reduction, chemical control with resistance management and biological vector control.

Source reduction involves the elimination or reduction in mosquito larval breeding habitats. It is the most effective and economical method for long-term mosquito control in many regions. Methods of source reduction include education of property owners on how to minimize areas of standing water, regional water management programs, and sanitation projects. Effective elimination or reduction in breeding habitats can substantially reduce mosquito population densities and help to reduce the need for insecticides.

Chemical vector control methods include insecticides directed to either immature or adult stage mosquitoes. Insecticides are utilized when source reduction techniques have failed or are not feasible. Larviciding aims to control the immature stages localized to the breeding habitats in order to prevent maturation, dispersal and reproduction cycles. Applications can be limited to known mosquito breeding habitats and are therefore more target-specific. Adulticide kills adult mosquitoes only and should only be used when surveillance indicates adult mosquito population posed a health risk to communities. Insecticide selection and timing of application are based on the specific distribution and behaviors of the target mosquito species and should coincide with high activity periods. Chemical control methods should be integrated with a resistance management program in order to prevent or delay the development of insecticide resistance in vector populations. Resistance management requires annual monitoring of target populations to track resistance patterns. This data facilitates the use of appropriate insecticides at the lowest effective concentrations.

Biologic control is an appealing technique given its vector-specificity. Biological control uses organisms and their by-products to control pests. Lavivorous fish are the most commonly used agents in the biological control of mosquitoes, but other organisms such as predatory nematodes and mosquitoes are currently under investigation.

Public health education and behavioral change programs are essential in a comprehensive vector control program. Programs include information and strategies for mosquito avoidance and bite prevention. Interventions include use of deethyl-meta-toluamide (DEET)-based mosquito repellent, avoidance of outdoor activities from dusk until dawn and recognition of the signs and symptoms of arboviral diseases.

Prevention and control of arboviral disease has been augmented by the development of effective vaccines for both humans and some domesticated animals, especially equids. Effective vaccines have been developed for yellow fever, tick-borne encephalitis, Japanese encephalitis, Rift Valley fever, Crimean-Congo hemorrhagic fever, and the equine encephalitides. In the United States, only yellow fever and Japanese encephalitis vaccines are licensed for human use. Immunization of equines with Venezuelan, Western and Eastern equine encephalitis vaccination is widely practiced. Immunization of wild animals is currently limited, but may be a practical approach in the future in certain regions. Postexposure prophylaxis with immune globulin has also been beneficial in certain arboviral diseases.

**DIAGNOSIS OF ARBOVIRAL DISEASES**

Laboratory data aid in the diagnosis of individual cases and serve as a method to support surveillance by local and state health units. The choice of lab tests depends on the needs, approach, and surveillance philosophy of a particular health agency. Methods of viral identification include standard viral tube culture, direct or indirect demonstration of virus or viral antigens, detection of viral antibodies, or polymerase chain reaction to detect viral genomes.

Standard viral tube cultures may successfully isolate certain viruses from serum, cerebral spinal fluid, or tissue, but may require weeks for viral identification. Certain viruses are not readily recovered due to low viremic titers or short incubation periods. Furthermore, viral isolation may or may not indicate the true etiology of the disease, as some viruses are shed for months in asymptomatic or convalescent patients. Techniques include the inoculation of cell cultures to monitor for cytopathic effects and neutralization tests. These can be supplemented by the intracerebral inoculation of mice to observe for development of disease.

Serologic evidence of infection may involve either viral antigen or antibody detection. The most commonly used serological methods include direct and indirect fluorescent antibody (DFA, IFA) tests, hemagglutination inhibition (HI), complement-fixation (CF), neutralization (N), and Enzyme-Linked Immunosorbent Assay (ELISA) for the detection of antibody. Antibody is generally not detectable until the end of the viremic phase. Detectable Immunoglobulin M (IgM) antibody usually appears shortly after the onset of illness and may persist for a few months. Detectable Immunoglobulin G (IgG) antibody appears shortly after IgM and contains antibody for neutralization. Detection of seroconversion from negative to positive results is conclusive evidence of recent infection if the appropriate testing method is applied in a timely manner. Paired sera should always be submitted for diagnosis of viral disease. The acute-phase serum should be obtained as early as possible in the clinical course followed by a convalescent-phase serum obtained two to four weeks later. Most convalescent sera samples are collected at three weeks, but in some infections causing encephalitis the titers are not elevated for 6–8 weeks. A four times or greater rise in antibody titer in paired serum samples collected 2–4 weeks apart is typically considered diagnostic for most viral diseases. The criteria for serological diagnosis are outlined in Table 15-3. Due to the close antigenic relationships between viruses within specific genera, cross-reactions due to previous immunization or infections may interfere with assays. Studies have shown that individuals who have been vaccinated or recently infected with yellow fever, tick-borne encephalitis, or Japanese encephalitis may have a cross-reacting positive serologic test to one or more other flaviviruses that are not causing the current illness.

Recovery of virus and diagnosis of disease is enhanced with the use of the appropriate source of the specimen. In particular, evaluation of cerebral spinal fluid optimizes identification of arboviruses that cause encephalitis. For arboviral encephalitides, cerebral spinal fluid is typically normal appearing with protein that may range from 20 to greater than 200 with normal glucose levels. Pleocytosis is present with a lymphocytic predominance. IgM may be detected by ELISA in a single specimen of cerebral spinal fluid in less than one week and may persist for several weeks to months.

Polymerase chain reaction (PCR) is an extremely sensitive and specific diagnostic technique for detecting viral genome in a sample. PCR tests have been developed for Venezuelan equine, Western equine, Eastern equine, West Nile, Colorado tick fever and dengue viruses; however, such tests have not yet been validated for routine rapid identification in the clinical setting due to expense and high risk of contamination.
is supportive for a 1- to 2-week acute phase during which time recurrent seizures, cerebral edema and syndrome of inappropriate antidiuretic hormone (SIADH) are important concerns. Ribavirin has been used in severe cases, but no clinical trials proving its efficacy exist.41

Eastern Equine Encephalitis

Eastern equine encephalitis (EEE) is widely distributed throughout the Americas and the Caribbean, although the epidemiology is best understood in North America. The mosquito Culex salivarius, found in freshwater swamps, sustains the virus in wild birds. C. melanura rarely bites equines and humans; other mosquito vectors implicated in enzootic and epizootics include Aedes sollicitans and Culex letitiae perturbans.43 The infections are typically recognized in July through September.

After a 1-week incubation period, the initial clinical manifestations consist of a prodrome with fever, headache, nausea, and vomiting. Approximately 2% of infected adults and 6% of children develop encephalitis. Neurological disease is severe with approximately 50% developing seizures or focal neurologic signs and 90% progressing to stupor. The case fatality rate in patients that develop neurological stigmata ranges from 30% to 50%, and death may be rapid within 3–5 days of disease onset. Even in survivors, complete recovery is uncommon. Sequelae include convulsions, paralysis, or mental retardation.44 Therapy is supportive. Inactivated vaccines have been effective in horses and utilized in laboratory workers at high risk for exposure.45

Japanese Encephalitis

Japanese encephalitis (JE) causes endemic and epidemic disease in parts of Asia. In the tropical regions of southern Thailand and Indonesia where JE is endemic, human infections are prevalent, but only sporadic disease occurs with no seasonal variation. Epidemic disease occurs in temperate regions in the late summer and fall primarily May through September. The principle vector for epidemic disease is the Culex mosquito, although some Aedes species are involved with specific species varying by region. Culex tritaeniorhynchus, which breeds in rice paddy habitats, is an important vector for human disease.46,47 Hosts include water birds and large mammals. In particular, swine have become an important amplifying host, given high viremic titers, proximity to human populations and high population turnover related to slaughtering. Intrauterine infection of swine with JE virus results in abortion and stillbirth. Scheduled breeding and vaccination to limit stillbirth are two strategies that have helped to decrease viral transmission from swine hosts.

Only about one in every 250 JE viral infections is symptomatic. Children and older persons are at higher risk for clinical infections. However, in endemic areas where the immunity is high, the disease primarily affects preschool children. Mild disease is typically undetected and includes aseptic meningitis and febrile illness with headache, which resolves within 5–7 days if there is no CNS involvement. Encephalitis due to JE tends to be more severe with seizures occurring in up to 85% of children and 10% of adults.48 Other neurological sequelae include motor disturbances, parkinsonism, and psychiatric abnormalities. Mortality among hospitalized patients is as high as 30%, and approximately 50% of survivors have neurological sequelae. Treatment is supportive. Vaccination is indicated for summer travelers to rural Asia where the risk of disease is at least 0.5–2.1 per 10,000 per week. There is a 0.1–1% risk of late systemic or cutaneous allergic reaction that may be severe and occur within 1–9 days after immunization. Symptoms include pruritis, urticaria, and angioedema. Live attenuated vaccines are used in China, but are currently not approved for use in the United States.49,50

Powassan Encephalitis

Powassan encephalitis is a rare case of tick-borne encephalitis in eastern Canada and the United States. Ixodes scapularis is the primary vector, although other species of Ixodes and Dermacentor andersoni are competent vectors. Hosts include small mammals such as squirrels

---

**TABLE 15-3. GENERALLY ACCEPTED CRITERIA FOR THE SEROLOGICAL DIAGNOSIS**

<table>
<thead>
<tr>
<th>Classification</th>
<th>Criteria</th>
</tr>
</thead>
<tbody>
<tr>
<td>Confirmed Case</td>
<td>A ≥ 4-fold rise or fall in antibody titer in appropriately timed paired sera OR Demonstration of virus-specific IgM antibodies in a single serum</td>
</tr>
<tr>
<td>Presumptive Case</td>
<td>High antibody titer in a single convalescent serum OR Stable high serum titers in paired sera obtained during convalescence OR A case that is fatal 5 days or more after onset, with presence of detectable antibody in serum and postmortem findings consistent with the presumed infection</td>
</tr>
<tr>
<td>Inconclusive Case</td>
<td>Antibody present but at titers that do not satisfy above criteria</td>
</tr>
<tr>
<td>Negative Case</td>
<td>No antibodies, or stable minimally detectable titers in appropriately timed paired sera</td>
</tr>
</tbody>
</table>

---

**CLASSIFICATION OF ARBOVIRUSES BY PREDOMINANT DISEASE PATTERN**

**Viruses Causing Acute Central Nervous System Infections**

Acute central nervous system manifestations of arboviruses include aseptic meningitis, encephalitis, and encephalomyelitis. Arboviral encephalitis is a seasonal disease that typically occurs in warmer months and months with increased rainfall. Vectors are primarily mosquitoes, but tick-borne encephalitis and Powassan fever represent two encephalitides that utilize tick vectors. Arboviruses that cause encephalitis currently represent a significant public health problem.

Infections are often subclinical. Symptomatic disease presents with a prodrome of non-specific constitutional symptoms including fever, abdominal pain, sore throat, and respiratory symptoms. Headache, nuchal rigidity, photophobia, and vomiting may ensue. Altered mental status, lethargy, and increased somnolence leading to coma may signify more significant disease. Neurological manifestations also include tremor, cranial nerve palsies, hemiparesis, and seizure activity. Acute encephalitis may last for only a few days to several weeks. Full recovery may take weeks to months. Treatment involves supportive therapy. The primary prevention measure is vector control, although effective vaccinations are available for some viral diseases.

The equine encephalitides are important pathogens in the Western Hemisphere, whereas in North America, West Nile, St. Louis encephalitis, and La Crosse encephalitis pose the greatest public health threats.

**California Encephalitis**

The diverse California encephalitis virus group includes La Crosse, Snowshoe hare, Inko, Jamestown Canyon, Trivittatus, and California encephalitis. La Crosse virus is responsible for most human disease and is an important cause of endemic disease in Ohio, Minnesota, Wisconsin, Eastern Iowa, Illinois, and upstate New York. All serogroups employ the mosquito vector Aedes and mammals as the primary host. Transovarial transmission is a prominent feature in virus sustainability. Most cases occur from July through October.51

The majority of cases are subclinical with encephalitis primarily recognized as a childhood disease. Manifestations include aseptic meningitis to severe and occasionally fatal encephalitis. Onset of neurologic disease is typically sudden, but may be preceded by a prodrome. Significant neurological dysfunction is common with up to 6–15% having residual neurologic sequelae. Of those individuals that present with seizures, 25% will have recurrent seizures.52,53
and woodchucks.59 The incubation period can vary widely, but averages approximately one week. Human infection occurs from May through December after outdoor exposure to ticks. Asymptomatic infection is common. Encephalitis is severe with common long-term neurological sequelae; children are more commonly affected.31

**St. Louis Encephalitis**

St. Louis encephalitis (SLE) is widely distributed in North America. The life cycle includes wild birds and several species of *Culex* that vary by geography. Unlike other arboviral encephalitides, SLE rarely causes disease in horses. In the eastern United States, *C. pipiens* and *C. quinquefasciatus* are responsible for epidemics; these species breed in urban habitats such as stagnant water and sewage. Epidemics occur in approximately 10- to 20-year cycles and are associated with poor sanitary conditions and weather patterns. Although epidemics have been limited to a single year, successive annual outbreaks also occurred related to successful overwintering strategies. *C. nigripalpus* is the principle vector in Florida where habitats include swamps and drainage ditches. In the western United States, *C. tarsalis* causes low-level endemic infection among rural residents where the mosquito breeds in irrigated farmland.32 SLE occurs in the summer months and peaks in August and September.

SLE is the second leading cause of epidemic viral encephalitis in the United States after West Nile virus. Overt clinical manifestations of disease are rare with older age being an important risk factor. Disease severity also increases with age.33 The spectrum of clinical illness includes mild disease, aseptic meningitis, or fatal meningoencephalitis occurring after a 4- to 21-day incubation period. Neurological symptoms have an abrupt onset often preceded by prodromal symptoms of fever, malaise, myalgias, and severe headache that may be associated with photophobia, nausea, and vomiting. Some patients may complain of respiratory and urinary symptoms.42 Tremor, nuchal rigidity, hyperreflexia, and myoclonus are common. More severe manifestations include cranial nerve palsies, hemiparesis, and convulsions. Hyponatremia due to syndrome of inappropriate secretion of antidiuretic hormone (SIADH) has been documented in 30% of patients. The case fatality rate is higher in adults older than 60 years. Treatment is supportive and includes water restriction in cases with SIADH. No vaccine is available.

**Tick-borne Encephalitis Virus Complex**

Tick-borne encephalitis (TBE) is caused by a group of three viruses: Far Eastern subtype (formerly Russian spring-summer encephalitis); Siberian subtype (formerly Western Siberian); and Western European subtype (formerly Central European). Distribution is throughout Europe.37 The principle vectors are *Ixodes* ticks, which can acquire infection through small mammal hosts or through vertical transmission. Large animals such as goats, sheep, cattle, and deer are also susceptible to infection and may shed virus in their milk. Human infections acquired from milk account for 8–25% of cases.44 However, most human exposure occurs through work and recreational activities in areas with high tick populations.

The epidemiology and clinical features of the TBE vary by serotype. *Ixodes ricinus* is the primary vector for Western European subtype cases that typically occur between April and November with peak transmission rates in June and July.37 Distribution of *I. ricinus* is primarily in Scandinavia and Greece. Western European subtype classically presents with a biphasic disease that starts with 3–4 days of a febrile-myalgic phase that remits and then recurs with the onset of meningeval signs. Central nervous system symptoms can range from aseptic meningitis, which is more common in younger patients, to severe encephalitis with coma, convulsions, and tremors that may last for 7–10 days. Most patients recover without significant deficits. *Ixodes persulcatus* in Eastern Europe, China, and northern Japan is the primary vector for the more virulent Far Eastern and Siberian subtypes. Peak transmission is early summer, although lower rates of disease also occur in late summer. Far Eastern encephalitis tends to be more abrupt in onset with more severe central nervous system symptoms to include a poliomyelitic form that starts with a prodrome and then evolves into neck, shoulder, and extremity paralysis. Residual neurological deficits are more frequent.49 The Siberian subtype may develop into a chronic form with disease progression over months to years or onset of parkinsonism, progressive muscle atrophy, or dementia that occurs years after infection without any acute disease symptoms. Effective formalin-inactivated vaccines are available in Europe and Canada, but not in the United States. There are rare case reports of post-vaccination Gullain-Bare syndrome. Passive immunization with globulin may be used for post-tick bite prophylaxis, but no controlled data on efficacy are available.

**Venezuelan Equine Encephalitis**

There are six known types of Venezuelan equine encephalitis (VEE) that are further subdivided into antigenic variants. An important distinction in this group is between epizootic viruses (subtypes IAB and IC) and the enzootic viruses (subtypes ID through IF and Types II through VI). For the epizootic viruses, equine are the primary viremic host. The mosquito vectors include species from the *Aedes*, *Psorophora*, and *Mansonia* genera. Epizootic infections result in high titers of equine viremia and disease and that are associated with more severe human disease. Equine outbreaks precede human epidemics by several weeks. In enzootic subtypes the cycle involves small rodents and *Culex* mosquitoes. Enzootic infections may result in sporadic human disease, but are not pathogenic in horses. VEE is an important veterinary and public health problem in South and Central America, with historical epidemics in Texas and Florida.50 VEE occurs in the summer when vector density is increased.

Most human infections are symptomatic. Symptoms occur after a 6-day incubation period and are mild and grippe-like, characterized by sudden onset of fevers, chills, headache, myalgias, and gastrointestinal symptoms. Pharyngitis is present in about 25% of cases.57 The illness typically lasts 4–6 days but a small portion of cases develop a biphasic pattern with return of symptoms several days to a week later. Development of overt central nervous system symptoms is rare, occurring in less than 0.5% of adults and 4% of children. Long-term neurologic sequelae and death are rare. Therapy is supportive. Both attenuated live and inactivated equine vaccinations are available and have resulted in dramatic improvements in public health prevention.

**West Nile Encephalitis**

West Nile Virus (WNV) is one of the most widely distributed arboviruses with distribution through the Americas, Europe, Asia, Africa, Middle East, Australia, and the former Soviet Union. The first reported case in the United States was in 1999; in 2002 a multisate epidemic occurred and since that time cases of WNV have been reported in 48 states. It is now the leading cause of epidemic viral encephalitis in the United States.58 The natural transmission cycle includes wild birds and *Culex* mosquitoes. Nearly all human infections are due to mosquitoes, but transmission has also been documented via transfused blood, transplanted organs, transplacental, and percutaneous exposure.59 WNV causes both sporadic cases as well as epidemics. Serologic surveys suggest that 80% of infections are completely asymptomatic and less than 1% present with neuroinvasive disease.59 WNV is a frequent cause of febrile illness and a febrile-myalgic syndrome without central nervous system involvement. The febrile-myalgic syndrome is frequently accompanied by lymphadenopathy and a truncal maculopapular rash. Aseptic meningitis and encephalitis are more common among the elderly and may be associated with muscle weakness or flaccid paralysis. Treatment is supportive.

**Western Equine Encephalitis**

Western equine encephalitis (WEE) includes a group of closely related viruses found in North and South America. In the United States the virus cycle involves wild birds, especially house finches and house sparrows, in the spring and small mammals in midsummer through the vector *Culex tarsalis* mosquito. The shift in *C. tarsalis* feeding to mammals in midsummer coincides with equine and human infections.53
Horses and humans do not develop sufficient viremias to infect mosquito vectors. Flooding, as in irrigation practices, or with heavy snowmelt promotes higher vector density and may precipitate summer outbreaks. The WEE viral transmission cycle is shared with the SLE virus in the western United States; while mixed WEE-SLE outbreaks have occurred, generally one virus predominates in a given year.

Encephalitis may occur after a 1-week incubation period. Most cases are abortive or very mild, although the development of clinical symptoms and severity of disease is increased in children. The ratio of inapparent infection to overt encephalitis is approximately 50:1 in children under the age of 5 years and more than 1000:1 in adults. Initial symptoms include a prodrome of stiff neck, headache, backache, and vomiting. Restlessness, irritability, and neurologic sequelae such as seizures are more common in children. Therapy is supportive. Equine vaccination through the use of an inactivated vaccine has helped to reduce disease incidence.

**Viruses Causing Undifferentiated Febrile Illness**

Fever and myalgias are a common syndrome associated with arboviral infection. The syndrome begins with abrupt onset of fever, chills, malaise, and intense myalgias. Patients may complain of joint pain, but no true arthritis is detectable. Headache is common and may be severe and associated with photophobia, nausea, and vomiting. Some viruses may progress to aseptic meningitis. Other findings may include maculopapular rash, epistaxis, and pharyngitis. Complete recovery is the general rule, although prolonged asthenia has been reported particularly in cases of dengue fever and lymphocytic choriomeningitis. Treatment is supportive with the avoidance of aspirin due to its potential to exacerbate bleeding or induce Reye syndrome.

The most important viruses include Colorado tick fever, sand fly fever, and dengue fever. The differential diagnosis includes anicteric leptospirosis, other zoonotic viral infections, and rickettsial diseases.

**Colorado Tick Fever**

The epidemiology of Colorado tick fever corresponds to the distribution of the primary vector *Dermacentor andersoni* in the western United States and Canada at 4000- to 10,000-foot elevations. Small mammals such as chipmunks and ground squirrels serve as the amplifying host for the immature forms of the tick; adult ticks feed on larger mammals. Infections are acquired through recreational and occupational pursuits in tick habitats. Infections occur from March through November and peak in April through June. Ninety percent of patients report a tick bite or tick exposure.

After an incubation period of 3–6 days, clinical manifestations include fever, chills, myalgias, headache, and weakness. In 15% of cases, a petechial or maculopapular rash develops. Leukopenia and thrombocytopenia may also develop. Five to ten percent of children develop meningitis or encephalitis; other rare complications include pericarditis, orchitis, and pleuritis. Serologic tests are often not positive for up to two weeks after symptom onset, but PCR can be diagnostic with the first 24 hours of symptoms. The virus infects marrow erythrocytic precursors, so detection of virus in the peripheral blood may last up to six weeks.

**Dengue Fever**

Dengue fever consists of four closely related, but serologically distinct viruses, DEN-1, DEN-2, DEN-3, and DEN-4. While infection to one serotype induces life-long immunity to the same serotype (primary infection), secondary infection with a different serotype can occur in hyperendemic areas. The primary vector for all four strains is *Aedes aegypti*, which is endemic to all latitudes between 25 degrees north and 25 degrees south. *A. aegypti* is a daytime feeding, peri-domesticary mosquito that may breed in any container with freshwater. This is an efficient vector involved with yellow fever and chikungunya viruses. Epidemic infections have been reported between the latitudes of 30 degrees north and 40 degrees south of the equator, depending on season and climatic conditions.

Many infections are asymptomatic. Clinical manifestations are diverse and occur after a 3- to 14-day incubation period (average of 4–7 days). In travelers, symptoms from dengue can essentially be excluded if illness develops more than 14 days after returning from a dengue-endemic region. The classic constellation of symptoms are self-limited and characterized by a biphasic febrile illness associated with headache, retroorbital pain, prostration, and marked myalgias, thus the common name of “break-bone fever.” Adenopathy, palatal vesicles, and scleral injection may also occur early in the disease course. A macular rash may occur on the first day of symptoms. Near the time of defervescence marked cutaneous hypersensitivity may also result in a truncal maculopapular rash that subsequently spreads to the extremities and face. Gastrointestinal and respiratory symptoms occur in approximately 30% of patients. Hemorrhagic features may be associated with dengue fever and include epistaxis, petechial rash, melena, or menorrhagia; clinical diagnosis may be confirmed with a tourniquet test. The most severe variant is dengue hemorrhagic fever that may progress to dengue shock syndrome and death. Typically the hemorrhagic forms of dengue and shock syndrome only occur after a second or third infection with certain serotypes. The cardinal features are plasma leak syndrome, marked thrombocytopenia, and hepatomegaly or a transaminitis. Persistent emesis, severe abdominal pain, lethargy, and hypothermia may indicate impending shock. Treatment is supportive. Prophylaxis by immunization is feasible, and experimental live attenuated vaccines are under study.

**Oropouche Fever**

Oropouche virus is distributed in Panama and the Amazon region of Brazil and Peru. Vectors include the blood-feeding midge, *Culicoides*, and mosquitoes. *Culicoides paraensis* is suspected as the primary epidemic vector. Although the ecological dynamics are not completely understood, natural hosts are likely wild birds, monkeys, and sloths.

The self-limited disease is characterized by sudden onset of fever, severe headache, gastrointestinal symptoms, myalgia, and leukopenia. Aseptic meningitis is an uncommon complication.

**Sand Fly Fever**

Sand fly fever is caused by a group of serologically distinct viruses and is distributed through the Mediterranean area extending from the Balkans into China, as well as into the Middle East and southwestern Asia. The vector *Phlebotomus papatasi* is nocturnal with limited flight range and small size enabling it to penetrate screens and mosquito nets. *P. papatasi* breeds in both rural and urban habitats. The Sand fly fever virus is transmitted transovariably by the vector and no vertebrate reservoir has been definitively demonstrated. In endemic regions, immunity rates are high as infection is usually acquired in childhood when disease is mild or asymptomatic. High attack rates occur with natural disasters and among tourists and visiting military personnel. Previously coined as “3-day fever,” clinical disease consists of a brief, debilitating febrile illness without rash. Complete recovery is the rule.

**Viruses Causing Arthritis**

Several arboviral infections, particularly the alphaviruses, manifest with acute febrile illness, a maculopapular rash and polyarthritis. Rheumatic involvement includes arthralgias, periarthritis, swelling, and less commonly, joint effusions. Articular manifestations are more common in adults than children. Treatment is with analgesics and non-steroidal anti-inflammatory drugs. Important human pathogens include Chikungunya, O-nyong-nyong, Sindbis, and Ross River virus.

**Chikungunya Virus**

Chikungunya virus is endemic to sub-Sahara Africa and the Asian tropics with intermittent epidemics in urban communities. The natural transmission cycle involves *Aedes africanus*, a forest mosquito,
and nonhuman primates. Chikungunya virus is hyperendemic in areas infested with A. aegypti, which is the principle vector to humans. Chikungunya is Swahili for “that which bends up” referring to the severe arthralgias that manifest with infection.4 After a 2- to 3-day incubation period there is abrupt onset of fever and arthralgias with constitutional symptoms such as chills, headache, photophobia, conjunctival injection, anorexia, abdominal pain, and nausea. Migratory polyarthritides primarily involves the small joints of the hands, wrists, ankles, and feet with lesser involvement of larger joints. Rash may appear several days after disease onset and typically correlates with defervescence. The rash is most prominent on the trunk and limbs and may desquamate. Older patients may develop persistent stiffness, arthalgias, and joint effusions for several years, especially in HLA-B27 patients. The O-nyong-nyong virus is related to Chikungunya virus. After causing an epidemic in eastern and central Africa in the 1960s, only sporadic cases have been reported in Kenya. Currently no vaccines are available.

**Epidemic Polyarthritis (Ross River Virus Infection)**

Epidemic polyarthritis, or Ross River Virus disease, is distributed across Australia and the western South Pacific. Infection is most common in spring and summer. The virus is transmitted by *A. vigilax* and *A. camptorhynus* in coastal areas and by *Culex annulirostris* inland through kangaroo hosts and transovarial transmission.

Clinical manifestations occur after a 7- to 11-day incubation period with severe joint pain. A sparse maculopapular truncal and limb rash may occur before, during or after the onset of joint symptoms. The rash may involve the palms, soles, face, and buccal mucosa. Constitutional symptoms, including fever, are not prominent and often absent. Rheumatologic symptoms involve the wrist, ankle, metacarpophalangeal, interphalangeal and knee joints and are severe enough to interfere with sleep, ambulation and grasp. Joint involvement is symmetric although severity of inflammation may be asymmetric. Periarticular swelling and tenosynovitis are common; a third of patients will have true arthritis. Symptoms typically resolve within 3–6 months.

**Sindbis Virus**

Sindbis virus is maintained through an avian-*Culex* mosquito transmission cycle in Europe. Diseases caused by the Sindbis virus include Pogostia disease, Karlian fever, and Okelbo disease.

After a 7-day incubation, the disease begins with rash and arthralgia with only mild, and often absent, fever, and other constitutional symptoms. The rash persists approximately one week and begins on the trunk spreading centrifugally with evolution from macules to papules that often vesiculate. Migratory multi-articular and incapacitating arthralgias involve the wrists, ankles, phalangeal joints, knees, and elbows. Joint pain may persist for up to a year.

---

**Epidemiology of Viral Hemorrhagic Fevers**

James W. LeDuc

---

**INTRODUCTION**

Hemorrhagic fevers caused by viruses are generally rare diseases, but as witnessed recently some, like Ebola, have attracted sufficient attention of press and laypeople that they have become part of our normal vocabulary. Historically, some were also weaponized as biological warfare agents, and today there is considerable concern that they could be used as terrorist weapons. The clinical condition known as hemorrhagic fever is, in fact, quite variably and may result from infection with any one of several different viruses or bacteria. In general, they present as a febrile disease that progresses to manifest some degree of hemorrhage, often in the form of increased capillary permeability, which may lead to death in a significant proportion of those clinically ill. The number of distinct viruses able to cause hemorrhagic fevers continues to grow as we recognize new viruses, such as those associated with hantavirus pulmonary syndrome and the arenaviruses of South America (Table 15-4). All hemorrhagic fever viruses, with the possible exception of dengue viruses, are zoonotic agents that exist in nature in a silent cycle that involves nonhuman vertebrate hosts and often arthropod vectors. Transmission to humans is by the bite of an infectious arthropod vector, by small particle aerosol from infectious urine or feces of infected rodent host (or occasionally by bite from these hosts), or through nosocomial transmission, often under conditions where routine safe hospital practices are not being followed. Person-to-person transmission may occur, but is usually not the dominant mode of transmission. Hemorrhagic fever viruses do not share a common taxonomic origin; they are found among four different virus families: Arenaviridae, Bunyaviridae, Filoviridae, and Flaviviridae.
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infections with Lassa virus end in death; however, approximately 15–20% of patients hospitalized with Lassa fever die from the illness. Death rates are especially high among pregnant women and their fetuses during their third trimester of pregnancy, when about 95% of fetuses of infected mothers may die. Up to 25% of maternal deaths are due to Lassa in some hospitals. Lassa virus has also been isolated from milk, suggesting that there is a clear risk to nursing infants. Virus is present in blood and effusions for many days and has been recovered from throat washing and urine. Deafness is an important sequela of Lassa fever, with studies in Sierra Leone indicating that approximately one-quarter of prospectively studied Lassa patients developed hearing loss. Antibodies to Lassa virus are also more common in deaf residents of endemic areas. While no specific vaccine is available for Lassa fever, the disease does appear to respond well to treatment with the antiviral drug, ribavirin. Unfortunately, access to this drug is significantly hampered due to lack of availability, cost, and licensure issues.

Lassa virus is maintained by peridomestic rodents of the genus *Mastomys*. Original studies indicated that *M. natalensis* was the principal reservoir host, but this actually represents a complex of sibling species difficult to differentiate by physical characteristics alone. It is now thought that the species most likely to harbor Lassa virus are *M. erythroleucus* and *M. hildebrandtii*, which are distinct from *M. natalensis*. These large mice, which resemble juvenile house rats (*Rattus rattus*), live in close proximity to humans and readily enter households. Indeed, many villages in eastern Sierra Leone may average one to four *Mastomys* in each house, with as many as 20% infected with Lassa virus. Mice are chronically infected and shed virus in their urine for many weeks, leading to infectious aerosol that may contaminate the environment and foodstuffs, or directly lead to infection by inhalation or contact on cuts or mucous membranes. In addition, in some areas these mice are consumed by villagers for food, leading to greater risk of Lassa infection.

Prospective, laboratory-based studies of Lassa fever in eastern Sierra Leone have demonstrated that transmission is endemic, with peak activity in the dry season months of January through May. Attack rates range up to 5 per 1000 per year, with a case-fatality rate of 18%, much lower than reported during earlier outbreaks. Epidemiological investigations conducted in villages, however, showed that up to half the population had been infected with the virus and annual infection rates as high as 8% have been documented, giving an infection-case ratio of about 16:1. Persons of all ages and both sexes are infected and may suffer severe clinical illness; why only certain individuals become very sick is still not known.

Surveillance for Lassa fever presents a difficult challenge. Geographical surveys in West Africa have disclosed significant foci of infection in areas where the disease has never been clinically detected. Because the clinical spectrum observed in laboratory-documented infection is so wide, it is now clear that only the most severe cases could be clinically suspected, and probably then only if a cluster of such cases occurred with transmission to hospital staff. Thus, specific diagnosis is essential and best done by measurement of virus-specific IgM antibodies, which appear in all patients within 7–10 days after onset of symptoms, or by direct measurement of viral antigen or nucleic acids earlier in the course of illness. Mortality in Lassa fever is directly related to virus concentration in blood; consequently, the potential hazards associated with such laboratory work and the paucity of virological laboratories in West Africa have limited the application of these technologies.

### TABLE 15-4. VIRAL HEMORRHAGIC FEVERS

<table>
<thead>
<tr>
<th>Family, virus</th>
<th>Disease</th>
<th>Distribution</th>
<th>Means</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Arenaviridae</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lassa</td>
<td>Lassa fever</td>
<td>West Africa</td>
<td>Rodent</td>
</tr>
<tr>
<td>Junin</td>
<td>Argentine HF</td>
<td>Argentina</td>
<td>Rodent</td>
</tr>
<tr>
<td>Machupo</td>
<td>Bolivian HF</td>
<td>Bolivia</td>
<td>Rodent</td>
</tr>
<tr>
<td>Guanarito</td>
<td>Venezuelan HF</td>
<td>Venezuela</td>
<td>Rodent</td>
</tr>
<tr>
<td>Sabia</td>
<td>Brazilian HF</td>
<td>Brazil</td>
<td>Unknown</td>
</tr>
<tr>
<td><strong>Filoviridae</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Marburg</td>
<td>Marburg HF</td>
<td>Sub-Saharan</td>
<td>Unknown</td>
</tr>
<tr>
<td>Ebola</td>
<td>Ebola HF</td>
<td>Sub-Saharan</td>
<td>Africa</td>
</tr>
<tr>
<td><strong>Flaviviridae</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dengue Fever</td>
<td>Dengue fever, Yellow fever</td>
<td>Asia, Americas, Africa, Pacific</td>
<td>Mosquito</td>
</tr>
<tr>
<td>Yellow Fever</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Kyasanur forest disease</td>
<td>Kyasanur Forest disease</td>
<td>India</td>
<td>Tick</td>
</tr>
<tr>
<td>Alkhurma</td>
<td>Unnamed</td>
<td>Saudi Arabia</td>
<td>Unknown</td>
</tr>
<tr>
<td>Omsk</td>
<td>Unnamed</td>
<td>Russia</td>
<td>Tick, other</td>
</tr>
<tr>
<td><strong>Bunyaviridae</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rift Valley fever</td>
<td>Rift Valley fever</td>
<td>Sub-Saharan Africa</td>
<td>Mosquito</td>
</tr>
<tr>
<td>Crimean-Congo HF</td>
<td>Crimean-Congo HF</td>
<td>Africa, Asia, Southern Russia, NIS</td>
<td>Tick</td>
</tr>
<tr>
<td>Hantaan and related viruses</td>
<td>HF with renal syndrome, others</td>
<td>Asia, Balkans, Russia, Europe</td>
<td>Rodent</td>
</tr>
</tbody>
</table>

* NIS, newly independent states

---

### TABLE 15-5. ARENAVIRUSES KNOWN TO CAUSE HUMAN DISEASE

<table>
<thead>
<tr>
<th>Virus</th>
<th>Abbr.</th>
<th>Host</th>
<th>Original Isolation</th>
<th>Disease</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lymphocytic choriomeningitis</td>
<td>LCM</td>
<td><em>Mus musculus</em></td>
<td>USA</td>
<td>Lymphocytic choriomeningitis</td>
</tr>
<tr>
<td>Lassa</td>
<td>LAS</td>
<td><em>Mastomys sp.</em></td>
<td>Nigeria</td>
<td>Lassa Argentíne hemorrhagic fever (AHF)</td>
</tr>
<tr>
<td>Junin</td>
<td>JUN</td>
<td><em>Calomys musculinus</em></td>
<td>Argentina</td>
<td>Argentíne hemorrhagic fever (AHF)</td>
</tr>
<tr>
<td>Machupo</td>
<td>MAC</td>
<td><em>Calomys callosus</em></td>
<td>Bolivia</td>
<td>Bolivian hemorrhagic fever (BHF)</td>
</tr>
<tr>
<td>Guanarito</td>
<td>GUA</td>
<td><em>Zygodontomys sp.</em></td>
<td>Venezuela</td>
<td>Venezuelan hemorrhagic fever (VHF)</td>
</tr>
<tr>
<td>Sabia</td>
<td>SAB</td>
<td>Unknown</td>
<td>Brazil</td>
<td>Brazilian hemorrhagic fever</td>
</tr>
</tbody>
</table>
Because persons coming from rural West Africa may introduce Lassa virus into other countries at any time, it is important that any nation that has significant commerce with Africa have appropriate facilities and up-to-date plans for the isolation and care of travelers infected with Lassa virus, and have a strategy to identify and clinically monitor those who have come into contact with the ill person while traveling and before the diagnosis was established. Clinical and laboratory isolation facilities are indicated, and these should be designated to provide protection to the medical care team as well as to the general community. Fever surveillance, but not quarantine, for 3 weeks is indicated for all persons in direct face-to-face contact with Lassa patients prior to their effective isolation.

Control of Lassa fever represents a major biological challenge. Vaccine development is hampered by technical problems and the absence of an economically sustainable market. Rodent control is effective in reducing virus transmission to humans, but is likewise difficult to sustain or easily applied over the broad distribution of Mastomys.

Argentine Hemorrhagic Fever
Like Lassa fever, Argentine hemorrhagic fever (AHF) is maintained by a rodent and is transmitted to humans by infectious urine. The disease is caused by Junin virus, first discovered in the 1950s in the rich agricultural pampas of Buenos Aires, Cordoba, and Santa Fe Provinces of Argentina. Until recently, the incidence of AHF ranged from 50 to more than 2000 cases annually during the autumn and winter months of February through July. Adult males comprise the great majority of cases, due to their occupational exposure through farming and related agrarian activities. Onset of symptoms is usually gradual with fever and malaise progressing to myalgia, headache, and dizziness and followed by signs of central nervous system (CNS) involvement such as tremor of the limbs and tongue, gastrointestinal symptoms including nausea and vomiting, and indications of vascular instability that may progress to shock. Severely ill patients may bleed from the gums, gastrointestinal tract or mucosal surfaces, and suffer from severe neurological symptoms including coma and convulsions.

Case fatality rate is from 5% to more than 15% but prompt immunotherapy may reduce the mortality rate to 1% or less. Inapparent infections rarely occur. Viremia is sporadic or of low titer and nosocomial infections, although reported, are very unusual. Attack rates may be quite high in circumscribed, small communities.

Chronic viremic and viruric infection of rodents has been shown to be the principal means of virus maintenance and, by strong inference, of transmission to humans. The main host of AHF is the field mouse, Calomys musculinus. Similar in size to house mice (Mus musculus), this indigenous rodent invades crops during the fall from permanent harborage along roadsides, railways, and other linear habitats. Population densities are highest in fields of maize. Migratory workers harvesting maize by hand were the principal victims during the 1950s and early 1960s, although now combine and truck operators have attack rates estimated as 20–50 times those of the earlier migrant laborers. Aerosols as well as blood and fluids from mice crushed in the combines are now thought to be the primary source of infection. Prospective study of C. musculinus suggests that most infected animals acquire the virus horizontally after weanling, although vertical transmission clearly occurs.

A live, attenuated vaccine, Candid 1, developed jointly by the Government of Argentina, the Pan American Health Organization, the United Nations Development Programme, and the United States Army Medical Research and Development Command, has been evaluated and found to be safe and 95% efficacious in preventing AHF. Nearly 250,000 at risk individuals in the endemic region of Argentina have now received the vaccine, leading to a dramatic drop in AHF incidence (Figure 15-1).

Bolivian Hemorrhagic Fever
Similar to AHF in both the clinical disease produced and the way it is maintained in nature, Bolivian hemorrhagic fever (BHF) is caused by Machupo virus. The disease was first recognized in 1959, and by the early 1960s nearly 500 cases had been recorded, with a case fatality rate of approximately 30%. In 1963–1964 a large outbreak occurred in San Joaquin after a population explosion of the primary
rodent host, *Calomys callosus* led to hundreds of mice invading the town, resulting in an extremely high BHF attack rate among residents. The ecology of BHF is different from that of AHF in several ways. The reservoir host is *C. callosus*, a larger rodent that is naturally found at the edge of riverine forest-savannah formations. When humans cut the forest to plant gardens, *C. callosus* invades these plots and the houses of humans as well. Thus, disease transmission by the continual excretion of virus in the urine of this species occurs in and near homes, resulting in disease among all members of the population. To exemplify this point, in July 1994 a cluster of BHF cases was identified among a family residing in Magdalena, a small town of about 5000 inhabitants in the north-central district of Beni near the border with Brazil. Eight of nine family members were infected, and seven, aged 10 months to 50 years, died. In general, BHF is limited to the sparsely populated subtropical savannah of Beni province, where cases occur in adults and children. There is no sex difference in the attack rate, and peak incidence is usually during the late rainy season and early dry season months of February to July. Outbreaks of BHF have been controlled and prevented by vigorous rodent control programs in affected towns and on ranches. The live, attenuated Junin vaccine cross protects against BHF in monkey models, and may offer an alternative to rodent control among rural populations at high risk of BHF. Limited experience with the antiviral drug ribavirin suggests that it may be useful in treating BHF.

**Venezuelan Hemorrhagic Fever**

This newly recognized disease was discovered when a cluster of hemorrhagic fever cases was seen in the city of Guanarito in the central Venezuelan state of Portuguesa in 1989. A total of 104 presumptive cases with 26 deaths was recorded, and the causative agent, named Guanarito virus for the city from which it came, was isolated. Clinical disease is similar to that documented for AHF and BHF, although pharyngitis appears to be more common. Both sexes are affected almost equally, but to date the majority of cases have been in persons over the age of 16 years. Most cases have occurred during the dry season of December to March in Portuguesa state, and like AHF and BHF cases, those infected are usually rural residents involved in agricultural activities. The cane mouse, *Zygodontomys brevicauda* appears to be the primary reservoir host, and laboratory studies have demonstrated that this rodent may sustain long-term viremia and viruria.

**Sabia Virus**

Only three cases of Sabia virus have been recognized, the original fatal infection of a young woman hospitalized in São Paulo, Brazil in 1990, and two subsequent laboratory infections acquired, first in Belem, Brazil, and later in New Haven, Connecticut, by scientists attempting to characterize this new virus. Both survived, with the later cases apparently responding well to treatment with ribavirin administered soon after the diagnosis was suspected. Attempts to identify a rodent host of Sabia virus have to date been unsuccessful, and there is little known about the natural history of the virus, although it is clear from the laboratory infections that it is easily transmitted by aerosol.

**Lymphocytic Choriomeningitis**

Lymphocytic choriomeningitis (LCM) virus is the prototype member of the family Arenaviridae. It is maintained in nature through chronic infections of the peridomestic mouse, *Mus musculus*, and both the virus and vector have been recognized virtually worldwide.

Unlike other arenaviruses discussed above, human disease due to LCM virus is almost never fatal or hemorrhagic. Clinical syndromes range from an acute undifferentiated febrile illness to forms characterized by aseptic meningitis and mild encephalitis, the neurological symptoms and signs usually appearing during a second febrile period that begins 1–5 days after termination of an initial febrile episode of 3–7 days’ duration. Clinical diagnoses of 150 patients proved to have LCM virus infection during hamster-associated outbreaks indicated that about half had “flu-like” symptoms, 22% were diagnosed as aseptic meningitis, 5% as encephalitis, 1% as myelitis, and 23% as healthy. LCM virus may also cause abortion in pregnant women or lead to hydrocephalus, chorioretinitis or mental retardation in the newborn child.

The virus is maintained in nature by chronic infection of feral *Mus* mice, and infection is acquired both horizontally from infected parent to progeny and vertically through contact among individuals of this species. Mice infected in utero or from maternal milk secrete significant quantities of virus in the urine for weeks, months, or throughout their entire lives. Transmission to humans occurs on exposure to infectious rodent urine, most commonly in the form of aerosols associated with nests. An alternate host of significance in recent years in both Europe and the United States is the Syrian hamster. Outbreaks have occurred among personnel in medical research institutions where hamsters were housed, as well as among persons keeping hamsters as pets. These animals are also chronically infected with continuous viruria.

Because of this very specific transmission pattern, attack rates in human populations are almost impossible to determine. Infection is probably more common than is realized, since specific viral techniques are needed to make the diagnosis. Over 30 years ago about 10% of aseptic meningitis and encephalitis cases studied in one U.S. center over a period of several years were caused by LCM virus. The accumulated literature suggested that adults are infected more often than children and that most *Mus*-related infections occur in fall and winter. Between 1965 and 1975, hamster-related outbreaks of 7, 48, and 181 proven cases occurred in New York, California, and 10 other states. Between November 2003 and January 2004, four solid organ transplant recipients from a common donor died 9–76 days following transplant, and disseminated LCM virus was identified in 3 of the 4 recipients.

There is no specific treatment and no vaccine is available for LCM infection. Good standards of environmental sanitation and testing of hamster colonies for endemic LCM virus infection represent available methods for avoiding human contact with this agent.

**Filoviruses**

Among the most severe and mysterious viral pathogens to ever emerge, Marburg and Ebola viruses have burst on an unprepared world only since 1967. Knowledge of these agents is largely restricted to a few distinct human outbreaks, although intense investigations triggered by large Ebola outbreaks in Kikwit, Zaire in 1995 and Gulu, Uganda in 2000 are providing better definition to the problem. Filoviruses are morphologically similar but immunologically distinct. They are long, pleomorphic rods reminiscent of but distinguishable from rhabdoviruses, such as rabies, and are now placed in a new family, the Filoviridae. Clinical disease seen during each of the individual cases or outbreaks affecting a total of well over 1000 persons was almost always very severe and similar in all instances. The incubation period averaged about one week, but on occasion was longer, and fatal infections were uniformly marked by the advent of a hemorrhagic diathesis after 4–7 days of generalized symptoms. Disseminated intravascular coagulation was documented in most such cases where it was sought. A maculopapular rash, necrotizing nonicteric hepatitis, and chemical pancreatitis were common findings. Case-fatality rates ranged from 25% to 88%, and person-to-person transmission, largely nosocomial, occurred in each major epidemic. During the Gulu Ebola-Sudan outbreak, RT-PCR could detect Ebola virus 24–48 hours prior to detection by antigen capture, and RNA copy levels in patients who died averaged 2 log (10) higher than those in patients who survived. Little is known about the ecology of the filoviruses. There is no vaccine for either Ebola or Marburg virus, although promising results have been obtained using a combination of DNA immunization and/or adenoviral-vectorized vaccine in protecting nonhuman primates against Ebola challenge, and early clinical trials are now underway. There are no known antiviral drugs for
Marburg Virus

Marburg virus was first discovered following the importation of African Green Monkeys, *Cercopithecus aethiops*, into Germany and Yugoslavia from Uganda. These monkeys were used for production of kidney cells for use in preparation of poliovirus vaccine; the monkeys served as the source of Marburg virus infection for laboratory workers initially, with secondary spread to both medical staff and family members. A total of 31 cases and 7 deaths occurred in Marburg, Germany, initially, with secondary spread to both medical staff and family members. Isolated cases seen in modern, well-equipped medical facilities have not experienced sustained nosocomial transmission; however, importation of an Ebola case from Gabon to South Africa resulted in the fatal infection of a South African nurse and serves as warning that with modern air travel, even an outbreak in a remote area represents a risk to all countries. Although the blood of patients contains large amounts of virus, there is little to suggest that infectious aerosols played a major role in these epidemics.

The ecology of Ebola viruses is unknown, although it is clear from observations in Côte d’Ivoire, Gabon, and the Philippines that nonhuman primates encounter the virus in nature. It appears that monkeys and apes suffer a severe disease similar to that seen in humans, and as such are unlikely to be major reservoirs of the virus. Recent experimental infections of various species of plants and animals naturally occurring in areas where Ebola outbreaks have occurred found that fruit and insectivorous bats supported Ebola virus replication and circulation of high titer of virus without becoming ill. It remains to be determined if such infections actually occur in nature and are epidemiologically relevant.

Flaviviruses

Viruses of the family Flaviviridae comprise some of the most important hemorrhagic fevers known. They include viruses transmitted primarily by mosquitoes, others by ticks, and are found in both the tropical and temperate zones. Dengue hemorrhagic fever is one of the true emerging diseases of the twentieth century, with increases in incidence both in Asia, where it has been endemic since the 1950s, as well as in the American tropics, where the past decade has witnessed massive outbreaks in many Latin American countries. Yellow fever is the prototype member of the family.

Dengue Hemorrhagic Fever

In addition to the classic syndrome of breakbone fever, all four dengue virus serotypes are capable of producing a more severe, sometimes fatal syndrome variously called dengue hemorrhagic fever (DHF) or dengue shock syndrome. Although there is historical evidence that this disease occurred during major dengue outbreaks in Greece and Australia more than 70 years ago, it has been recognized since 1948 only in certain areas of Southeast Asia, some islands of the western Pacific Ocean, the Middle East, and with the reinfestation of many parts of the Americas with the principal mosquito vector, *Aedes aegypti*, more frequently in Latin America. This geographical distribution is still far smaller than that of dengue virus infection, but is growing as multiple serotypes of dengue become established.

A fundamental problem is clinical definition of DHF. Persons with a dengue virus infection who have a positive tourniquet test reaction have been included in this taxon by some authors. Many patients with otherwise self-limited illnesses may have scattered petechiae in the skin, and these phenomena are frequently recorded during dengue outbreaks in parts of the world where the more serious form of the disease is rare or absent. The fully developed DHF clinical picture consists typically of the abrupt onset, after a 2- to 7-day incubation period, of fever and myalgia, significant thrombocytopenia, hepatomegaly, and various bleeding manifestations, including hemorrhagic petechiae, epistaxis, and gastrointestinal bleeding. There is loss of intravascular protein with attendant hemoconcentration, metabolic acidosis, and in 10–40% of cases there is both objective and clinical evidence of shock. The mortality rate during the shock crisis ranges from 1% to 20%, depending on the vigor and efficacy of supportive therapy.

The basic virus cycle, the seasonal pattern of occurrence, and the arthropod vectors of DHF do not differ from those of classic dengue infection; hemorrhagic fever is seen either in annual rainy season outbreaks in large metropolitan areas where all dengue serotypes are endemic or during epidemics where a given serotype is introduced after a variable period of absence.

Extensive work on this problem has been done in Bangkok, Thailand, where the primary vector is *Ae. aegypti*. There the majority of hemorrhagic fever patients are children under 10 years of age. Annual hospitalization rates on an age-specific basis may reach 5–8 per 1000. Females are affected more often than males, 1.2:1 to 1.4:1,
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risk of contracting DHF was greater in whites than in blacks, despite the fact that dengue virus replication in mononuclear phagocytic cells, the apparent primary target cells for infection, was enhanced in the presence of small amounts of heterologous dengue antibody. Such antibodies have been found in cord blood of infants born in virus-endemic areas of Southeast Asia. In addition, the first recorded epidemic of DHF in the Americas occurred in Cuba in 1981. This outbreak was caused by dengue 2 virus, just four years after a major epidemic of type 1 infection that was the first dengue experience on that island in more than 30 years. Similar observations have been made in Brazil, Venezuela, Mexico and other Central, South American, and Caribbean countries in recent years as multiple dengue serotypes were introduced and residents were exposed to second dengue infections. It has also been shown that primary dengue infection can cause DHF; however, the risk of DHF following primary infection is 0.25% compared with 3.1% after secondary infection. Complex variables, including virus strain differences and host genetic factors, remain to be elucidated before a clear understanding of the relative risk factors influencing DHF emerges. Of note, in Cuba the risk of contracting DHF was greater in whites than in blacks, despite similar rates of secondary infection with dengue 2 virus.

Methods for surveillance and control of DHF are the same as those described earlier for classic dengue fever. At present, there is no vaccine for dengue; however, clinical trials are in progress for live, attenuated tetravalent and chimeric vaccines. Should any of these vaccines prove to be safe and efficacious, they will certainly play a significant role in determining how future dengue and DHF epidemics are controlled.

Yellow Fever

Yellow fever is the prototypical viral hemorrhagic fever. It now occurs only in tropical and subtropical regions of Africa and the Americas, but historically it was an important passenger accompanying travelers during the burgeoning European colonial period of the eighteenth and nineteenth centuries, causing urban epidemics in major seaport cities of the United States, the United Kingdom, and Europe. Indeed, the roots of our current system of quarantine, infectious disease control, and a now defunct chain of national marine hospitals can be traced to attempts to understand and control yellow fever in the past century. Yellow fever is caused by a flavivirus closely related to the dengue virus and several other arthropod-transmitted agents of the Flavivirus genus. A single infection confers lifelong immunity; thus the modern pattern of disease occurrence consists of recurrent outbreaks with intervals of several years in areas where an extra human virus cycle is maintained.

Clinical response to infection with yellow fever virus ranges from mild, undifferentiated fever to severe illness in which hemorrhagic, hepatic, and renal manifestations predominate. In patients who survive or do not manifest an early fulminating hemorrhagic syndrome, jaundice typically develops after 4–6 days of illness, when viremia wanes and humoral antibodies appear. Renal tubular necrosis may occur during the second week of illness and, before the advent of peritoneal or hemodialysis, it accounted for nearly one-third of fatalities. Notwithstanding these various clinical forms of disease, it is the clustering of jaundice cases with fatality rates of 10–50% that usually brings yellow fever outbreaks to public health attention, a feature of fundamental value in differential diagnosis between this disease and most other viral hemorrhagic fevers.

Attack rates during urban epidemics of yellow fever in the eighteenth and nineteenth centuries were often staggering, ranging to 20 cases per 100 persons, with up to a 5% mortality rate. In the past 30 years one of the largest epidemics on record was in southwestern Ethiopia, where an estimated 100,000 cases occurred in a population of 30 million, with 30,000 deaths. More recently, an epidemic in Gambia caused 2.5 severe illnesses per 100 inhabitants of nine villages with a case-fatality rate of 19%. Serological studies carried out before an emergency immunization campaign revealed that about 12 persons had been infected for each severe clinical case; this ratio was 8 in apparent infections to 1 clinically apparent case where yellow fever infection was the first exposure to a flavivirus, but 45:1 where the infection was secondary to a previous experience with a yellow fever-related virus. Between 1987 and the early 1990s, Nigeria sustained a series of sylvatic and urban outbreaks, with several thousand officially notified cases and a case-fatality rate exceeding 50%. A total of 18,735 cases and 4,522 deaths were reported to the World Health Organization from 1987 to 1991, mostly from Africa, and represents the greatest amount of yellow fever activity for any 5-year period since 1948. These figures represent but a fraction of the real burden of yellow fever. Humans of all ages, race, and gender are equally susceptible to yellow fever virus infection.

Observed patterns of human yellow fever are based on enzootic cycles of virus maintenance; despite decades of investigation, several major ecological mysteries persist. Classic urban yellow fever is transmitted in a human-mosquito cycle by the mosquito, Ae. aegypti, the same vector as for dengue viruses. African in origin, this species has been disseminated throughout the tropics and sub tropics of the entire world. Yet yellow fever has never occurred in India or in the densely populated countries of Southeast Asia. Control of this mosquito and of urban yellow fever during the 1920s in the Americas led to the recognition of a forest cycle causing “jungle” yellow fever. Each year tens to several hundred cases are reported from the countries comprising the Amazon, Orinoco, and Magdalena River systems of South America, and the virus makes additional periodic incursions into Panama, the island of Trinidad, or Bolivia. Mosquito vectors are arbo-

real, diurnally active species of the genera Haemagogus and Sabethes, which oviposit in tree holes, and transovarial transmission of the virus has been demonstrated for some vector species. Monkeys are the only proven nonhuman vertebrate hosts in this cycle, and certain species incur high mortality, which is frequently an early warning of pending human outbreaks. Although attack rates in humans are usually low, disease is concentrated in adult males involved in road building, lumbering, or agriculture where destruction of forest is in progress. The virus appears to wander about the vast tropical rain forest, returning to cause human disease at intervals of 5–10 years.

Yellow fever ecology in Africa is more complex. Monkeys and arboreal Aedes species, such as Ae. africanus, appear to maintain enzootic cycles with only scattered cases of human disease in the rain forests of central and eastern Africa. Larger outbreaks in rural and semi-urban settings take place in the savannah and savannah-transition belts around the forests with extensions into western Africa. Here human-mosquito cycles are important and vectors include Ae. lutec,

cephalus, Ae. simpsoni, and Ae. furcifer, which breed in tree holes. Recent experimental documentation of transovarial mosquito transmission of virus indicates that many questions concerning yellow fever ecology require reexamination. African monkeys are generally not susceptible to fatal yellow fever virus infection and thus do not provide an early signal of human outbreaks.

There is no specific treatment for human yellow fever, but prevention and control of epidemics can be achieved by use of one of the most successful live attenuated vaccines known to science. The 17D vaccine is highly immunogenic and has a very low incidence of clinical reaction. The vaccine confers long-lasting (perhaps lifetime) immunity, although international requirements for persons traveling to endemic or epidemic areas call for re-immunization every 10 years. Rates for serious side effects are generally low; however, the occurrence of a rare, often fatal adverse event named yellow fever vaccine-associated viscerotrop disease has been recognized recently, especially among older recipients of the vaccine, and this led to an update of the Advisory Committee on
Immunization Practices recommendations for yellow fever vaccine [MMWR November 8, 2002/51 (RR17); 1-10]. No untoward effects on the human fetus have been reported, but in the absence of definitive data prudence requires due exercise of judgment regarding degree of potential exposure before immunization of pregnant women. In spite of the availability of an excellent vaccine, travelers continue to visit at risk areas without the benefit of vaccination, all too often with devastating results. In 1996, two separate travelers to the Amazon Basin of Brazil died of yellow fever on return to their homes in Switzerland and the United States. As “ecotourism” and the ease of international travel in general continues to grow, both individual travelers and their health care providers need to remain cognizant of the risk of yellow fever and ensure that proper vaccination is received prior to travel.

Adjuncts to mass vaccine programs during urban epidemics of yellow fever include destruction of Ae. aegypti breeding sites (sanitary engineering and cleanup efforts) and the use of insecticides to reduce both adult and larval mosquito populations. These measures are futile in controlling jungle yellow fever.

**Kyasanur Forest Disease**

Kyasanur forest disease (KFD) was first recognized in 1957 in a forest area of the state of Karnataka (Mysore) in southwestern India. Attention of health authorities was drawn to a dramatic epizootic among monkeys in this forest, and it was feared that yellow fever had at last arrived in India. The causative agent was, indeed, shown to be a flavivirus, but it proved to be immunologically related to tick-borne flaviviruses causing encephalitis and Omsk hemorrhagic fever in the Soviet Union.

The incubation period of human disease is 3–8 days. Clinical forms, characterized by gastrointestinal hemorrhage, mild encephalitis, or both are commonly observed, and the disease may follow a biphasic clinical course, with the second phase starting on days 7–21. Case-fatality rates are 2–10%, and the inapparent/apparent infection rate has been estimated at about 1:1. Within the slowly expanding endemic region in the state of Karnataka, the disease occurs in a strongly focal pattern, and the number of cases recorded annually ranges from 50 to more than 1000. Attack rates in given villages may reach 5 per 100 in a given year, but it is clear that variables related to the natural virus cycle, rather than immunity in human populations, are responsible for the large swings in disease occurrence.

KFD is strongly seasonal, most cases being recorded during the inter-monsoon drier spring months from February through June. Adults are infected more commonly than children, males slightly more often than females. This pattern reflects the seasonal activity of both the forest-dwelling tick vectors and humans. Larval and nymphal stages of *Haemaphysalis spinigera* and *H. turturis* are most active at this time, and people enter the forest to gather wood and wild plants for food during this annual pause in their agricultural year. Domestic livestock serve as an important source of blood of adult *Haemaphysalis* ticks but do not take part in the virus transmission cycle.

Human infection is most commonly acquired after the bite of tick nymphs. Transovarial transmission of KFD virus by *H. spinigera* ticks has been demonstrated, and the agent has been recovered frequently from forest monkeys, rodents, and squirrels. Birds are infected by KFD virus, although there is no conclusive proof that they serve as a source of tick infection.

Hospital-based surveillance of acute febrile disease with hemorrhagic or neurological manifestations is maintained in the endemic area, and diagnoses are made principally by serologic procedures. A tick-borne encephalitis virus vaccine was tried in an attempt to prevent infection, but was not effective, and an inactivated KFD vaccine was previously tested in the affected region that appeared to reduce incidence of disease among recipients of the vaccine. Research on improved vaccine is required.

**Alkhurma Virus**

Recently a new virus related to KFD and tick-borne encephalitis viruses was recovered from persons working in Saudi Arabia and named Alkhurma virus. Two fatal infections were documented in individuals suffering from a hemorrhagic illness; signs and symptoms included fever, hemorrhagic phenomena including epistaxis, ecchymosis at needle puncture sites, extensive subcutaneous bleeding, bloody diarrhea or rectal bleeding, and hematemesis. A total of nine cases were confirmed serologically or by virus isolation; three had rash, and two had encephalitis manifested by convulsions, semi-coma and coma. Six others had either unusual irritability or drowsiness. Virus was recovered from specimens taken during the course of their illnesses, and genetic characterization suggests that the virus is a new flavivirus very closely related to or perhaps a genetic subtype of KFD. Epidemiological investigations indicated that all nine patients were adults, eight were male, and six worked as butchers and one was a zoo worker routinely exposed to raw meat. The butchers routinely slaughtered and handled meat of sheep most frequently, but also processed beef and camels. A confirmed route of transmission has not been determined, but several patients had cut their hands during the course of their work. Tick bites were also a possible source of infection. To date, a total of 16 cases with four deaths have been confirmed by virus isolation.

**Omsk Hemorrhagic Fever**

Omsk hemorrhagic fever (OHF) is restricted to the mixed forest-steppe region of western Siberia. First recognized during World War II, clinical cases reported per year ranged from the teens to a few hundred during the next 2 decades but have apparently decreased dramatically in recent years, with only sporadic cases in muskrat trappers and their families. A virus closely related to that of tick-borne encephalitis causes OHF, and the geographical areas of occurrence of these agents overlap, rendering many epidemiological aspects of OHF rather imprecise in the absence of a laboratory method for clear differentiation of these infections.

The disease resembles KFD. The incubation period of OHF in humans ranges from 3–7 days. Fever is typically present in two distinct waves. During the first interval of 5–12 days there are signs of bronchopneumonia and hemorrhagic manifestations, while mild neurological signs appear during the second febrile period of 2–7 days. Case-fatality rates are less than 5%. No data are available regarding human attack rates or inapparent/apparent infection ratios. Transmission of infection to humans occurs either by tick bite, the principal vector being the adult form of *Dermacentor pictus*, or by direct contact with infected muskrats, *Ondatra*, introduced into this region from Canada in the 1920s to generate a fur industry. Humans may also become infected via water contaminated by muskrat corpses or feces.

Although there is no doubt that muskrats experience serious disease with high viremia when infected by OHF virus, it is not clear how they acquire the infection. Experimental studies show that this mammal is readily infected orally and that OHF virus is naturally present in water frequented by muskrats and other rodents. Persons trapping and skinning these animals formerly accounted for many cases during the winter and early spring months, and the possibility of aerosol transmission exists, since several laboratory infections have been recorded from such exposure. Muskrat populations have declined dramatically for unknown reasons in recent years, so that today the few cases reported occur mainly between April and September, are secondary to tick bite, and affect principally farm workers.

Cross-protection against OHF may be afforded by tick-borne encephalitis vaccines; however, given the low incidence of infection, vaccination is not a practical measure except for laboratory workers and, perhaps, muskrat hunters.

**Bunyaviruses**

Viruses of this family are widely distributed, and infection of humans may range from asymptomatic to fulminant hemorrhagic disease and death. Many viruses of this family have not yet been associated with human disease. Four major genera include human pathogens: *Orthobunyavirus*, *Phlebovirus*, *Nairovirus*, and *Hantavirus*. Viruses of the genus *Orthobunyavirus* are most often transmitted by mosquitoes, and with the exception of Ngari virus, which was obtained from two hemorrhagic fever cases during a large outbreak of predominantly
Rift Valley Fever (RVF) virus in East Africa in 1997–1998, viruses of this genus are not known to cause hemorrhagic disease. Phleboviruses take their name from sand flies (genus Phlebotomus) that often serve as vectors; however, RVF virus is thought to be transmitted primarily by mosquitoes. Ticks serve as the principal vector for nairoviruses, and the hantaviruses are maintained in nature by chronically infected rodent hosts, similar to the arenaviruses.

Rift Valley Fever

Until 1977, outbreaks of RVF were limited to small numbers of cases observed in eastern and southern Africa in association with major epizootics among large wild and domestic animals. In that year, however, portions of the lower Nile River delta in Egypt were struck by an explosive epidemic-epizootic in which an estimated 200,000 human cases with at least 598 deaths were recorded. Since then, major outbreaks have reappeared in Egypt, and been documented following massive rainfall and flooding in Kenya and Somalia in 1997–1998, and then for the first time ever the virus was seen outside the continent of Africa when it was introduced into Yemen and southern Saudi Arabia in 2000. Between August 2000 and September 2001, 886 RVF cases were reported in Saudi Arabia with a mortality rate of 13.9%, while 1087 cases and 121 (11.1%) deaths were reported in Yemen.

Clinical illness due to RVF virus in humans as observed in eastern and southern Africa is usually an undifferentiated acute febrile illness marked by high but brief fever and no sequelae. Serious complications of clinical ocular serous retinopathy with central scotomata are seen in about 1% of cases, and in another 1% fulminant acute, usually non-icteric hepatitis and hemorrhage with death develop. Nothing resembling the Egyptian epidemic had ever occurred before, however. In this outbreak patients with seemingly typical self-limited illnesses suddenly had hemorrhagic manifestations (gastrointestinal and other mucous membrane bleeding and skin petechiae) and died within 1–3 days. Infection-morbidity rates were not accurately determined, but it is estimated that up to 20% of persons of all ages and both sexes were infected in the Ismailia district. A similar outbreak occurred in 1993, although not as severe as that of 1977–1978, but nonetheless leading to as many as 6000 human infections in Aswan Governorate, and ultimately spreading to Sharkiya and Giza Governors in the Nile River Delta. A unique characteristic of this outbreak was the preponderance of ocular disease, an infrequent and late manifestation seen during the earlier Egyptian outbreak.

Although the ecology of RVF virus in Africa is still not clear, there is evidence suggesting that biological transmission of the agent may be principally attributed to mosquitoes of the genus *Aedes*. In eastern Africa, the association of RVF maintenance cycles with specific breeding habitats of *Ae. mcintoshi* in shallow depressions called “dambos” has been elucidated in Kenya. During periods of high rainfall, flooding of dams results in an abundance of *Aedes* and transmission of virus from transovarially infected mosquitoes as they feed on various species of vertebrate hosts, including domestic livestock, with secondary cycles of virus transmission being affected by *Anopheles*, *Culex*, and *Eretithmapodites* vectors. Mechanical transmission by biting arthropods seems likely in addition because of the very high viremia levels (10^8–10^10 infectious units) reached in many domestic animals, and direct transmission to humans handling infected large animals or their carcasses is a recurrent phenomenon. Both contact with infectious blood and infectious aerosols are suspected as mechanisms.

The vectors involved in the Egyptian epidemic-epizootics have not been conclusively elucidated; the principal candidate for the 1977–1978 outbreak is the mosquito *Culex pipiens quinquefasciatus* which was present in large numbers in houses and environs during the months of October and November, when most cases occurred. This species was likewise abundant in collections made during the 1993 outbreak, but definitive demonstration that this is the principal epidemiologic vector remains elusive.

Retrospective evidence now suggests that the virus may have reached Egypt from the Sudan, where animal epizootics were documented during the 5-year period before 1977. Subsequent outbreaks involving animals and humans have been reported in Mauritania (1987) and Madagascar (1990), in addition to the reoccurrence in Egypt in 1993. Similarly, the importation of RVF virus into the Arabian Peninsula in 2000 is thought to have been the result of movement of animals and humans across the Red Sea following the major outbreak in East Africa in 1997–1998, although definitive proof is lacking. National and international concern over this emergent disease is not limited to public health workers, RVF virus causes a serious panzootic infection in domestic animals with significant mortality and high rates of abortion. Nations are vitally interested in preventing its introduction into their animal industries; thus work with this virus in the United States and many other countries is either totally proscribed or limited to facilities with a maximum containment configuration.

To date there is no treatment for the human disease, although interferon and interferon inducers show promise in preclinical studies. Inactivated vaccines provide immunity for two years after two or three doses and have been used to immunize livestock. Such products, however, are of little use should an outbreak occur in a previously uninfected country. The dynamics of virus transmission revealed in Egypt and East Africa suggest that a live vaccine for animals that will confer rapid protection and curtail arthropod virus transmission is urgently needed. A live vaccine developed in South Africa is produced, but has been associated with abortion in sheep. More recently, a live vaccine (MP-12) developed in the United States appears safe and highly effective but requires additional field-testing. Such a vaccine, together with emergency mosquito-control measures, forms a rational armamentarium against a major tragedy which could strike inside or away from Africa. Killed vaccines for humans have been used to protect laboratory workers and military populations.

Crimean-Congo Hemorrhagic Fever

Although compatible clinical account of Crimean-Congo hemorrhagic fever (CCHF) in central Asia date to the thirteenth century, epidemics occurring during World War II in the Crimea provided the first modern recognition and the name of this clinically serious syndrome. The causative agent of the disease was finally isolated in newborn mice in 1968. It was found to be a member of the large Bunyaviridae family, genus *Nairovirus*, and, surprisingly, was antigenically indistinguishable from a virus of African origin, Congo virus, originally discovered in 1956. This virus was subsequently proved to be responsible for previously independent nosologic hemorrhagic entities termed Bulgarian and central Asia hemorrhagic fever and has been designated as Crimean-Congo hemorrhagic fever virus.

The clinical disease caused by CCHF outside Africa is one of the most virulent viral hemorrhagic fevers. The incubation period is brief, 2–9 days, and the onset of fever and nonspecific symptoms is sudden. The disease is acquired by exposure to infected ticks or by close contact with persons who have the disease. Case-fatality rates average 13–25% for tick-transmitted disease, but nearly 40% for contact infection, which is frequently nosocomial where strict isolation of patients and use of protective clothing are not practiced. Attack rates in certain areas of the Soviet Union have reached 14 per 1000 in epidemic years. The infection morbidity ratio in the Astrakhan and Rostov regions has been estimated at about 6:1.

Depending on the geographical area, a large variety of tick species has been incompletely incriminated in the natural cycle and transmission to humans of CCHF virus. In Bulgaria and the valleys of the lower Don and Volga rivers of the Soviet Union, *Hyalomma marginatum*, a two-host species, is the principal vector. Immature stages parasitize hares, small rodents, and ground-feeding birds, while adults favor large domestic animals, such as cattle, horses, sheep, and goats. Persons engaged in pastoral and agricultural activities are most often attacked, and most cases occur during April–July, the period of peak activity of the adult ticks. Outbreaks of disease in central Asia are less strongly seasonal but tend to occur most often during summer months.
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and are thought to be transmitted by ticks of the genera *Hyalomma*, *Rhipicephalus*, and *Boophilus*, which have life cycles ranging from single to as many as three hosts, most of which are large domestic animals. This epidemiological pattern extends from Kosovo and Albania to the Arabian Peninsula, Iraq, and Iran as far east as Pakistan. Human cases have also been recognized in Africa, including temperate South Africa and tropical areas of eastern, western, and central Africa. The virus has been recovered on numerous occasions from ticks, cattle, and hedgehogs in these areas. The case-fatality rate (30% in South Africa) is similar to that in Eastern Europe and countries of the former Soviet Union, and there is no evidence of a difference in virulence between virus strains.

The dynamics of virus maintenance in nature are not clear. CCHF in countries of the former Soviet Union has decreased significantly since 1970, but the biological correlates of this phenomenon were not elucidated. There is good evidence that CCHF virus is maintained serially in *H. marginatum* ticks by overwintering in infected nymphs and by both transtadial and transovarial passage. Hares experience viremia and can, therefore, infect larval and nymphal ticks, but birds apparently serve only as hosts for tick reproduction. Viral biology in ticks and vertebrate hosts in Asia and Africa is even less well known.

Soviet workers state that virus-specific passive antibodies are of value in therapy of CCHF if given during the initial three days of illness. An immune globulin formulation for intravenous administration is used in Bulgaria, with good results reported. A formalized mouse brain vaccine has been produced and tested in more than 150,000 persons in Bulgaria, but no definitive conclusions as to efficacy have been reported. Prevention of disease was stressed in the countries of the former Soviet Union through use of personal measures, such as special clothing, tick repellents, and the systematic dipping of livestock to control adult stages of tick vectors. Whether these measures or natural repellents are responsible for the observed decline in disease in the Volga and Don River basins during this decade is not known.

The lack of an animal model of CCHF disease is an obstacle to development of a vaccine and an antiviral drug. Ribavirin may be an effective therapeutic agent. In uncontrolled trials in South Africa, early initiation of intravenous therapy is said to be lifesaving, and oral ribavirin is thought to be effective in treatment of CCHF disease in Iran. Given orally, the drug may also be useful for postexposure prophylaxis of case contacts. Future work on this disease is dependent on construction of more maximum containment laboratories since CCHF virus is a BSL-4 pathogen, and it is well to remember that CCHF is the hemorrhagic fever most likely to be confused with a noninfectious cause of acute gastrointestinal hemorrhage, with potentially devastating consequences to patient and medical staff alike as has been documented repeatedly.

**Hemorrhagic Fever with Renal Syndrome**

Hemorrhagic fever with renal syndrome (HFRS) is a general term used to denote a constellation of similar clinical diseases caused by related viruses of the genus *Hantavirus*, family Bunyaviridae. Many synonyms exist for this disease, including epidemic hemorrhagic fever, Korean hemorrhagic fever, hemorrhagic nephropo-nephritis, nephropathia epidemica, and others. Like arenaviruses, the hantaviruses are maintained in nature by chronic infection of rodent hosts, with humans becoming infected following aerosol exposure to infectious excreta or occasionally by bite. Unlike arenaviruses, noscomial outbreaks or person-to-person transmission have not been recorded for viruses that cause HFRS (but see Hantavirus Pulmonary Syndrome below). Many different hantaviruses have now been recognized, and each appears to be associated with a specific rodent host (Table 15-6). Consequently, the distribution of individual hantaviruses is dependent upon the distribution of its rodent host, and risks of human infection are directly related to the amount of potential contact existing between these rodents and humans.

The prototype hantavirus is Hantaan virus, cause of epidemic hemorrhagic fever in China and Korean hemorrhagic fever in Korea, which occurs in a wide belt across Eurasia from Japan and Korea to the Ural mountains of Russia, including much of China. Hantaan virus is maintained by the striped field mouse, *Apodemus agrarius*, and humans are most frequently infected in the fall and early winter months, when adults in rural areas are exposed as part of harvest activities. Also commonly infected are military populations while on field maneuvers, shepherds, woodcutters, campers, and others involved in outdoor activities. Other hantaviruses causing HFRS include Seoul virus, associated with domestic rats (*Rattus rattus*, *R. norvegicus*) and found virtually worldwide, wherever rats are abundant; Puumala virus, maintained by the bank vole, *Clethrionomys glareolus* and abundant in western Europe, especially in western Russia and Scandinavia. Saranac virus, similar in distribution and human disease to Puumala virus, but thought to be maintained in nature by *Apodemus agrarius*; and Dobrava virus, now known only in the Balkans region of Europe, and thought to be hosted by *Apodemus flavicollis*. Other hantavirus-specific rodent associations have been described, but evidence that they represent threats to human illness are lacking.

Incidence rates of HFRS vary by country, the virus present, and by the natural variation in abundance of their principal rodent hosts. In China, approximately 100,000 cases occur annually or about 0.1 per 1000 population, and rates of about 0.2–0.5 per 1000 have been recorded among the Korean military. The incidence of nephropathia epidemica due to Puumala virus is about 0.01 to greater than 0.2 per 1000, depending upon the abundance of its rodent host. The incidence rates of Seoul, Saaremaa, and Dobrava viruses are unknown, but likely to be less than those for Hantaan and Puumula.

Classic HFRS has a variable but potentially long incubation period of up to four weeks. The disease is characterized by five phases: a *febrile phase* of 3–7 days’ duration with fever, malaise, headache, abdominal pain, nausea, vomiting, facial flushing, petechiae, and conjunctival hemorrhage; a *hypotensive phase* of a few hours to three days’ duration, when hypotension, shock, visual blurring, hemorrhagic signs and a drop in blood pressure occur; an *oliguric phase* of 3–7 days’ duration during which oliguria or anuria predominates and hemorrhagic manifestations may worsen; a *diuretic phase* of days to weeks’ duration when polyuria predominates; and a prolonged *convalescence phase* of weeks to months. Mortality rates for classic HFRS due to Hantaan virus range from 1–10%, varying greatly depending upon the quality of care available. Seoul virus causes a similar but generally milder disease with mortality rates less than 1%, as does Puumula virus. Dobrava virus appears to have a mortality rate at least equal to classic Hantaan, although relatively few patients have been documented. Seoul virus has also been associated with outbreaks of HFRS traced to infected laboratory rat colonies. Seoul virus is known to be abundant in urban rats in many large cities, including in the United States, and studies among Baltimore residents suggest that past infection with Seoul virus may be associated with subsequent development of hypertensive renal disease.

Diagnosis of HFRS is hampered by the lack of readily available diagnostic tests and the fact that it is not often considered in the differential diagnosis of physicians in non-endemic countries. A placebo-controlled trial of intravenous ribavirin conducted in 1986–1987 in China showed that initiation of treatment early in the course of the disease reduced mortality and the incidence of renal failure and hemorrhage.

Control of HFRS relies primarily on reduction of potential human-rodent contact through good sanitation and waste management, rodent control, and rodent-proofing buildings. It is difficult to reduce exposure to rodents in rural populations, especially for those individuals staying in temporary campsites, but careful management of foods and waste may reduce the number of rodents attracted. Inactivated vaccines have been developed and used in Korea and China, although their efficacy in some cases has yet to be systematically demonstrated. Molecularly based vaccines for both Hantaan and Puumula viruses are also under development.

**Hantavirus Pulmonary Syndrome**

Hantavirus pulmonary syndrome (HPS) was first recognized in 1993 when a cluster of fatal unexplained adult respiratory distress syndrome


<table>
<thead>
<tr>
<th>Virus</th>
<th>Host Species*</th>
<th>Distribution of Virus</th>
<th>Distribution of Host Species*</th>
<th>Disease</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hantaan (HTNV)</td>
<td>Apodemus agrarius</td>
<td>Far Eastern Russia, Northern Asia, Balkans</td>
<td>C Europe, S to Thrace, Caucasus, &amp; Tien Mtns; Amur River through Korea, to E Xizang &amp; E Yunnan, W Sichuan, Fujiau, Taiwan</td>
<td>Severe HFRS</td>
</tr>
<tr>
<td>Seoul (SEOV)</td>
<td>Rattus norvegicus</td>
<td>Nearly Worldwide</td>
<td>Nearly Worldwide</td>
<td>Mild/Moderate HFRS</td>
</tr>
<tr>
<td>Dobrava (DOBV)</td>
<td>Apodemus flavicollis</td>
<td>Balkans</td>
<td>England; Wales; NW Spain, France, Denmark, S Scandinavia through European Russia, Italy, Balkans, Syria, Lebanon, Israel; Netherlands</td>
<td>Severe HFRS</td>
</tr>
<tr>
<td>Saaremaa (SAAV)</td>
<td>Apodemus agrarius (agriculus)</td>
<td>Europe</td>
<td>C Europe, S to Thrace, Caucasus, &amp; Tien Mtns; Amur River through Korea, to E Xizang &amp; E Yunnan, W Sichuan, Fujiau, Taiwan.</td>
<td>Mild HFRS</td>
</tr>
<tr>
<td>Amur (AMRV)</td>
<td>Apodemus peninsularis</td>
<td>Far Eastern Russia</td>
<td>SE Siberia from NE China, S throughout NE China and Korea, E Mongolia to SW China, and N Japanese islands</td>
<td>HFRS</td>
</tr>
</tbody>
</table>

**Order: Rodentia; Family: Muridae; Subfamily: Arvicolinae**

| Puumala (PUUV) | Clethrionomys glareolus | Europe, Scandinavia, Russia, Balkans | France and Scandinavia to Lake Baikal, S to N Spain, N Italy, Balkans, W Turkey, N Kazakhstan; England, SW Ireland | Mild HFRS (Nephropathia epidemica) |

**Order: Rodentia; Family: Muridae; Subfamily: Sigmodontinae**

| Sin Nombre (SNV) | Peromyscus maniculatus | North America | Alaska across N Canada, S through USA to S Baja California and NC Oaxaca, Mexico | HPS |
| New York (NYV) | Peromyscus leucopus | East and Central USA | C and E USA into S and SE Canada, S to Yucatan Peninsula, Mexico | HPS |
| Black Creek Canal (BCCV) | Sigmodon hispidus (spadicypus) | Southern Florida | Southern Florida | HPS |
| Bayou (BAYV) | Oryzomys palustris | Texas to Southern Nebraska | SE USA | HPS |
| Muleshoe (MULEV) | Sigmodon hispidus (texanus) | Texas to Southern Nebraska | SE USA, interior Mexico to C Panama, N Colombia, and N Venezuela | HPS |
| Monongahela (MONV) | Peromyscus maniculatus (nubitterae) | Eastern USA and Canada | Alaska across N Canada, S through USA to S Baja California and NC Oaxaca, Mexico | HPS |
| Juquitiba (JUQV) | Oligoryzomys nigripes | Southeastern Brazil | Brazil, E Paraguay, Uruguay, N Argentina | HPS |
| Araraquara (ARAV) | Bolomys lasiurus | Southeastern Brazil | E Bolivia, Paraguay, N Argentina, S Brazil | HPS |
| Castelo dos Sonhos (CASK) | Unknown | Central Brazil | | HPS |
| Laguna Negra (LNV) | Calomys laucha | Western Paraguay and Bolivia | N Argentina and Uruguay, SE Bolivia, W Paraguay, WC Brazil | HPS |
| Andes (ANDV) | Oligoryzomys longicaudatus | Southwestern Argentina and Chile | Andes of Chile and Argentina | HPS |
| Lechiguana (LECV) | Oligoryzomys flavescens | Central Argentina | SE Brazil, Uruguay, Argentina | HPS |
| Bermejo (BMJV) | Oligoryzomys chacoensis | Northwestern Argentina, Southern Bolivia | W Paraguay, SE Bolivia, WC Brazil, N Argentina | HPS |
| Orán (ORNV) | Oligoryzomys longicaudatus | Northwestern Argentina, Southern Bolivia | Andes of Chile and Argentina | HPS |
| Hu39694 | Unknown | Central Argentina, S Uruguay | SE Brazil, Uruguay, Argentina | HPS |
| Central Plata | Oligoryzomys flavescens | | | HPS |
| Choclo | Oligoryzomys fulvescens (costaricensis) | Southwestern Panama | W and E versants of S Mexico, throughout Mesoamerica, to Ecuador, N Brazil, and Guianas in South America | HPS |

---

*Subspecies are provided in parentheses for some species; distribution is for entire species.


*Virus isolated in cell culture; others identified from genetic sequence.

*May be different species or subspecies of Oligoryzomys longicaudatus.
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cases occurred among otherwise healthy young adults in the southwestern United States. The disease is a severe, systemic illness characterized by fever, myalgia, cough, headache, and gastrointestinal symptoms, followed by abrupt onset of non-cardiogenic pulmonary edema and shock, often leading to death. Initial investigations determined that the disease was caused by a new hantavirus, subsequently named Sin Nombre virus, and found to be maintained in nature by the deer mouse, Peromyscus maniculatus. Nearly 400 cases of HPS have now been documented in the United States, with a mortality rate of about 36%. About three-quarters of cases are rural, and males make up more than 60% of the cases documented in the United States to date. Recently cases of HPS have been seen in individuals residing in areas outside the natural range of P. maniculatus, and it is now clear that several other genetically and antigenically related viruses are capable of causing HPS (Table 15-6), including newly recognized hantaviruses found in South America and maintained by field rodents there. A disturbing finding is the apparent person-to-person transmission of Andes virus causing HPS among individuals infected in Argentina.
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OVERVIEW

Introduction

Rickettsial diseases are widely distributed throughout the world and are a significant cause of illness and death within the human population. Most are zoonotic diseases maintained in the environment through complex cycles involving mammalian reservoirs and invertebrate vectors that can also serve as reservoirs. The actual incidence and prevalence of these diseases is difficult to estimate because they may be under diagnosed and underreported in endemic areas due to their nonspecific clinical presentations and difficulties in laboratory diagnosis and interpretation of results. Rocky Mountain spotted fever has been a nationally notifiable disease in the United States since the 1920s. The ehrlichioses were added to the list of notifiable diseases in 1999. The remaining diseases occur sporadically, usually in localized areas of the United States, and reporting requirements vary by state.1

Classification of Pathogens

Considerable progress has been made recently in clarifying the taxonomy, biochemistry, genetics, and morphology of rickettsial organisms. The Order Rickettsiales consists of two families, Rickettsiaceae, composed of the genera Rickettsia and Orientia, and Anaplasmataceae, composed of five genera of which two, Ehrlichia and Anaplasma, will be discussed here.2 There are at least 26 recognized etiologic agents causing infections in humans within the Order Rickettsiales.1

Structure and Replication of Pathogens

The organisms within the Order Rickettsiales are obligate intracellular bacteria that multiply only within living cells. They are small coccoid to rod-shaped bacteria, usually 0.3–0.5 × in diameter and up to 2.0 × in length with typical bacterial cell walls and cytoplasmic membranes, contain both DNA and RNA, and divide by binary fission. Species in the family Rickettsiaceae replicate within the cytoplasm of the host cells, and those in the spotted fever group are trophic for endothelial cells. Species in the family Anaplasmataceae replicate within cell membrane-derived vacuoles within hematopoietic cells. They may be cultured and isolated in several laboratory animal species, arthropod vectors, embryonated eggs, and some cell cultures.

Note: The findings and conclusions in this chapter are those of the authors and do not necessarily represent the views of the Centers for Disease Control and Prevention.

Natural History

The natural life cycles of rickettsial and ehrlichial organisms involve arthropod vectors (lice, fleas, mites, or ticks) and, to a lesser extent, various mammalian vertebrate hosts.3 In ticks and mites, transovarial transmission of the agent to the offspring frequently occurs. The vector transmits the agent to animals or humans by direct bite inoculation, or fecal contamination of the skin through the bite wound, scratches, or abrasions. With the exception of louse-borne typhus where humans are the major reservoirs, humans are incidental hosts and are not necessary for the perpetuation of these organisms in the natural environment.

Most of the rickettsial and ehrlichial diseases are characterized by the syndrome of severe headache, fever, myalgias, and a quite variable rash. Some species are also associated with characteristic presentations. Rickettsial infections cause a generalized capillary and small vessel vasculitis, resulting in damage to the host’s skin, brain, lungs, and other organs. Chronic infection or late relapse (especially in epidemic typhus) and long-term persistence of some species of rickettsiae in lymph nodes or other tissues have been documented.4 Ehrlichial infections affect hematopoietic cells and are characterized by thrombocytopenia, leukopenia, and altered liver and splenic function.

Diagnosis

Serology is the most common method of laboratory diagnosis, however, diagnostic titers are not achieved until the second week of illness or later. Indirect fluorescent antibody (IFA) testing is the most widely accepted serological diagnostic technique, although the use of ELA/ELISA diagnostic tests is increasing. IFA tests are now available for all the human rickettsial and ehrlichial diseases.5 The complement-fixation (CF) test using acute- and convalescent-phase sera and the nonspecific Weil-Felix (WF) reaction are still widely available, but both tests lack sensitivity. A four-fold or equivalent rise in titer 3–4 weeks apart by any technique other than the WF reaction is considered diagnostic. Immunohistochemistry, if available, may demonstrate organisms in skin lesions, such as the rash or eschar, and can rapidly confirm a suspected diagnosis. Polymerase chain reaction (PCR) assay performed on tissue or whole blood, and culture of the agent can also be used to confirm a diagnosis if samples are obtained before treatment is initiated.

Treatment

Antibiotic treatment with tetracyclines, especially doxycycline, is usually effective if started early in the course of the disease.6 Although the use of tetracyclines is not recommended for children because of the potential for tooth discoloration, this class of antibiotics is the most effective in treating rickettsial infections, and data suggest that a short
### TABLE 15-7. RICKETTSIOSES CAUSING INFECTION IN HUMANS

<table>
<thead>
<tr>
<th>Disease</th>
<th>Etiologic Agent</th>
<th>Principal Vector(s)</th>
<th>Natural Hosts of Vector(s)</th>
<th>Geographic Distribution</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rocky Mountain spotted fever</td>
<td>Rickettsia rickettsii</td>
<td>Dermacentor, Amblyomma, and Rhipicephalus tick species</td>
<td>Various small mammals, including rodents, lagomorphs, dogs, House mouse (Mus musculus); other rodents (rodents)</td>
<td>North and South America</td>
</tr>
<tr>
<td>Rickettsialpox</td>
<td>Rickettsia akari</td>
<td>Mouse mite (Allodermamyssus sanguineus)</td>
<td>Various small mammals, including rodents, lagomorphs, dogs, House mouse (Mus musculus); other rodents (rodents)</td>
<td>Worldwide</td>
</tr>
<tr>
<td>Unnamed</td>
<td>Rickettsia parkeri</td>
<td>Gulf Coast tick (Amblyomma maculatum)</td>
<td>Rodents, birds, large mammals</td>
<td>Western hemisphere</td>
</tr>
<tr>
<td>Mediterranean spotted fever (or boutonneuse fever)</td>
<td>Rickettsia conorii (Malish or reference strain)</td>
<td>Rhipicephalus and Haemaphysalis tick species</td>
<td>Dogs, small mammals</td>
<td>Mediterranean region, Africa</td>
</tr>
<tr>
<td>Israeli spotted fever, Astrakhan spotted fever, Indian tick typhus, Kenyan tick typhus</td>
<td>R. conorii complex</td>
<td>Mouse mite (Malish or reference strain)</td>
<td>Dogs, small mammals</td>
<td>Middle East, Caspian, and Black Sea region, India</td>
</tr>
<tr>
<td>African tick bite fever</td>
<td>Rickettsia africae</td>
<td>Amblyomma tick species</td>
<td>Cattle &amp; wild ungulates</td>
<td>Sub-Saharan Africa, Caribbean</td>
</tr>
<tr>
<td>North Asian tick typhus</td>
<td>Rickettsia sibirica</td>
<td>Dermacentor, Haemaphysalis, Rhipicephalus tick species</td>
<td>Livestock, small mammals (rodents)</td>
<td>Northern Asia, China, Pakistan</td>
</tr>
<tr>
<td>Lymphangitis-associated rickettsiosis</td>
<td>Rickettsia sibirica mongolotimonae</td>
<td>Hyalomma tick species</td>
<td>Cattle, migratory birds</td>
<td>Sub-Saharan Africa, France, China</td>
</tr>
<tr>
<td>Queensland tick typhus</td>
<td>Rickettsia australis</td>
<td>Ixodes tick species, especially I. holocyclus</td>
<td>Small marsupials, rodents</td>
<td>Eastern Australia</td>
</tr>
<tr>
<td>Flinders Island spotted fever</td>
<td>Rickettsia honei</td>
<td>Aponomma hydrosauri; Ixodes, Rhipicephalus, and Amblyomma species</td>
<td>Reptiles, rodents, cattle, small mammals</td>
<td>Australia, southeast Asia, North America</td>
</tr>
<tr>
<td>Japanese spotted fever</td>
<td>Rickettsia japonica</td>
<td>Ticks–multiple species</td>
<td>Japan</td>
<td>Japan</td>
</tr>
<tr>
<td>Cat flea rickettsiosis</td>
<td>Rickettsia felis</td>
<td>Cat flea (Ctenocephalides felis)</td>
<td>Opossums, cats, rodents</td>
<td>North and South America, Europe, Asia, Australia</td>
</tr>
<tr>
<td>Unnamed</td>
<td>Rickettsia helongiangensis</td>
<td>Rickettsia slovaca</td>
<td>Mammals</td>
<td>Eastern Asia</td>
</tr>
<tr>
<td>Unnamed(DEBONELI TIBOLA)</td>
<td>Rickettsia slovaca</td>
<td>Dermacentor tick species</td>
<td>Mammals</td>
<td>Europe</td>
</tr>
<tr>
<td>Unnamed</td>
<td>Rickettsia helvetica</td>
<td>Ixodes tick species</td>
<td>Rodents</td>
<td>Europe, Asia</td>
</tr>
<tr>
<td>Unnamed</td>
<td>Rickettsia aeschlimannii</td>
<td>Hyalomma, Rhipicephalus tick species</td>
<td>Cattle, sheep, boars, migratory birds (?)</td>
<td>Mediterranean region, eastern Europe, Africa</td>
</tr>
<tr>
<td>Epidemic typhus (louse-borne typhus)</td>
<td>Rickettsia prowazekii</td>
<td>Human body louse (Pediculus humanus corporis)</td>
<td>Humans; flying squirrels</td>
<td>Africa, Central and South America, Asia</td>
</tr>
<tr>
<td>Murine typhus (endemic typhus)</td>
<td>Rickettsia typhi</td>
<td>Oriental rat flea (Xenopsylla cheopis)</td>
<td>Rattus species, cats, opossums</td>
<td>Worldwide</td>
</tr>
<tr>
<td>Scrub typhus</td>
<td>Orientia tsutsugamushi</td>
<td>Larval trombiculid mites (Leptotrombidium species)</td>
<td>Small wild rodents, birds</td>
<td>Southeast Asia, Australia, Pacific Islands</td>
</tr>
<tr>
<td>Human monocytic ehrlichiosis</td>
<td>Ehrlichia chaffeensis</td>
<td>Lone star tick (Amblyomma americanum)</td>
<td>White-tailed deer</td>
<td>United States, Korea</td>
</tr>
<tr>
<td>Human granulocytic anaplasmosis</td>
<td>Anaplasma phagocytophilum</td>
<td>Ixodes scapularis, I. pacificus, I. ricinus</td>
<td>Rodents, white-tailed deer</td>
<td>United States, Europe</td>
</tr>
<tr>
<td>Unnamed</td>
<td>Ehrlichia ewingii</td>
<td>Lone star tick (Amblyomma americanum)</td>
<td>Dogs, white-tailed deer</td>
<td>United States</td>
</tr>
<tr>
<td>Sennetsu fever</td>
<td>Ehrlichia sennetsu</td>
<td>Trematodes (?)</td>
<td>Fish (?)</td>
<td>Japan</td>
</tr>
</tbody>
</table>

*course of treatment does not cause significant staining of permanent teeth.*

The use of doxycycline in pregnant women has not been well studied, and chloramphenicol remains the recommended antibiotic of choice for rickettsial infections, although caution must be taken when administering it during the third trimester because of risks associated with "gray baby syndrome." In rare cases, use of chloramphenicol may cause aplastic anemia. For suspected infections, therapy must be initiated on the basis of clinical presentation and epidemiological setting before a laboratory diagnosis is available. Delay in the start of treatment while awaiting confirmation of the diagnosis may result in more severe disease and fatal outcomes. General supportive measures and the host’s immune response are important factors in recovery.

**Prevention and Control**

Prevention and control of rickettsial and ehrlichial diseases depend on avoidance of vector-infested sites, and vector and reservoir host control by habitat modification or use of appropriate pesticides. If exposure is unavoidable, appropriate clothing should be worn, such as long-sleeved shirts and long pants, which may be pretreated with permethrin products. N,N-diethyl-meta-toluamide (DEET)-containing repellents should be applied to exposed skin following directions on the label. In tick-infested areas, persons should check themselves frequently for the presence of ticks. Attached ticks should be removed carefully with tweezers and exposure to fluids of the ticks should be minimized with the use of gloves. In the United States,
most cases of rickettsial diseases are associated with occupational or recreational exposures to the vectors. These diseases are also being increasingly recognized in international travelers visiting remote areas of endemcity.11 Travelers should be aware of the diseases to which they may be exposed and the appropriate methods for decreasing exposures. No vaccines are currently available for prevention of these diseases.

▶ SPOTTED FEVER GROUP

Rocky Mountain Spotted Fever

Rocky Mountain spotted fever (RMSF), caused by Rickettsia rickettsii, is the best known and most severe of the tick-borne rickettsioses. RMSF has been recognized as a distinct entity in the United States since the late 1800s; various researchers, including Ricketts in Montana (1906), defined the disease and described the natural cycle of the agent.12 It is also the etiologic agent of spotted fevers in Central and South America.13,14,15

The vectors of R. rickettsii organisms are various ixodid ticks, which also serve as a reservoir for R. rickettsii because of the passage of the RMSF agent by transovarial transmission. Ticks may also become infected by feeding on rickettsemic vertebrate hosts such as rodents, small and medium-sized mammals, and dogs. In North America, the vectors are the American dog tick Dermacentor variabilis in the east, and the Rocky Mountain wood tick Dermacentor andersoni in the west. Rhipicephalus sanguineus has been implicated as a vector in Mexico and Central America13,14 and, recently, in Arizona .17 Amblyomma cajennense has been found to be the major vector of spotted fevers in South America.15,16

Human cases of RMSF have been reported throughout the United States, with the highest prevalence in the south Atlantic and south-central states.19 The incidence of RMSF peaks during late spring and summer when ticks are most abundant, although the disease occurs in temperate climates throughout the winter at a low incidence. RMSF is most commonly diagnosed among people exposed occupationally or recreationally to tick-infested areas. Cases are more frequently diagnosed among males, whites, and children. Two-thirds of the cases occur in children under 15 years of age. The highest incidence of RMSF was among children 5–9 years of age.20

Illness usually begins abruptly 2–12 days after tick exposure. A high, persistent fever, severe headache, and myalgias are characteristic, while nausea, vomiting, abdominal pain, and conjunctivitis occur frequently. The maculopapular rash, present in about 90% of the cases, may not appear until the third day or later. The rash often begins on the ankles or wrists, and may spread rapidly to the rest of the body; later, it becomes petechial in 50% of cases, often accompanied by edema. Involvement of the palms and soles is quite characteristic, but is a relatively late event occurring in only 50% of cases. Headache is typically severe, and focal neurologic deficits may occur, occasionally with permanent neurological sequelae. Necrosis of the skin lesions or gangrene of extremities occurs in up to 4% of cases. Thrombocytopenia, anemia, elevated liver function tests, coagulopathy, renal failure, pulmonary edema, and involvement of all organ systems may be seen. The overall fatality rate is approximately 20% if untreated. It may be higher in adults over 30 years, in males, and in glucose-6-phosphate dehydrogenase-deficient persons.

Immunohistologic examination of skin lesions for the presence of rickettsial organisms may provide immediate confirmation. In severe infections, PCR assays performed on whole blood or tissue may also yield a rapid diagnosis. These tests are available at reference laboratories or at the Centers for Disease Control and Prevention. Most laboratory diagnoses for RMSF, however, are made retrospectively by documenting a four-fold or equivalent rise in titer between acute and convalescent serum samples.

Treatment should be initiated promptly on the basis of epidemiological setting and clinical suspicion without waiting for laboratory confirmation.21 The antibiotic of choice is doxycycline for adults and children. For pregnant women, chloramphenicol remains the preferred treatment for RMSF. Treatment with doxycycline should be continued for 7–10 days or 48–72 hours after defervescence and clinical improvement. For adults, the recommended dose is 100 mg orally or intravenously every 12 hours, and for children, 2.2 mg/kg orally every 12 hours.22 Delay in the initiation of proper antibiotic therapy may lead to complications, such as neurologic manifestations, pneumonitis, myocarditis, and renal failure.23,24 Supportive care is important in the management of the complications of RMSF. Prevention and control of RMSF depend on avoidance of vector-infested sites, and vector and reservoir host control by habitat modification or use of appropriate pesticides. RMSF has been acquired in laboratory settings, and it may be transmitted by direct inoculation of contaminated blood.

Mediterranean Spotted Fever

Mediterranean spotted fever (MSF), also known as Boutonneuse fever, is caused by Rickettsia conorii and has been reported from southern Europe, Asia, the Middle East, India, and Africa.11,25 Strains closely related to MSF include Kenya tick typhus, Astrakhan fever, Israeli tick typhus, and Indian tick typhus. The brown dog tick, Rhipicephalus sanguineus, is the principal vector and reservoir of MSF.26 Adult R. sanguineus ticks preferentially feed on dogs, and are found in the peridomestic environment, including houses and kennels. The immature stages may be more likely to feed on other hosts in addition to dogs, and human cases usually occur during late spring, summer, and early fall when all stages of R. sanguineus are abundant.27 Patients with MSF usually give a history of exposure to high grass or bush and contact with dogs, although a history of tick bite is not often reported. MSF is a mild to moderately severe illness with an incubation period ranging from 6–10 days. It is less frequently associated with the progressive, hemorrhagic tendency of RMSF. There is an abrupt onset of high fever accompanied by headache, arthralgia, and myalgia lasting a few days to 2 weeks.28,29 A maculopapular rash appears by approximately the third day in 96% of cases. It may persist for 6–7 days and is usually generalized. A single eschar (tache noire) is present at the site of tick attachment in 30–90% of cases. Antibiotic therapy shortens the course and severity of the illness. The drug of choice for treatment is doxycycline at 100 mg twice a day for 1–2 weeks for adults, although a single dose of 200 mg has been shown to also be effective.28 The disease is usually self-limited, but 10% of cases may have severe complications such as neurological involvement or multiorgan failure, with an overall case fatality rate of 2.5%.28

For prevention of MSF, measures must be taken to decrease the risk of tick bite. Clothes and shoes should be worn to cover bare skin, clothes should be treated with acaricides before wear, and exposed skin should be treated with repellants. For travelers visiting tick endemic areas, information on tickborne diseases should be made available before travel so that symptoms consistent with these diseases can be recognized.

African Tick Bite Fever

During the early part of this century, African tick bite fever (ATBF) had been recognized as a rural tick-borne disease of the African continent, and was considered synonymous with Mediterranean spotted fever. However, two distinct clinical presentations of rash-like illness occurring after tick bites were noted during the 1930s in southern Africa.26 One was consistent with Mediterranean spotted fever, which was usually associated with urban environments, but the other was found in patients with a history of travel into the bush and contact with game, cattle, and ticks. In 1992, after a human case of ATBF was diagnosed in Zimbabwe, the strain was characterized as Rickettsia africae.22
The most important vectors and reservoirs of ATBF are *Amblyomma* ticks, principally *A. hebraeum* in southern Africa, and *A. variegatum* in central, west, and east Africa.33 The major hosts of *Amblyomma* ticks are cattle and wild ungulates, but these ticks are not host-specific and will feed on any available host. There are few reports of cases within Africa,34,35,36 but it is likely present among the indigenous populations. Most reported cases of ATBF have been diagnosed in travelers returning from trips to Africa, although less than 50% reported tick bites.33 *R. auffeae* has also been detected in *A. variegatum* in several islands off the coast of Peru.37

After an incubation period of 5–10 days, ATBF is characterized by abrupt flu-like symptoms, including fever, headache, and myalgia. Multiple eschars with regional lymphadenopathy are seen in approximately 50% of patients, while a generalized cutaneous rash is present in 15–46% of cases. Patients with ATBF respond well to treatment with doxycycline may be warranted.34,38

Rickettsialpox

Rickettsialpox (vesicular rickettsiosis) was first recognized as a distinct clinical entity in apartment dwellers in New York City in 1946, and *Rickettsia akari* was identified as the etiologic agent.33 Cases were subsequently detected in several other cities in the northeastern United States, with an annual incidence of nearly 200 cases.35 In the last few decades, only a few cases per year have been confirmed in the United States.40,41 It is unknown if the decrease is due to an actual decrease in cases or misdiagnosis. Rickettsialpox has also been recognized in Korea, Russia, and Croatia.42,43,44

Rickettsialpox is transmitted to humans through the bite of a bloodsucking mite, *Liponyssoides sanguineus*, a parasite of the house mouse, *Mus musculus*, which is a reservoir for *R. akari*. The mite also serves as a reservoir since transstadial and transovariable transmission of the agent has been documented. *R. akari* has also been isolated from other rodent species, such as the Korean vole, *Microtus fortis forticulceus*, indicating the possible existence of other transmission cycles.

Rickettsialpox is a relatively mild disease. After an incubation period of 9–14 days, a papular lesion with surrounding erythema develops at the site of mite feeding, accompanied by regional lymphadenopathy. The papule ulcerates centrally, forming an eschar. Systemic symptoms, including fever, headache, backache, myalgias, and occasionally photophobia, develop approximately one week after the initial lesion. Within a few days of the onset of symptoms, a generalized maculopapular rash develops on the face, trunk, and extremities, but not on the palms and soles. The rash, which can resemble chickenpox, becomes vesicular, and eventually heals without scarring. Symptoms resolve within 6–10 days and recovery can occur without treatment. Although no fatalities have been known to occur, rickettsialpox can be moderately severe, and a short course of treatment with doxycycline may be warranted.

Rickettsialpox is recognized as an urban disease occurring in large cities with crowded areas infested with rodents.45 Residual insecticides and rodent-control measures may limit or eliminate the vector and reservoir, and thus rickettsial transmission to humans.

Other Spotted Fever Rickettsioses

North Asian tick typhus (Siberian tick typhus, North Asian tick-borne rickettsiosis) is clinically similar to MSF but is caused by a separate species, *Rickettsia sibirica*. It occurs in western Russia, Mongolia, and China.47 The vectors include ticks of the genera *Dermacentor* and *Haemaphysalis*,48,49 Various rodents and other wild mammals in addition to transovarial passage may play a role in the maintenance of these rickettsiae in nature. Another rickettsiosis of the spotted fever group caused by *Rickettsia japonica*, has been described in Japan.50 Japanese spotted fever (JSF) has been found to cause fever, headache and the characteristic rash with 90% of cases reporting an eschar.51

The probable vectors of *R. japonica* are *Haemaphysalis flava* and *longicornis*, and *Ixodes ovatus*.

Other spotted fever group rickettsioses that have been recently identified as human pathogens, *R. slovaca* in Europe has been associated with a tick-borne disease with clinical features including a necrotic lesion at the site of tick attachment surrounded by erythema and regional lymphadenopathy.52,53 *R. sibirica mongolotimonae* (formerly *R. mongolotimonae*) in Asia, Europe, and Africa has also been associated with a lymphangitis.54 Infection with *R. helvetica* in Europe and Asia has presented clinically as a mild febrile illness with no cutaneous rash.55,56 *R. helongiangensis* has been isolated in China in *Dermacentor sylvarum* and has been found to cause rickettsial-like disease in eastern Russia.57 *R. aeschlimannii*, detected in *Hyalomma marginatum* ticks from Africa,58 has also been found to cause human infection in a traveler visiting Morocco.59

In Australia, *Rickettsia australis*, has been identified as the etiologic agent of North Queensland tick typhus which has been found to occur along the eastern coast.60 The only two tick vectors currently identified are *Ixodes holocyclus* and *tassmani*. Another rickettsiosis found in Australia caused by *Rickettsia honeyi* has been identified on Flinders Island and the southeastern coastal region.61

The tick vector has been identified as *Aponomma hydrosauri* which feeds primarily on reptiles.62 Spotted fever rickettsioses of undetermined etiology have been also discovered in Thailand, Hong Kong, and Yucatan.63

A newly recognized spotted fever rickettsiosis in North America is caused by *Rickettsia parkeri*.64 This agent has originally been isolated from *Amblyomma maculatum*, the Gulf Coast tick, in Texas in 1939.65 In 2002, a case-patient presented with fever, headache, myalgia, multiple eschars, and lymphadenopathy, and later developed a maculopapular rash on the trunk, extremities, and palms and soles. *R. parkeri* was cultured and identified from patient specimens. *R. parkeri* has also been detected in Uruguay in *Amblyomma triste*, a tick species that feeds on humans, and may be responsible for cases in South America reporting fever, regional lymphadenopathy, maculopapular rash, and single eschars.66

Avoidance of tick bite is the only reliable method for prevention of the tick-borne rickettsioses. Eradication of the vectors, the natural hosts, or the pathogens from their well-established niches in nature is not feasible. Protective clothing, tick repellants on skin or clothing, regular searching of the body for ticks and removal of them with tweezers, and chemically impregnated collars or acaridical shampoos for domestic pets are often useful preventive strategies.

**TYPHUS GROUP**

**Epidemic and Flying Squirrel-Associated Typhus**

Epidemic or louse-borne typhus is one of the oldest diseases in recorded history. This disease has disappeared from much of the world except in remote areas of Africa, Asia, and Central and South America. It may, however, reappear under conditions of war or natural disasters where crowding and unsanitary conditions may prevail. There appear to be endemic foci in highland areas of Ethiopia and Peru.67 Epidemic or louse-borne typhus has also been identified in homeless populations in urban areas.68 Recent outbreaks have occurred in Rwanda and Burundi associated with refugee populations.69

Epidemic typhus is caused by *Rickettsia prowazekii* and is transmitted by the human body louse, *Pediculus humanus corporis*. Lice become infected when feeding on humans actively infected with *R. prowazekii*. The rickettsiae multiply within the louse and are excreted
in the feces. There is no transovarial or transstadial transmission. Humans become infected when the organisms enter the body through the bite lesion or through skin abrasions from scratching. Other potential mechanisms of infection include either mucosal contact or inhalation of dried louse feces. The lice die within 10–12 days of infection; however, *R. prowazekii* may remain viable for months to years in the dried state. Transmission between humans usually requires close personal contact or exposure to contaminated clothing or bedding. The agent is not shed in human secretions, so there is no direct person-to-person transmission.

After an incubation period of 1–2 weeks, clinical symptoms of epidemic typhus start abruptly with the onset of fever, chills, headache, muscle aches, and generalized weakness. Approximately five days later, a maculopapular rash usually develops on the trunk and spreading to the limbs. The rash may become darker and confluent, covering the entire body, but usually sparing the face, palms, and soles. During the second week, neurological symptoms may develop resulting in delirium or coma. If untreated, death may occur during the third week. The case fatality rate can exceed 10–15% in untreated cases.71 Doxycycline is the antibiotic of choice for treatment and is usually curative if given early in the course of the disease.

Even though there is immunity to reinfection, epidemic typhus may recur decades later in recovered patients that maintain viable organisms sequestered in their bodies. This illness is known as Brill-Zinsser (BZ) disease, which usually has a milder presentation with little or no rash. BZ disease may serve as a mechanism for the maintenance of the organism within the human population, which is the main reservoir of *R. prowazekii*.

Prevention of epidemic typhus is accomplished primarily by elimination of the louse vector through application of insecticides to individuals and their clothing, and to the bedding on which the eggs are laid and lice reside. Several applications may be required periodically, since the eggs are resistant to most insecticides and continue to hatch. Clothes and bedding may also be washed in hot water (≥130°F) to kill lice and eggs. Head lice and pubic lice should also be treated if present. Similar treatment of family or other close contacts is advisable. Once deloused, the patient need not be quarantined, but others who have been exposed should remain under surveillance for the disease for two weeks. In epidemic settings, treatment of the entire community with insecticide is often the most practical and effective approach to eliminate the louse vector. A single dose of doxycycline (100 mg) has been found to be effective for treating symptomatic cases and this may be the most practical approach when dealing with large epidemics.50

The southern flying squirrel, *Glaucomys volans*, found in the eastern United States, has been implicated as an animal reservoir for *R. prowazekii*.72 From 1976 to 2002, 43 cases of flying squirrel-related *R. prowazekii* have been documented in humans.73,74,75,76 Flea species that parasitize rodents have been found to be infected with *R. prowazekii*; however, no specific arthropod vectors have been identified.77 This flying squirrel-associated typhus agent may have a lower virulence than the louse-borne variant, although better health, hygiene and living conditions, and appropriate antirickettsial treatment might explain the decreased (<1%) case fatality rate.

**Murine Typhus**

Murine typhus (also known as endemic or flea-borne typhus) is caused by the agent *Rickettsia typhi* (formerly *Rickettsia mooseri*), which is transmitted by the Oriental rat flea *Xenopsylla cheopis*. The reservoir of *R. typhi* is *Rattus rattus* and other rodent species. Murine typhus occurs in tropical, subtropical, and temperate zones throughout the world, principally in Southeast Asia, Africa, Central America, and the Mediterranean region.79–81 In the United States, it is most prevalent in Texas, southern California, and Hawaii.42,43,54,55 Fewer than 80 cases are now recorded annually in the United States, although the disease is probably greatly underreported. Murine typhus occurs primarily in seaports, urban areas, and certain rural settings infested by wild rats (e.g., grain-storage facilities). A seasonal incidence peak occurs in late summer and fall, although the disease peaks in late spring and early summer along the Gulf Coast. Cases tend to be sporadic or can occur in clusters or small outbreaks related to common exposure of a rat-flea focus.

The main life cycle involves a reservoir of rodents (principally *R. rattus* and *R. norvegicus*) and the vector, *X. cheopis*. The rat flea acquires *R. typhi* by feeding on an infected host, remains infected for life, and is capable of transmitting the rickettsiae to its offspring. *R. typhi* multiplies in the flea and is excreted in the feces which can contaminate skin breaks or mucous membranes. Direct flea bites or inhalation of aerosolized feces may also cause infection. The human flea, *Pulex irritans*, and the human body louse may also play a role in transmission. Numerous wild vertebrates are natural hosts and may bring infected fleas into close proximity. Dog and cat fleas have been suspected as occasional vectors for humans. There is no documented person-to-person transmission.

Recently, a cycle for *R. typhi* involving the cat flea (*Ctenocephalides felis*) and opossum (*Didelphis virginiana*) has been demonstrated in the United States.80,87 This cycle has also been found to maintain a similar pathogenic organism, *Rickettsia felis* (formerly known as ELB agent)80 which has caused disease similar to murine typhus in Latin America and France,89,90 as well as in Texas.89

Murine typhus is usually somewhat milder than epidemic typhus, although severe disease can occur. The incubation period is 1–2 weeks. The disease is characterized by an abrupt onset of symptoms, usually fever and severe headache. Fever lasts 1–2 weeks, often accompanied by persistent headache, myalgia, vomiting, abdominal pains, conjunctivitis, splenomegaly, and pneumonia; delirium, stupor, or coma occurs rarely. Between the fifth and seventh day a macular rash usually appears in 50–80% of the patients, starting on the chest and abdomen, and spreading to the back and proximal limbs over 2–3 days. The antibiotic of choice is doxycycline. Ciprofloxacin has also been found to be effective.89 Fever subsides within 2–3 days after initiation of treatment. Without treatment, symptoms may resolve within two weeks. Death occurs in approximately 1% of cases, and a single attack confers immunity. Delayed neurologic sequelae can occasionally occur and may resolve over time.89 Serological diagnosis may be difficult due to the cross-reactivity between *R. typhi* and *R. prowazekii*. Additional testing such as Western blot or cross-adsorption studies may be performed to obtain a specific diagnosis. PCR assays performed on whole blood or skin biopsies may also yield a confirmatory diagnosis.89

Prevention requires ongoing control of the natural host and vector, rodent-control measures, and use of appropriate insecticides. Local public health authorities should be consulted for advice on approved residual-action insecticides to apply to rat habitats. Flea control should be achieved initially, followed by rat trapping and poisoning, rodent-proofing of buildings, and elimination of rodent shelter and food attractants. Failure to control the flea population initially may lead to human outbreaks as the infected fleas move from dying rats to humans.

**ORIENTIA GROUP**

**Scrub Typhus**

Scrub typhus (also known as tsutsugamushi disease, mite-borne typhus, Japanese-river fever, tropical typhus, and andrul typhus) is caused by the agent *Orientia tsutsugamushi* (formerly *Rickettsia tsutsugamushi*), which exhibits genetic, antigenic, and pathogenic diversity with numerous serotypes recognized.84 *O. tsutsugamushi* strains are distributed widely throughout southeastern Asia, the islands of the western Pacific, and northern Australia. Scrub typhus was a frequent source of illness in U.S. troops during World War II in the South Pacific and during the Vietnam conflict. It remains a leading cause of illness in indigenous populations throughout endemic areas. Cases of scrub typhus most frequently occur among farmers, forestry workers, and others involved in outdoor occupations or recreational activities. However, this disease has
also been diagnosed in urban areas with no history of exposure to the reservoirs. In North America, scrub typhus is primarily diagnosed among returning travelers.109 There has been a reemergence of scrub typhus in recent years. In Japan, India, and Korea, the incidence of scrub typhus is increasing predominantly during the winter and spring.26,97,98 Recent outbreaks have occurred in the Himalayan region of India100 and in Micronesia.101

Scrub typhus is transmitted to humans following the bite of trombiculid mites, also known as chiggers. The agent is passed in the feces of the larval mites and enters the body through abraded skin. Trombiculid mites of the subgenus *Leptotrombidium* serve as both vectors and reservoirs due to transovarial transmission of *O. tsutsugamushi*. Their normal hosts are wild rodent species that have also been found to be reservoirs for the agent. The ecological niches of *O. tsutsugamushi* are highly variable, being especially common in wet tropical and subtropical areas, including equatorial rainforests, along river banks and coastal areas, and, occasionally, in semideserts, Himalayan alpine meadows, and areas of harsh, cold winters.102,103,104 Endemic foci usually occur in areas undergoing ecological transition, such as abandoned farmland or human-made forest clearings, where a favorable habitat has been created for the hosts of the mites, particularly *Rattus* species. The chiggers or mites are not host-specific and will attack any animal, including humans, which invades their limited territory. Transmission may be affected by seasonal exposure of humans, or by chigger activity which is dependent on temperature, humidity, and availability of rodent hosts. No person-to-person transmission has been documented. Transmission has been documented in laboratory settings through respiratory exposure105 and via skin puncture with infectious equipment.106

The clinical spectrum of scrub typhus is broad, with most infections of mild to moderate severity. After an incubation period of 7–21 days, the first sign of disease in 85–90% of patients is a vesicular lesion at the site of mite feeding, which later becomes an eschar or ulcer, with regional lymphadenopathy. Fever commences a few days later accompanied by headache, myalgia, and occasionally conjunctivitis or cough. A maculopapular rash may appear at the end of the first week starting on the chest, abdomen, and trunk, and spreading to involve the proximal arms and legs. Rarely, the rash may spread to the face, palms, and soles. In severe cases, pneumonia, encephalitis, cardiomyopathy, and septic shock may occur,107 with mortality ranging from 5–40% if no antibiotic therapy is given. The course of the disease and prognosis may vary depending on the strain. Infection with one strain provides only short-term immunity against subsequent infection by others, and immunity even to homologous strains lasts for only 1–3 years. Nevertheless, a second and even third attacks may be milder or atypical.

Doxycycline for one week is the recommended treatment for uncomplicated cases. If treatment is not initiated, the fever and symptoms may persist for more than three weeks. Because of possible antibiotic resistance to doxycycline, the use of macrolide antibiotics is being considered.108 A single dose of 500 mg azithromycin has been found to be effective in the treatment of mild scrub typhus.109

To prevent infection in local populations, focal areas known to be endemic should be avoided. In addition, vertebrate hosts and protective vegetation can be eliminated and the area can be treated with pesticides. For travelers, personal prophylaxis with protective clothing, treatment of clothing with insecticides and application of mite repellants such as DEET to the skin is useful.109 Prophylactic use of doxycycline at a weekly dose of 200 mg for short-term exposures has been shown to be effective. There is no commercial vaccine for scrub typhus.

**EHRlichioSES AND ANAPLASMOSIS**

**Overview**

*Ehrlichia* species are increasingly found to be causes of emerging and possibly reemerging diseases in North America and Europe.110,111,112 The first agent of the genus *Ehrlichia* identified to cause disease in humans was *Neorickettsia sennetsu* (formerly *Ehrlichia sen-netsu*), which caused a mononucleosis-like nonfatal syndrome called Sennetsu fever described in Japan in 1954.113 Since then, other species of *Ehrlichia* have been shown to be animal pathogens, such as *E. canis* and *E. ewingii* (dogs), *E. equi* and *E. risticii* (horses), and *E. phagocytophila* (sheep). Each ehrlichial species targets different cells, such as neutrophils, monocytes, erythrocytes, platelets, and endothelial cells. They cause mild to severe febrile illness with occasional rash; however, in elderly or immunocompromised persons, the illness may be severe and result in multi-organ failure.

**Human Monocytic Ehrlichiosis**

In 1987, an acute, febrile syndrome similar to RMSF was first reported in humans. The etiologic agent of human monocytic ehrlichiosis (HME) was identified as *Ehrlichia chaffeensis*,114 and found to be transmitted by the vector, *Amblyomma americanum*, the lone star tick.115 The definitive host of *A. americanum* is the white-tailed deer, *Odocoileus virginianus*, which has also been found to be the principal wildlife reservoir for *E. chaffeensis*. There is transstadial transmission of *E. chaffeensis* in *A. americanum*, but transovarial transmission has not been proven. Numerous wild and domestic mammals serve as hosts for the immature stages of the vector tick; however, their roles as reservoirs have not been well studied.

Cases of HME have been diagnosed in central, southeastern, and mid-Atlantic United States, within the range of the vector tick. *A. americanum* has recently expanded its range into the northeastern United States resulting in cases.116,117 Most cases occur from May through July corresponding to the peak feeding time of *A. americanum*. All stages of this tick readily bite people. Most case-patients are males over 50 years of age who usually become infected through occupational or recreational exposure.

Symptoms of HME begin after a mean incubation period of 7–10 days following a tick bite. Acute onset of fever, myalgia, and headache develops, occasionally with vomiting, diarrhea, abdominal pain, or cough. A maculopapular rash is present in less than 50% of cases. More than 40% of cases require hospitalization. Severe complications include central nervous system involvement, acute respiratory distress syndrome, renal complications, and multi-organ failure. The case fatality rate is approximately 3%.117

Early diagnosis must be based on clinical and epidemiological risk factors since the majority of patients are seronegative during the acute phase. A four-fold rise in titer by IFA serology in acute and convalescent samples and PCR performed on blood or tissue are confirmatory. Detecting morulae in monocytes is often unsuccessful. Treatment of choice is doxycycline and should be continued for at least two weeks. Preventive measures include avoidance of exposure to ticks, as well as prompt removal of ticks when found.

**Human Granulocytic Anaplasmosis**

Human granulocytic anaplasmosis (HGA) was first characterized in 1992 when an agent resembling *E. equi* and *E. phagocytophila* was found to cause disease in humans.118 Recently, these three agents have been reclassified into a single species, *Anaplasma phagocytophilum*.119 Cases of HGA have been reported from the upper Midwest, northern United States, and northern California. A. *phagocytophilum* is transmitted by *Ixodes scapularis*, the deer or black-legged tick.120 The tick vector in California is *I. pacificus*. The white-footed mouse, *Peromyscus leucopus*, is believed to be the principal reservoir in addition to other mammals, such as gray squirrels, raccoons, striped skunks, and opossums.121,122 Cases of HGA have also been diagnosed in Europe, where the principal tick vector is *Ixodes ricinus*.124 It is usually seen in adult men with a history of outdoor activities from late spring through fall.

HGA presents as a nonspecific febrile illness starting 7–10 days after a tick bite.120 The most common symptoms are fever, malaise,
myalgia, and headache. Other symptoms include arthralgia, nausea, and cough. In healthy adults, the disease is mild and may be asymptomatic. However, in the elderly or immunocompromised, HGA may be severe with multi-organ failure. The case fatality rate is estimated at less than 1%. Diagnosis can be made through serology (IFA), microscopic detection of morulae within granulocytes, culture, and PCR. Doxycycline is the recommended treatment for HGA for a duration of 7–10 days, or until 3–5 days after fever has subsided. Prevention of HGA involves avoidance of tick-infested areas or using appropriate repellants on clothing, such as permethrin, and on the body, such as DEET-containing products. Frequent body checks for ticks and prompt removal of attached ticks after being in a tick-infested area should reduce the risk of acquiring tick-borne diseases.

Q Fever

Herbert A. Thompson • David L. Swerdlow

INTRODUCTION

Coxiella burnetii causes Q fever in humans. It is a zoonosis and infects a broad range of animal species, including both domestic ruminants and wildlife. Humans usually acquire the disease via inhalation of contaminated dust or dried material from barnyards, lambing pens, or dairy operations, or from handling or use of animal products including wool or hides, or from ingestion of unpasteurized cow or goat milk. Cases occur that cannot be directly traced to contact with animal or animal products, and these are usually caused by wind-borne material, sometimes carried for miles from the zoontic source. The organisms can persist in a viable state for several months in dried animal parturition products, in dried tick feces, in manure or animal by-products, or in unpasteurized milk. The stability is due to the presence of a spore-like form that develops toward the end of a growth period. The highest risk of exposure occurs at the time of lambing or calving. The organism propagates very well in placental material, and concentrations as high as 10^9 organisms per gram of placental tissue have been titrated.

HISTORY

Q fever was discovered almost simultaneously in the United States and Australia before World War II. In Montana, the prototype isolate was made from a tick by Davis and Cox while studying Rocky Mountain spotted fever ecology. In Australia, outbreaks of disease in abattoirs were investigated by Derrick. His isolates from human blood were characterized by Burnet and Freeman. Late in World War II, recognition and characterization of the disease in the Mediterranean theatre soon suggested that the Balkan Grippie, a flu-like febrile illness with symptoms similar to the recognized cases, and affecting both allied and axis soldiers by the thousands earlier in the war, was probably Q fever. The human disease was considered a rarity in the United States until outbreaks of Q fever occurred in meat-packing plants in Texas and the upper Midwest in the late 1940s. The ecology and epidemiology of the organism was well-described by Heubner et al for the Southern California Dairy industry, and by Lennette and colleagues for the Northern California sheep industry. Subsequent study led to the modification of milk pasteurization temperatures, raising them to meet the killing requirements for the Q fever organism.

EPIDEMIOLOGY

Q fever has been described worldwide; however, the incidence varies greatly both between countries and within countries. Since surveillance is limited the actual incidence is largely unknown. Reported incidence rates are affected by a variety of geographic and political factors including the presence of animal husbandry and medical care practices. For example, in France the disease is diagnosed mainly in the south, near Marseille, probably because of the presence of a large rickettsial disease reference center. In contrast, the highest prevalence reported in France, based on serologic testing, was in a rural population in the Alps, with antibodies indicating past infection detected in 30% of the village population. As elsewhere, in the United States Q fever is often misdiagnosed and underreported. During the last two decades, outbreaks in the United States have been associated with sheep and goat farming, and to the use of sheep in research by academic institutes. The disease, however, is observed primarily in sporadic cases, and these are almost always occupationally related. From 1978 through 1999, 436 cases of human Q fever were reported in the United States, averaging 20 cases per year (range 6–41). Q fever became a nationally notifiable disease in 1999 with state health departments reporting cases to CDC. From 2000 through 2004, 255 human Q fever cases were reported from 37 states and the District of Columbia. The average number of cases was 64 per year which was threefold higher than before the disease became notifiable. Cases were predominantly male (77%), and the median age was 51 years. Thirty-nine percent of cases occurred in April, May, or June, similar to the seasonality seen in Europe and the highest incidence rates were from western and midwestern states such as Wyoming, Oregon, Idaho, North Dakota, Nevada, and Nebraska as well as Kentucky and Tennessee.

CLINICAL MANIFESTATIONS

The incubation period varies with the dose, and may be as short as seven days or as long as five weeks. Almost half of the seroconversions occurring in humans are believed due to mild or inapparent infections. The acute disease presentation includes severe headache, fever, malaise, myalgia, vomiting, sweats and chills, and photophobia. Often the onset is very sudden, and it is not unusual for the patient to remember the exact day, hour, and minute that symptoms emerged. Approximately one-half will develop pneumonia or pneumonia typified by interstitial infiltrates. A dry unproductive cough is common. Neurological involvement other than the intense frontal headache is uncommon, but blurred vision, peripheral visual field alterations, and limb numbness have been
reported. Hepatitis associated with granuloma formation in the liver is common in some countries and may be related to the strain or the method of inoculation. One-half or more of symptomatic acute cases will display elevated liver enzymes. Treatment with tetracyclines usually shortens the course of the disease, but untreated cases will often self-resolve as well. Chronic Q fever is a risk for those with compromised immunity or vascular or cardiac defects, especially heart valves. Chronic disease is defined as that which occurs six months after the acute infection. Rarely, chronic Q fever endocarditis presents in the absence of any known prior disease. Chronic hepatitis has also been described. All chronic forms are much harder to treat, and presently a course of tetracycline plus hydroxychloroquine for 18–36 months or more is recommended for Q fever endocarditis. Untreated cases are usually fatal. Because of the organism’s proclivity to infect placental tissues, pregnant women are considered to be at risk for the disease and should take measures to avoid exposure.

Recent evidence now suggests that a third manifestation of Q fever, that of post-infection fatigue syndrome, can occur in a percentage of patients who had previously suffered recognizable (and often treated) acute disease. This syndrome is postulated to be host-determined, and is possibly due in part to cytokine dysregulation, and specifically to a failure of some human genetic types to shut down production of interleukins after an infection is controlled. In a recent study of Q fever cases associated with an outbreak on a goat-farming cooperative in Newfoundland, 52% of Q fever cases reported persistent symptoms. Responding to a quality of life survey instrument, patients reported an impact on their quality of life similar to persons with other chronic illnesses such as type 2 diabetes mellitus or active coronary artery disease. However, the existence of Q fever fatigue syndrome remains controversial and is difficult to prove conclusively; it has been suggested that some of the reports of alterations in quality of life may represent biased responses to questionnaires.

► DIAGNOSIS

Immunity to acute disease depends upon both cellular and humoral factors. Innate immunity plus B- and T-lymphocyte-based responses both play a role. IgM antibody to phase II surface proteins can develop within seven days of onset, followed by IgM antibodies reactive to phase I (lipopolysaccharide). IgG antibodies to both phase I and II antigens follow. Both IFA and ELISA methods are used to detect antibody, and serology remains the most reliable way to diagnose or confirm the disease. A fourfold rise in either phase I or phase II antibodies in acute and convalescent samples taken 2–3 weeks apart is considered indicative of recent infection. Usually early infections are characterized by increases in antibodies (IgG and IgM) to phase II antigens and chronic infections such as endocarditis are characterized by increases in antibodies to phase I antigens. PCR tests are helpful and can detect early infections prior to antibiotic use, as well as chronic disease. Culture is difficult and hazardous and can be unreliable and therefore is not recommended as a diagnostic method.

► TREATMENT

Treatment of acute Q fever is most often achieved by use of tetracyclines, usually doxycycline. Some of the quinolones have also been used effectively. The dose for adults is 100–200 mg twice daily. Therapy is usually for 14 days; the patient should be afebrile for several days and clinically improved before stopping. Although tetracyclines should in general not be given to children younger than eight years of age, many experts feel that the benefit of treating outweighs the potential risk of dental staining and currently doxycycline is recommended in children with Q fever. Endocarditis cases are treated by combination therapy, either doxycycline plus rifampin, doxycycline plus a quinolone, or, more effectively by doxycycline combined with hydroxychloroquine.

The organism is obligately dependent upon intracellular growth in macrophage phagolysosomes, and this acidic environment is believed to be neutralized by the hydroxychloroquine drug, thus inhibiting growth of the microbe. If doxycycline combined with hydroxychloroquine is used, the treatment should be continued for 18–36 months. Surgical replacement of the valve may be necessary, in particular if there is hemodynamic failure. Disinfection of Coxiella is best achieved using 5% Microchem plus (Micro-Chem Hospital Disinfectant Cleaner, National Chemical Laboratories of PA, 401 N. 10th St. Philadelphia, PA 19123), or 70% ethanol. The organism is not completely eliminated by 10% bleach.

► VACCINE

An efficacious, formalin-killed cellular vaccine, Q-Vax by CSL, is licensed and used in Australia, where Q fever remains the most economically important zoonosis. In Europe, efforts are made to control Q fever in heavily endemic regions in Germany, and the use of animal vaccination is employed in some instances. An attenuated vaccine has been in use for human vaccinations, in Western Russia and Eastern Europe. In the United States, the Department of the Army holds an IND on a killed cellular vaccine, and it is some times available for at-risk personnel through the Army’s Special Immunizations Program. As is also true of Q-Vax, the U.S. Army cellular vaccine may produce severe local reactions to previously exposed individuals, and pretesting, including the use of a skin test, is necessary.

► POTENTIAL FOR BIOTERRORISM/BIOWAREFARE USE

Coxiella burnetii is recognized as a potential biological warfare weapon. It was heavily researched by the U.S. Army after World War II, and in those studies use of human volunteers established the very low infective dose of 1–10 organisms. It was subsequently weaponized by this and several other countries. Since it is readily grown in embryonated eggs, is stable and has good arsenal characteristics, is readily spread by aerosols, has a very low infective dose for humans, and is extremely stable in the environment, it is on the B tier list of biowarfare threat agents. Although its use may not lead to high mortality, it could provoke disabling disease. Terrorists possessing sophisticated bioengineering capabilities could modify this organism to render it more virulent in humans. Furthermore, drug resistant forms of the organism, for both quinolones and tetracyclines, have been isolated from natural populations.

► CONCLUSIONS

Coxiella burnetii, a zoonosis found throughout the world, causes Q fever in humans. Human infections usually follow contact with domestic livestock and are more common in rural endemic areas. The illness is usually mild but can become chronic and severe. Endocarditis occurs among patients with underlying heart disease, in particular valvular disease, and may require long-term therapy and surgical intervention. The diagnosis of acute Q fever is usually based on changes in acute and convalescent serology, although molecular identification can also be used. Acute illness is treated with doxycycline, chronic with a combination of antibiotics and sometimes surgery. Because of the physical characteristics of the highly infectious spore form, Coxiella burnetii is a potential agent of bioterrorism which has been weaponized in the past. Because the disease is often not suspected, diagnosed, or reported, educational efforts to increase awareness of the disease and improvements in diagnostic capabilities and surveillance are needed to increase our ability to identify and respond to natural and manmade outbreaks in the future.
Plague

J. Erin Staples

INTRODUCTION

Plague is a zoonotic disease of rodents that is spread by fleas and occasionally causes severe illness in humans. Once known as “the Black Death,” plague continues to produce panic and irrational responses in some instances. The recent threat of bioterrorism (BT) and the designation of the causative bacteria, *Yersinia pestis* as a Category A BT agent, has led to renewed concern about this disease.

HISTORY

Three plague pandemics have been recorded in history. The first pandemic severely affected the Byzantine Empire in the sixth and seventh centuries AD. The second pandemic began in central Asia and spread to Europe in the fourteenth century, where it is estimated that one-fourth of the affected populations perished in the early course of the pandemic. In England, as many as half the total population died. Public health quarantine measures date from this time. The second pandemic waned over several centuries and plague eventually disappeared from Europe. The third (modern) pandemic era began in China in the late nineteenth century when, in 1894, plague struck Hong Kong and then spread by rat-infested steamships to all inhabited continents. Within a few years of its initial spread, millions of people died of plague in India, and outbreaks had occurred in many countries of the world, including the United States.

During the modern pandemic, plague became established in rodent populations in widely scattered foci around the world. In some areas it persisted for only a few years (gulf coastal areas of the United States and Australia), or a few decades (Hawaii and the Philippine Islands), but in many areas it became entrenched. Currently, plague foci are found scattered around most of the world (Fig. 15-2). These scattered residual plague foci are not amenable to elimination, and it is unknown whether they will be stable, die out spontaneously, or expand.

THE PLAGUE ORGANISM

*Y. pestis* is a gram-negative, bipolar staining, nonsporulating, nonmotile coccobacillus belonging to the *Enterobacteriaceae* family. Based on its ability to ferment glycerol and to reduce nitrate, *Y. pestis* can be divided into three main biovars: *Antiqua*, *Mediaevalis*, and *Orientalis*.

*Y. pestis* expresses a variety of factors important for virulence and transmission. These are encoded on its chromosome and three plasmids and include Fraction 1 (F1) antigen, V antigen, *Yersinia* outer membrane proteins or Yops, pH6 antigen, plasminogen (pla) activator protease, and Hemin storage (hms) locus. While some of these factors are expressed when the organism is grown at the optimal temperature of 28°C, many are expressed or have differential activities at higher temperatures (35–41°C).

PLAGUE IN NATURE

*Y. pestis* is maintained in nature in cycles involving infected rodents and their fleas. Other mammals, such as lagomorphs (rabbits, hares), carnivores (canids, felids, mustelids), and humans, are incidental hosts that only occasionally serve as direct (not flea-mediated) sources of infection to other animals or humans. Natural plague cycles are classified as either enzootic or epizootic. Enzootic cycles involve relatively disease-resistant rodent populations where the disease is maintained with a low mortality. Enzootic plague is typically associated with a low risk of human infection and is not readily noticed. In epizootic plague, *Y. pestis* infection is amplified in susceptible rodents and their fleas. The resultant rodent die-offs promote rapid and dangerous spread of plague, since infected fleas leave dead hosts to seek other blood sources, including humans. Rodent die-offs from epizootic plague are likely to be noticed, especially when diurnal rodents, such as prairie dogs, are affected. Enzootic and epizootic wild rodent plague cycles vary greatly in the rodent and flea species involved and in the environmental characteristics of different foci of infection. The complex interplay between contiguous or overlapping cycles is poorly defined in most areas of the world.

Flea Vectors

Fleas are the only arthropods known to transmit *Y. pestis* in nature. The efficiency of transmission varies by flea species and with environmental conditions, such as temperatures and humidity. The vector flea densities (flea indices) on rodent hosts are associated with increased likelihood of spread. Although fleas vary in their propensity to bite humans, any flea should be considered to be a potential plague vector. When some highly efficient vectors, such as the oriental rat flea (*Xenopsylla cheopis*) take an infected blood meal, plague bacilli multiply to enormous numbers, thereby blocking the flea’s foregut (proventriculus). The starving fleas avidly seek new hosts and, while attempting to feed, regurgitate *Y. pestis* into the bite wound, thus enhancing the chances of transmission. The vector efficiency of the oriental rat flea is markedly decreased at temperatures above 28°C, since at these higher temperatures blockages undergo enzymatic lysis.

Vertebrate Hosts

Historically, plague has been associated with domestic rats (the black or roof rat, *Rattus rattus*; and the brown or Norway rat, *Rattus norvegicus*) and their fleas. Epizootics involving these commensal rodents constitute the most serious hazard to humans because exposure occurs in the domestic environment, often in circumstances of crowding, and because the oriental rat flea is a highly efficient vector that readily feeds on humans.

In the United States, enzootic plague is thought to occur in a variety of small burrowing rodents, such as voles and deer mice, whereas epizootic plague occurs conspicuously among prairie dogs, various ground squirrels, and chipmunks. The most frequent sources of human plague in the United States are thought to be cycles of *Y. pestis* involving the rock squirrel, *Spermophilus variegatus*, and the California ground squirrel, *S. beecheyi*, and their fleas (especially, *Oropsylla montana*). These cycles appear to be influenced by climatic variables, such as maximum daily temperature and winter precipitation. Even when other rodents or domestic cats and dogs are implicated as the source of fleas infecting humans, often the ultimate source of the infected fleas has been these ground squirrels or related species.

Wild carnivores or predatory birds may transport infected rodent fleas to susceptible rodent populations, and rodent fleas may be transported to humans by dogs, cats, or other mammals. Humans may also be bitten by infected fleas in the vicinity of abandoned burrows and through contact with infected rodent nest materials. Humans have also become infected by dissecting infected mammals, including lagomorphs, rodents, and carnivores, when the organism gains entry through breaks in the skin. Most carnivores, although readily infected by eating infected prey, rarely develop a bacteremia and seldom, if ever, serve as a source of *Y. pestis* to their fleas. Wild and domestic cats, however, may develop severe and fatal plague.
Cats with oropharyngeal and pneumonic plague can infect humans who come into direct contact with their infective exudates and secretions, and a small but increasing number of fatal primary pneumonic plague cases has resulted from such exposures.17–19

**CURRENT WORLD DISTRIBUTION**

Plague persists as a public health problem in many areas of the world and remains as one of three epidemic diseases still subject to the International Health Regulations and notifiable to the World Health Organization (WHO).20 In the 15-year period 1989–2003, the WHO reported a total of 38,359 cases of plague with 2845 plague deaths from 25 countries.21 The mean annual number of reported cases for the period was 2557 per year, with a low of 876 cases in 1989 and a high of 5419 cases in 1997. Currently, Africa accounts for more than 80% of the total number of cases, Asia for 14% and the Americas for the remaining 6%. Significant plague outbreaks have recently been reported from India,22,23 Madagascar,24,25 Zambia,26 Mozambique,27 Educador,28 Malawi,29,30 Indonesia,21 Algeria,31 and Democratic Republic of the Congo.32

In the era of global travel and the potential threat of bioterrorism, outbreaks of plague are a source of concern. An outbreak of plague in India in 1994 caused international alarm and great cost to India due to disruptions in travel and trade.33 In formulating a response to outbreaks in other countries, officials should consider that: (a) plague infections respond rapidly to commonly available antibiotics; (b) surveillance of international arrivals from an epidemic area should readily detect persons with pneumonic plague (the only contagious form of concern) because of its severe and fulminant character; (c) pneumonic plague transmission requires close, direct contact with the ill person; and, (d) interdiction of travel and trade, if warranted at all, should be specific to the actual plague focus and not applied countrywide. Unjustified, punitive responses are likely to inhibit plague reporting. A coordinated national surveillance for pneumonic plague was rapidly implemented in the United States during the recent perceived emergency arising from reports of plague outbreaks in India.34

In 1989–2003, the United States reported 100 plague cases (mean of 7 cases per year) and 10 deaths (CDC unpublished). A high of 14 cases and 2 deaths was reported in 1994. Although wild rodent plague occurs in the 17 contiguous western states that have territory west of the 100th meridian, 77% of human plague cases arise in the southwestern states of New Mexico, Arizona, and Colorado, and about 9% in California. Human plague in the United States is typically sporadic with only single cases or small common-source clusters in an area, almost always following exposure to fleas of wild rodents or infected animal tissues. The United States reports only confirmed cases of human plague, and its reporting is thought to be complete. In some areas of the world, reported cases may reflect only a part of the total; on the other hand, during plague outbreaks some countries include suspect cases as well as confirmed cases in their reports to WHO. Changes in the ecology and epidemiology of plague are to be expected where relatively stable ecological features are disrupted by major industrial and agricultural development. For example, intensive irrigation of deserts for agricultural purposes, particularly for grain production, may produce burgeoning rodent populations close to human habitation, work or recreational sites. In such settings, exposure of humans may result from the amplification of existing known or even unrecognized wild rodent plague foci, by spread from wild rodent populations to commensal species, or by noncontiguous (per saltum) spread of plague-infected rodents or their fleas in shipments of agricultural products.1 Human encroachment on rodent habitat through the building of cabins or homes may also lead to increased risk of human infection.

**SURVEILLANCE**

According to the International Health Regulations, each state’s health authorities shall report to WHO all human plague cases and the presence of the plague bacillus in any part of a country’s territory with a description of the epidemiologic circumstances and of the precautions taken to prevent its spread to other territories.20 In the United States, it is mandatory to report all suspect human plague cases to local, state, and federal authorities (Centers for Disease Control and Prevention, Fort Collins, Colorado).

The current case definitions for plague as outlined by the WHO:

**Suspect plague:**
- Compatible clinical and epidemiological features; and
- Suspicious organisms seen or isolated from clinical specimens

**Presumptive plague:**
- *Y. pestis* F1 antigen detected in clinical materials by direct fluorescent antibody test or by some other standardized antigen detection method; or
- Isolate from a clinical specimen demonstrates biochemical reactions consistent with *Y. pestis* or PCR positivity; or
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- A single serum specimen is found positive for diagnostic levels of antibodies to Y. pestis F1 antigen, not explainable on the basis of prior infection or immunization

Confirmed plague:
- Isolate identified as Y. pestis by phage lysis of cultures; or
- A significant (≥ fourfold) change in antibody titre to the F1 antigen in paired serum specimens

Additionally, compatible illness in a person epidemiologically linked to a confirmed case may be considered a presumptive case. Each human plague case should, if possible, be epidemiologically investigated. Surveillance of animal plague activity should be carried out in areas where plague has occurred in recent decades. Direct surveillance is accomplished by bacteriological testing of rodents found dead from natural causes. A sensitive indication of epizootic rodent plague may be accomplished by bacteriological testing of rodents found dead from unnatural causes. Bubonic plague almost always occurs as the result of a bite by an infected flea, and a small local papule or vesicle is sometimes present at the bite site. Rarely, local ulceration, with lesions similar to tularemia (eschar), can occur at the site of entry. In addition to flea bites, inoculation of the organism can occur through the mucous membranes of the eye, oropharynx, and through broken skin following direct contact with infected materials or animal tissues. The usual incubation period is 2–6 days, but it may be longer. Illness is manifest by fever, chills, headache, myalgia; gastrointestinal symptoms such as nausea, vomiting, or diarrhea may also occur. Patients with bubonic plague experience pain and tenderness in lymph nodes proximal to the site of inoculation, followed by lymph node enlargement (bubo). Left untreated, the disease may progress to secondary pneumonic or meningeval plague with a high risk of death.

Septicemia in the absence of lymph node involvement is referred to as primary septicemic plague. As with bubonic plague, bloodborne dissemination to other organs may lead to plague meningitis or meningo-oculal. Septicemia is often fatal, even after prompt antibiotic therapy. Primary pneumonic plague is often fatal within 1–3 days after symptom onset and no spread to contacts was recognized. A recent increase in the United States of both secondary and primary (cat related) pneumonic plague cases as well as the theoretical possibility of a bioterrorism event involving aerosolized Y. pestis has raised a concern about possible spread of pneumonic plague to household contacts or medical personnel.

Pharyngeal or tonsillar plague has occasionally been associated with exposure to infected respiratory particles from patients or animals with pneumonic plague and with the ingestion of infected animal tissues.11,33 Rarely, gastrointestinal plague has been found to occur in individuals eating infected animal tissues (CDC unpublished).

DIAGNOSIS AND TREATMENT

A careful epidemiologic history is essential in considering a diagnosis of plague. When plague is suspected, it is imperative to obtain diagnostic specimens promptly and, if the clinical and epidemiological evidence is sufficiently strong, to initiate specific therapy without awaiting laboratory results. Bubonic plague is best diagnosed by culture of material aspirated from a bubo; if the aspiration is “dry,” sterile saline should be injected into the node and then aspirated. Multiple blood cultures and, if indicated, throat and sputum cultures should also be obtained. Materials for culture should be taken before specific antibiotics are given.

Y. pestis grows slowly in most culture media. On agar plates incubated at 37°C (98.6°F), colonies are barely discernible at 24 hours and are small (1–3 mm in diameter) at 48 hours.36 Smears of bubo aspirates, exudates, respiratory secretions, and suspect organisms isolated in bacteriologic media should be stained with a polychromatic stain, such as Wayson’s or Giemsa, to demonstrate the characteristic bipolar staining of Y. pestis. However, other gram-negative bacilli may appear to be bipolar and identification of Y. pestis by staining characteristics alone is unreliable. Fluorescent antibody (FA) testing to detect the highly specific Y. pestis F1 antigen also provides presumptive identification only, because interpretation of fluorescence is subjective and sometimes inconclusive. New rapid diagnostic tests (dipsticks) for detecting F1 antigen have been developed and may have a role in the future.

Isolation of Y. pestis in microbiologic media and its lysis by a specific bacteriophage provides definitive (confirmatory) identification of Y. pestis.39 Paired serum samples obtained at least three weeks apart should be tested for antibody to Y. pestis and can be used to confirm the diagnosis if there is a fourfold increase or change in titer. Suspect clinical materials and cultures should be forwarded to reference diagnostic laboratories for confirmatory identification.

The antibiotic of choice for treating Y. pestis infection is streptomycin.41 Although not approved for this purpose, gentamicin is an acceptable alternative,42 and is more widely available. Other drugs approved for the treatment of plague include tetracyclines and chloramphenicol. Chloramphenicol traditionally has been the agent of choice for plague meningitis, pleuritis, or endophthalmitis because of its high tissue permeability. Recently, however, Y. pestis isolates from humans in Madagascar have shown multidrug resistance for these antibiotics in vitro.43

Other antibiotics that have been used to effectively treat plague but have not been specifically approved for that purpose include ciprofloxacin44 and co-trimoxazole.45 Co-trimoxazole (a combination of trimethoprim and sulfamethoxazole) has been reported to be effective in treating bubonic plague, but the few reports of its efficacy involve a small number of patients, almost all adults.46,47 The penicillins, cephalosporins, and macrolides are not sufficiently effective against Y. pestis, and should not be used.

HOSPITAL PROCEDURES AND CARE OF CONTACTS

Because patients with bubonic or septicemic plague may develop secondary plague pneumonia, initial respiratory droplet precautions should be used for patients with suspected plague until pulmonary involvement has been excluded. Personnel caring for patients with
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pneumonic plague should observe strict respiratory droplet precautions, including the use of eye protection. After forty-eight hours of effective antibiotics and clinical improvement, an individual can be considered noninfectious\(^4\). Isolation beyond this time is not necessary unless the patient has draining exudates.

Household members and others sharing the same environmental circumstances should be placed under surveillance because of the possibility of exposure to the same zoonotic source as the index case; antibiotic prophylaxis may be indicated if there is a concern about exposure to infected fleas, but is not indicated as a routine practice. All persons who have had close contact with a pneumonic plague patient in the previous six days should be offered postexposure prophylaxis for seven days. Tetracycline, doxycycline, or ciprofloxacin are acceptable prophylactic agents.\(^5\) Exposed persons should also be kept under close observation, including measurement of body temperature at least twice daily. Should fever develop, the person should be immediately hospitalized in isolation for diagnostic evaluation, and plague-specific treatment should be given if indicated.

► PREVENTION AND CONTROL

Surveillance, education, and environmental management are the cornerstones of plague prevention. Public health authorities should identify and monitor active plague foci and maintain a system for rapid identification and evaluation of any suspect human cases or plague epizootics. Persons in known plague foci should protect themselves and their domestic pets from fleas, and should maintain a living and working environment free of rodents. Environmental sanitation should include rodent proofing of buildings, removal of other harborage such as wood piles, brush and junk heaps, and removal of any rodent food sources, such as garbage or animal feed. Persons should be instructed to avoid sick or dead animals and to use gloves when handling animals killed by hunting or trapping.\(^6\)

Plague vaccine is no longer commercially available. The original formalin inactivated plague vaccine had frequent side effects and provided only partial protection against bubonic plague. Research is currently underway to develop other plague vaccines that would protect against pneumonic plague and be better tolerated.\(^7\) Short-term antibiotic prophylaxis with a tetracycline or with trimethoprim-sulfamethoxazole may occasionally be recommended for persons considered to be at high risk for plague because of caring for plague patients or because of unavoidable exposures in active epizootic or epidemic areas.\(^8\)

Killing fleas with insecticides is the principal control measure in situations where epizootic plague places persons at risk of exposure. Rodent burrows, rodent runs, and other places where rodents and their fleas may be found should be sprayed or dusted with appropriate insecticides by trained persons. The decision to control plague by killing rodents should be left to health authorities, and should be done only when adequate flea control measures are in place. Control of rodents without environmental sanitation may worsen the situation, since the void may be quickly filled by a more susceptible, immature population of rodents.

Malaria

S. Patrick Kachur • Alexandre Macedo de Oliveira • Peter B. Bioland

► INTRODUCTION

Malaria remains one of the most widespread, potentially fatal infectious diseases. It is an important public health concern both in those countries where transmission occurs regularly, as well as in areas where transmission has been largely eliminated. Malaria is an extremely complex condition that manifests differently in different parts of the world, depending on a range of variables that includes: the infecting parasite species and their susceptibility to antimalarial drugs; the distribution and efficiency of insect vectors; climatic and environmental conditions; and the genetic composition, acquired immunity, and behavior of human populations. Children, pregnant women, and nonimmune visitors to malarious areas are at greatest risk of severe or fatal infections. Multiple strategies exist to combat malaria, but none of these are both appropriate and affordable in all malaria-endemic areas. Public health efforts to prevent or control malaria must be carefully tailored to the intensity of local transmission and local conditions of the parasite, vector, environment, and human population as well as the level of resources available. Although the global malaria eradication campaign of the 1950s and 1960s was unsuccessful in many countries, the intense international effort did yield lasting improvements in some areas, and provided valuable experience for the integrated malaria control programs recommended today.

Malaria transmission can occur in 107 countries and territories worldwide.\(^1\) Thirty-six percent of the global population lives in areas where there is risk of malaria transmission. Seven percent of the world’s people reside in areas where malaria has never been under meaningful control, but another 29% live in areas where malaria was once transmitted at low levels or not at all, but where significant transmission has been reestablished.\(^2\) The development and spread of drug-resistant strains of malaria parasites and insecticide-tolerant strains of the mosquito vector have been identified as key factors in this resurgence. Other important considerations are the shifting patterns of support for malaria-related research and control activities in endemic countries and among international donors, which left many endemic countries without resources or technical capacity for malaria control activities once international support for the eradication campaign disappeared. The World Health Organization (WHO) also lists environmental disruption for agricultural or economic reasons, sociopolitical unrest, and population migration among the probable precipitating causes of the most serious malaria problems.

Each year an estimated 300–500 million clinical cases of malaria occur, making it one of the most prevalent infectious diseases.\(^1\) Malaria can be, in certain epidemiologic circumstances, a devastating disease with high morbidity and mortality, demanding a rapid and comprehensive response. In other settings, it can be a more pernicious public health threat. In many malarious areas of the world, especially sub-Saharan Africa, malaria is ranked among the most frequent causes of morbidity and mortality among children and is often the leading identifiable cause. WHO estimates that more than 80% of the more than 1 million deaths attributed to malaria each year occur in African children.\(^3\) These estimates of global burden are necessary because few malaria endemic countries can report accurate health data. There have been recent calls to improve the quality of estimated morbidity and mortality data.\(^3\,4\) In addition to its morbidity and mortality burden, the economic effects of malaria infection can be tremendous. These include direct costs for treatment and prevention, as well as indirect costs such as lost productivity from morbidity and mortality, time spent seeking treatment, and diversion of household resources. The

Note: The findings and conclusions in this chapter are those of the author and do not necessarily represent the views of the Centers for Disease Control and Prevention.
The annual economic burden of malaria infection in 1995 was estimated at US $1.7 billion, for Africa alone. This heavy toll can hinder economic and community development activities throughout the region.

Malaria transmission occurs primarily in tropical and subtropical regions in sub-Saharan Africa, Central and South America, the Caribbean island of Hispaniola, the Middle East, the Indian subcontinent, Southeast Asia, and Oceania (Fig. 15-3). In areas where malaria occurs, however, there is considerable variation in the intensity of transmission and risk of malaria infection. Highland (>1500 m) and arid areas (<1000 mm rainfall per year) typically have less malaria, although they are also prone to epidemic malaria when parasitic individuals provide a source of infection and climate conditions are favorable to mosquito development. Although urban areas have typically been at lower risk, explosive, unplanned population growth has contributed to the growing problem of urban malaria transmission.

Although sustained malaria transmission in the United States was eliminated in the 1950s, more than one thousand cases of malaria are reported in the United States each year. In recent years, nearly all of the malaria cases reported in the United States have occurred among immigrants, refugees, and travelers from parts of the world where ongoing transmission persists. A small number of malaria cases are acquired within the United States and its territories. Some of these cases are congenitally acquired; some are unintentionally induced by blood transfusion or organ donation; and a small number of cases appear to be transmitted by local anopheline mosquitoes. These rare instances of mosquito-borne malaria in the United States are of concern because they demonstrate the potential for reintroduction of transmission, even in temperate climates where malaria has been eradicated.

**AGENT AND LIFE CYCLE**

In humans, malaria infection is caused by one or more of four species of intracellular protozoan parasite, *Plasmodium falciparum*, *P. vivax*, *P. ovale*, and *P. malariae* differ in geographic distribution, microscopic appearance, clinical features (periodicity of infection, potential for severe or complicated disease, and tendency for clinical relapses or recrudescences), and immunogenic potential (Table 15-8). Although *P. vivax* infections are more common, worldwide, *P. falciparum* malaria represents the most serious public health problem because of its tendency toward severe or fatal infections.

**Routes of Transmission**

Malaria is typically transmitted by the bite of an infective female *Anopheles* sp. mosquito. Mosquito-borne cases are referred to as *autochthonous malaria* to distinguish them from cases transmitted in

<table>
<thead>
<tr>
<th>TABLE 15-8. CHARACTERISTICS OF THE FOUR SPECIES OF HUMAN MALARIA</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Species</strong></td>
</tr>
<tr>
<td>Exoerythro Cyclic Cycle</td>
</tr>
<tr>
<td>Prepatent Period</td>
</tr>
<tr>
<td>Incubation Period (mean)</td>
</tr>
<tr>
<td>或 longer</td>
</tr>
<tr>
<td>Severity of Primary Attack</td>
</tr>
<tr>
<td>Duration of Primary Attack</td>
</tr>
<tr>
<td>Duration of Untreated Infection*</td>
</tr>
<tr>
<td>Relapse</td>
</tr>
<tr>
<td>CNS Complications*</td>
</tr>
<tr>
<td>Anemia*</td>
</tr>
<tr>
<td>Renal Insufficiency*</td>
</tr>
<tr>
<td>Effects on Pregnancy*</td>
</tr>
<tr>
<td>Hypoglycemia</td>
</tr>
</tbody>
</table>

*Influenced by immunity. Documentation of complications for species other than *P. falciparum* is limited. Source: Adapted from Bruce-Chwatt LJ. *Essential Malariology*, 2nd ed. New York: John Wiley and Sons; 1985.
other ways. Congenital malaria refers to infection passed from mother to infant in utero. Induced malaria refers to infection that is passed directly from one individual to another through contaminated blood or blood products, injection equipment, or organ transplant. Until the 1950s, induced malaria infection was widely practiced as a treatment for late neurosyphilis. While this treatment has been replaced by effective antibiotics, the practice of malarial therapy has reemerged several times in recent decades, primarily as an alternative medicine practice in economically developed countries. Finally, when a route of transmission cannot be established, even after careful investigation, a case may be classified as cryptic malaria.

**Life Cycle**

Although there are important differences between them, the four human malarias share a common life cycle. Malaria infection begins when an infective female mosquito injects *Plasmodium* sp. sporozoites into the blood stream while feeding (Fig. 15-4). The sporozoites circulate only momentarily; those which survive host immune defenses infect cells of the liver parenchyma. There they undergo asexual reproduction (exo-erythrocytic schizogony) producing hepatic schizonts. In 6 to 14 days, these schizonts mature and rupture, releasing merozoites into the blood stream. Merozoites then invade red blood cells where they undergo a second phase of asexual reproduction (erythrocytic schizogony), developing into rings, trophozoites and finally erythrocytic schizonts. Once mature, the infected red blood cells rupture, releasing still more merozoites into the blood stream, and starting another cycle of asexual development and multiplication. Clinical symptoms are associated with the rupture of erythrocytic schizonts and usually develop after several cycles of erythrocytic schizogony. The classical clinical presentation of periodic fever occurs when the cycles of erythrocytic schizogony are synchronized. Malaria parasites continue to proliferate until: (a) immune responses eliminate the infection, (b) effective antimalarial drugs kill all the erythrocytic parasites, or (c) the host dies from the infection.

Eventually, some merozoites develop into sexual forms called gametocytes. Both male and female gametocytes circulate without causing symptoms and can be ingested by a mosquito during a subsequent blood meal. Sexual reproduction occurs within the mosquito midgut. The fertilized zygote quickly transforms into an amoebozoa oocyste which penetrates the midgut wall and forms an oocyst. After several days to weeks, the oocyst ruptures, releasing sporozoites, which migrate through the coelomic cavity to the salivary glands. The life cycle starts again when the infective mosquito bites another human. The mosquito is essential for the development of the malaria parasite and its transmission. The sporogonic cycle—the period of time between ingestion of gametocytes and becoming infective to humans—varies among the different species of parasite and anopheline vectors and can be affected by environmental conditions as well. The timing of events in the life cycle of malaria parasites and the number of merozoites produced from each schizont differ among the four *Plasmodium* species that infect humans. Additionally, *P. vivax* and *P. ovale* can produce a dormant form (hypnozoites) which can persist in the liver for months to years, causing periodic relapses of parasitemia and illness (Table 15-8). Hypnozoites result only from
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**Figure 15-4.** The malaria life cycle.
primary sporozoite inoculation in mosquito-borne infections and are not present after cases of induced or congenital malaria. While *P. falciparum* and *P. malariae* do not form hypnozoites, infection with these parasites can persist in the blood at subpatent or undetectable levels following resolution of symptoms. This very low level parasitemia can result in recrudescence of clinical disease. Except in partially immune persons, *P. falciparum* rarely recrudesces more than several months after initial infection. However, recrudescence *P. malariae* infections can occur 40 years or longer after infection.

**CLINICAL FEATURES AND DIAGNOSIS**

Patients with malaria can present with a wide variety of symptoms and a broad spectrum of severity depending upon such factors as the infecting species and level of acquired immunity in the host. In general, partial immunity to malaria is acquired only after repeated exposure. Individuals who survive repeated malaria infections can tolerate the presence of schizonts in their blood with a minimum of symptoms. In areas where malaria transmission is intense, the first exposure to malaria occurs very early in childhood. After many subsequent infections, the likelihood of severe illness or death lessens.

**Clinical Presentation**

Typical symptoms among nonimmune individuals with malaria include fever, chills, myalgias and arthralgias, headache, diarrhea, vomiting, and other nonspecific signs. Splenomegaly, anemia, thrombocytopenia, pulmonary or renal dysfunction, and neurologic findings may also be present. When synchronous infections (occurring when a majority of schizonts rupture at the same time) develop, each species of *Plasmodium* causes a characteristic pattern of periodic fever. The paroxysms of *P. vivax* and *P. ovale* malaria classically occur every 48 hours, while those of *P. malariae* occur every 72 hours. *P. falciparum* infections often feature a daily or irregular pattern of symptoms. However, this classic presentation with predictably recurring fever and chills is highly variable and may not be present at all, particularly in *P. falciparum* infections, early in the course of an illness, when the patient is taking medications that have antipyretic or antimalarial activity, or when partial immunity exists.

Signs and symptoms of malaria can be greatly modified by the patient’s immune status; malaria infections among partially immune individuals range from asymptomatic to severe. The presenting signs and symptoms may be atypical or subtle, especially among infants and young children. The classical presentation of periodic fever sometimes seen in nonimmune individuals with synchronous infections are frequently absent among partially immune individuals. Because the manifestations of malaria illness can be so nonspecific, it is a common practice in malaria-endemic areas, to treat all febrile illnesses as malaria, especially in children and pregnant woman, who are at greatest risk for severe or fatal disease.

**Severe or Complicated Infections**

Uncomplicated malaria infection can progress to severe disease or death within hours. The potential for severe and complicated illness is particularly ominous in patients with high levels of parasitemia and without prior exposure to malaria infection. *P. falciparum* is the major cause of severe disease and death; severe or fatal malaria rarely results from infections with *P. vivax*, *P. ovale*, and *P. malariae*, unless there is another contributing cause of death or coinfection with *P. falciparum*. An extremely rare exception, is splenic rupture, which can occur with acute nonfalciparum malaria.  

Neurological manifestations are the best known potentially fatal complication in nonimmune adults and children. Malaria with central nervous system (CNS) symptoms can progress from fever with subtle mental status changes to coma and death within hours. Cerebral malaria refers to unarousable coma not attributable to any other cause in a patient infected with *P. falciparum*. In Africa, it has been estimated that 10–40% of patients hospitalized with cerebral malaria will die, even when treatment is optimal. The mean time between onset of illness and death among Gambian children was 2.8 days. Although less widely recognized than cerebral malaria, metabolic acidosis appears to be an important manifestation of severe malaria and indicates poor prognosis, especially among African children. Other acute complications comprise renal failure (especially in nonimmune adults), hemolytic anemia, hypoglycemia, disseminated intravascular coagulation, shock, and acute pulmonary edema (particularly in nonimmune adults). Among African children hospitalized with severe malaria, the presence of impaired consciousness or respiratory distress can identify those at highest risk of death. In patients who survive severe or complicated malaria, long-term sequelae are uncommon and can include permanent CNS deficits or lasting impairment of kidney or liver function.

Not all of the severe manifestations of malaria can be attributed to acute disease. Persistent, repeated, or inadequately treated infections can cause chronic anemia, especially among young children or populations with underlying nutritional deficiencies. Malaria-associated anemia can become severe enough to require transfusion and is an important cause of malaria-related mortality. The rate of development and severity of anemia depend on the level and duration of parasitemia.

In patients with acute malaria, severe anemia may contribute to CNS and cardiopulmonary signs. Falciparum malaria can also have devastating effects during pregnancy. In nonimmune women acute malaria during pregnancy can be more severe than malaria in nonpregnant women and carries a high risk of maternal and fetal death if not treated promptly and adequately. Among partially immune women, however, malaria during pregnancy can produce chronic infection of the placenta with little or no increase in overt clinical disease. Placental malaria infection, in turn, is a cause of low birth weight, the greatest single risk factor for infant mortality. In most populations, malaria is most significant during a woman’s first and second pregnancies, although in populations with a high prevalence of HIV infection, placental malaria infection can occur in all pregnancies.

Whereas rates of severe disease and mortality among nonimmune populations are typically not age related, there is a disproportionate level of mortality among children in partially immune populations. In Africa, where the majority of malaria-associated deaths occur, the highest mortality affects children less than five years of age. In the Gambia, it has been estimated that malaria accounted for 25% of all deaths among children less than five years. Recent comparisons between malarious areas suggest that disease manifestations, age profile, and severity of illness vary widely with the intensity of malaria transmission. The overall or community level of immunity to malaria is highest in areas where malaria transmission is the most intense. In such communities, the burden of malaria illness and death is shifted to the youngest age groups. Additionally, severe malaria tends to manifest itself more frequently as anemia than as cerebral disease in the setting of intense transmission. As transmission intensity decreases, community level immunity is lessened, illness is seen more frequently in all age groups and the incidence of cerebral disease increases relative to anemia.

**Pathophysiology**

The usual incubation period from infective mosquito bite to onset of symptoms ranges from 9 to 30 days or longer, depending on the species of parasite (Table 15-8), host immune status, infecting dose, and use of antimalarial drugs. The clinical symptoms associated with malaria infection are caused by a complex interplay between the parasite and the host immune response. Symptoms are associated with the asexual erythrocytic stage parasites. Exoerythrocytic forms (sporozoites, exoerythrocytic schizonts, and hypnozoites) and gametocytes do not cause clinical symptoms.

In general, higher levels of parasitemia are associated with clinical symptoms in partially immune populations and with severe or complicated disease in nonimmune persons. Larger infecting doses have been clearly associated with shorter prepatent and incubation periods. The size of the infecting dose does not appear to correlate consistently with
severity of infection, level of parasitemia, number of paroxysms, or likelihood of complications.\textsuperscript{28,29} Even if the absolute number of parasites in an infecting dose does not, there is some evidence that the antigenic diversity of the inoculum does correlate with more severe disease.\textsuperscript{30} Almost all instances of severe or fatal malaria are caused by \textit{P. falciparum} infections. This tendency has been linked to several peculiar features of falciparum parasites. First of all, exoerythrocytic and erythrocytic schizonts of \textit{P. falciparum} release larger numbers of merozoites when they rupture, resulting in a more rapid rate of increasing parasitemia. \textit{P. falciparum} is also able to infect both mature and immature red blood cells (RBCs). In contrast, \textit{P. vivax} and \textit{P. ovale}, which cause milder clinical presentations, selectively infect immature RBCs and reticulocytes. Erythrocytes infected with \textit{P. falciparum} adhere to the vascular endothelium of post-capillary venules. Several antigens which may mediate this property—adherence factors—have been characterized and implicated in severe or complicated malaria.\textsuperscript{31,32} Finally, under laboratory conditions, \textit{P. falciparum}-infected erythrocytes can form rosettes with uninfected red blood cells. This \textit{in vitro} phenomenon has also been correlated with severe disease.\textsuperscript{33}

The host response to malaria infection also contributes substantially to the pathogenesis of the disease. Several specific mediators have been suggested both for uncomplicated infections and for severe and complicated malaria.\textsuperscript{34} Malaria fever appears to arise from cytokines released by host mononuclear cells when erythrocytic schizonts rupture. Tumor necrosis factor alpha (TNF\textalpha) has received the most attention.\textsuperscript{35} Elevated levels of TNF\textalpha have been detected in patients during malaria fever\textsuperscript{36,37} and immediately preceding paroxysms of \textit{P. vivax} infection.\textsuperscript{38} Elevated levels of other cytokines, including interferon-\gamma and interleukins-1 and -6 have also been described and may contribute to fever in malaria infection.\textsuperscript{39}

The occurrence of severe and complicated malaria remains unpredictable and incompletely understood; however, it appears that both parasite and host immunologic effects play important roles in each of the major complications. Cerebral malaria, the gravest presentation of severe malaria, appears to be caused by a combination of factors. The most important event in this process is the sequestration of infected RBC in the deep capillaries in the brain, which can be related to sludging of infected RBC, lack of deformability of these cells, and cytoadherence of infected cells to noninfected cells, and vascular endothelium.\textsuperscript{15} The presence of the parasite induces the release of cytokines, specifically TNF and interleukins (IL), and high levels of these cytokines are correlated with indicators of severity, such as hypoglycemia, hyperparasitaemia, and anemia.\textsuperscript{40} The coma in cerebral malaria appears to be result of metabolic encephalopathy, resulting in abnormalities in neurotransmitter synthesis, release, and binding.\textsuperscript{39} In addition, there is evidence that TNF induces the production of nitric oxide, which is also involved in malaria-induced coma.\textsuperscript{41}

Renal failure is a common manifestation among adults with severe malaria and has been attributed to acute tubular necrosis, the pathogenesis of which is not completely understood.\textsuperscript{42} Malaria-related anemia may evolve from direct effects—such as hemolysis of infected cells or their removal by the spleen—as well as immunologic effects including inhibition of erythropoiesis, immunemediated removal of noninfected RBCs, and autoantibodies to RBC antigens.\textsuperscript{42}

### Diagnostic Approaches

The diagnosis of malaria must be considered in all febrile patients who have traveled to or lived in malaria-endemic areas or who have received blood products, tissues or organs from persons who have been to such areas. Direct microscopic examination of intracellular parasites on stained blood films is the current standard for definitive diagnosis in nearly all settings. However, several other approaches exist, or are in development, which may be appropriate under special conditions.

### Clinical Diagnosis

Although reliable diagnosis cannot be made on the basis of signs and symptoms alone because of the nonspecific nature of clinical malaria, clinical diagnosis of malaria is common in many malarious areas. In much of the malaria-endemic world, resources and trained health personnel are so scarce that presumptive clinical diagnosis is the only realistic option. Clinical diagnosis offers the advantages of ease, speed, and low cost. In areas where malaria is prevalent, clinical diagnosis usually results in all patients with fever and no apparent other cause being treated for malaria. This approach can identify most patients who truly need antimalarial treatment, but it is also likely to misclassify many who do not.\textsuperscript{43} Overdiagnosis contributes to misuse of antimalarial drugs. Clinical diagnosis of malaria can lead health workers to overlook other obvious and treatable causes of fever in a febrile patient.\textsuperscript{44} Considerable overlap exists between malaria and other diseases, especially acute lower respiratory tract infection, and bacteremia.\textsuperscript{45} Attempts to improve the specificity of clinical diagnosis for malaria by including signs and symptoms other than fever or history of fever have met with only minimal success.\textsuperscript{46}

A definitive diagnosis of malaria can be made by several approaches, including light microscopy, special staining, rapid antigen detection, and detection of parasite nucleic acid sequences. Definitive diagnosis can decrease the use of antimalarial drugs by patients not needing malaria therapy, improve the ability to identify patients in need of treatment for nonmalarial illnesses, direct antimalarial therapy to specific species of malaria, and monitor impact of malaria infection and treatment over time. General disadvantages of definitive diagnosis include the cost of equipment and supplies, time expended training and supervising personnel and conducting the test, and the need for handling blood. In some malaria-endemic settings, providers frequently disregard definitive diagnostic tests when the results are at odds with their clinical suspicion.\textsuperscript{47}

### Microscopic Diagnosis

Simple light microscopic examination of stained blood films is the most widely practiced and useful method for definitive malaria diagnosis. With a minimum of equipment and recurring expense, fast and reliable diagnosis of malaria can be obtained even under the most difficult conditions. In areas where \textit{P. falciparum} causes only a portion of malaria infections, microscopic diagnosis allows differentiation between species, a capability not possible at present with some of the newer technologies. Another advantage of this approach is that an experienced microscopist can also quantify the level of infection and distinguish clinically important asexual parasite stages (rings, trophozoites, and schizonts) from the sexual forms (gametocytes) which may persist without causing symptoms. This can be critical for determining whether a given treatment has been effective. While several different stains can be used, Giemsa gives the best results. Simple microscopic diagnosis does have some important limitations. In partially immune persons, asymptomatic parasitemia may be detected which can be of limited clinical significance and may cause the clinician to overlook another cause of illness. Conversely, in nonimmune persons, symptoms may develop before there are detectable levels of parasitemia. For this reason, several blood smear examinations are needed to positively rule out a diagnosis of malaria in a symptomatic patient.

### Antigen Detection Tests

A third diagnostic approach involves the detection of parasite antigens, originally through enzyme-linked immunosorbent assay (ELISA) and radioimmunoassay (RIA) techniques. Multiple experimental tests have been developed targeting a variety of parasite antigens.\textsuperscript{48-50} Rapid test kits are now commercially available which detect
the histidine rich protein (HRP-II) of *P. falciparum*. Compared with light microscopy, this test yielded rapid and highly sensitive diagnosis of *P. falciparum* infection.31,32 Other kits can detect parasite enzymes including aldolase and lactate dehydrogenase and are not species specific. By combining the two approaches in a single test kit some manufacturers have produced products that can differentiate falciparum malaria from nonfalciparum infections.

Although none are approved in the United States, rapid diagnostic tests are already being deployed in some malaria-endemic countries. Advantages to this technology are that no special equipment or personnel is required, the test and reagents are stable at ambient temperatures, and no electricity is needed. The principal disadvantage is a high per-test cost. Especially in settings were malaria transmission is low or where drug resistance patterns require risky or expensive treatments, these tests can be cost-effective. Aside from cost, other limitations to this technology are their variable sensitivity caused by antigenic diversity among wild-type parasites and the persistence of positive test results. Detectable antigen can persist for up to 10–14 days after adequate treatment and cure, and the tests cannot adequately distinguish a resolving infection from treatment failure due to antimalarial drug resistant parasites. Other constraints to using the current generation of rapid diagnostic tests more broadly include inconsistent quality of products from different manufacturers, and the susceptibility of reagents to extreme conditions of temperature and humidity.53

**Molecular Diagnosis**

Detection of parasite genetic material through polymerase-chain reaction (PCR) techniques has gained prominence as a research tool. It will almost certainly have a growing role in the diagnosis of malaria. Specific primers have been developed for each of the four species of human malaria. One important use of this new technology is in detecting mixed infections or differentiating between infecting species when microscopic examination is inconclusive.14 In addition, improved PCR techniques could prove useful for tracing molecular epidemiology in investigations of malaria clusters or epidemics.55

**Serologic Tests**

Techniques also exist for detecting antimalarial antibodies in serum specimens. Specific serologic markers have been identified for each of the four species of human malaria. Positive studies generally indicate past infection. Serology is not useful for diagnosing acute infection, where detectable levels of antimalaria antibodies do not appear until weeks into infection and persist long after parasitemia has resolved. Moreover, the test is relatively expensive, and not widely available. However, in particular settings, such as screening large numbers of blood donors in the epidemiologic investigation of a transfusion-induced case of malaria, serologic studies can be an appropriate and valuable tool.42

► **TREATMENT**

**Antimalarial Drugs**

There are a limited number of drugs which can be used to treat or prevent malaria. Because of rapidly developing and spreading resistance to antimalarials and the relatively slow process of developing new antimalarials, the number of useful drugs is dwindling. All currently available antimalarial drugs are discussed here even though not all are practical or appropriate to use in any given situation, and only a small number are recommended or obtainable for use in North America.

**Quinine.** Quinine was first isolated from Cinchona bark in 1820 and has since been the fundamental chemotherapeutic agent for the treatment of malaria, especially severe disease. Quinine and its dextroisomer, quinidine, are rapidly acting drugs which target the erythrocytic asexual stages of all malaria parasites. It is available in both oral and parenteral preparations and can be used in infants and pregnant women. Side effects include nausea, dysphoria, blurred vision, and tinnitus and typically resolve after treatment has ended. *P. falciparum* from most areas of the world responds well to quinine; because of this, shortened courses of quinine can be used in conjunction with a second drug to reduce the likelihood of quinine-associated side effects. *P. falciparum* from many areas of Southeast Asia require full course quinine treatment in conjunction with a second drug (see Table 15-9).

**Chloroquine.** Chloroquine (CQ) is a 4-aminooquinoline derivative of quinine first synthesized in 1934. Historically, chloroquine has been used as the drug of choice for the treatment of non-severe or uncomplicated malaria and for chemoprophylaxis. Chloroquine acts primarily against erythrocytic asexual stages, although it has gametocidal properties. Because of widespread resistance to this drug, its usefulness is increasingly limited. Where chloroquine retains efficacy, it can be safely used for treatment or prophylaxis of infants and pregnant women. Side effects are uncommon and not generally serious. They include nausea, headaches, gastrointestinal disturbance, and blurred vision. Some patients, especially if dark-skinned, can experience pruritus.

**Amodiaquine.** Amodiaquine (AQ) is closely related to chloroquine (and exhibits some degree of cross-resistance with CQ) but has fallen out of favor because of a high incidence of adverse reactions (including agranulocytosis and hepatitis), primarily when used for prophylaxis. In response to mounting chloroquine resistance, some African countries have adopted amodiaquine or amodiaquine-containing treatments for routine treatment of uncomplicated malaria. In areas where CQ resistance is high, AQ efficacy will be compromised, even when combined with artemisinin compounds.

**Antifol Antimalarial Drugs.** These drugs are various combinations of dihydrofolate reductase inhibitors (proguanil, chlorproguanil, pyrimethamine, and trimethoprim) and sulfur drugs (dapsone, sulfadene, sulfamethoxazole, sulfadoxine, and others). Although these drugs have antimalarial activity when used alone, parasitologic resistance can develop rapidly. When used in combination, they produce a synergistic effect on the parasite and can be effective even in the presence of resistance to the individual components. Typical combinations include sulfadoxine/pyrimethamine (Fansidar), sulfadene-pyrimethamine (metakelfin), chlorproguanil-dapsone, and sulfamethoxazole-trimethoprim (cotrimoxazole). Side effects are uncommon, however, severe adverse reactions can occur. When sulfadoxine-pyrimetamine was used prophylactically among American travelers, it was associated with a high incidence of severe cutaneous reactions (1 per 5000–8000 users) and mortality (1 per 11,000–25,000 users).35 These side effects do not appear to occur as frequently when the drug is used for treatment. Concerns about sulfur drug use during pregnancy are outweighed by the known risks to mother and fetus associated with untreated malaria. The use of folate supplementation may increase the frequency of treatment failure with antifol combination drugs.57 Drugs in this class are particularly likely to rapidly select for resistance, although chlorproguanil-dapsone has a short elimination time and may be efficacious in parasites resistant to other antifol antimalarial drugs.58

**Atovaquone.** Atovaquone is a hydroxynaphthoquinone that is currently being used most widely for the treatment of opportunistic infections in immunosuppressed patients. It is effective against chloroquine-resistant *P. falciparum*, but because of a high incidence of recrudescence, atovaquone is usually given in combination with proguanil.60 A fixed dose antimalarial combination of 250 mg atovaquone and 100 mg proguanil is currently being marketed and is recommended as one option for treatment and chemoprophylaxis in settings where chloroquine-resistant malaria is endemic. The combination is reportedly safe and effective against erythrocytic forms of all four species of human malaria and appears to induce causal prophylaxis.61,62

**Tetracyclines.** Tetracycline and derivatives such as doxycycline are used for treatment and prophylaxis. In areas where response to quinine has deteriorated, tetracyclines are often used in combination with quinine to improve cure rates. Tetracyclines are also used in conjunction with shortened courses of quinine to decrease the likelihood
of quinine-associated side effects and poor adherence. Tetracyclines should not be used during pregnancy, breastfeeding, or in children less than eight years of age because they can disrupt the development of teeth and bones. Common side effects include nausea, vomiting, diarrhea, Candida superinfections, and photosensitivity.

Primaquine. Primaquine, an 8-aminooxquinoline, is primarily used as a tissue schizonticide for the purpose of reducing the likelihood of relapse due to hypnozoites of *P. vivax* and *P. ovale*. Recent studies have shown that primaquine has reasonably good efficacy (74% against *P. falciparum* and 90% against *P. vivax*) when used for prophylaxis. Although...
it has activity against blood stage asexual parasites, the concentrations required to achieve blood schizonticidal action are toxic; primaquine is also a potent gametocidal drug and has been used in community-based control programs to reduce the prevalence of gametocyte-carrying individuals in the population. People with glucose-6-phosphate dehydrogenase (G6PD) deficiencies can experience severe and potentially fatal hemolytic anemia if treated with primaquine. Individuals with mild to moderate G6PD deficiency (A variant) can tolerate a weekly dosing regimen, but primaquine should be avoided entirely in persons who demonstrate severe deficiency with less than 10% residual enzyme activity. The most severe Mediterranean B variant and related Asian variants of G6PD deficiency can occur at high rates among some groups or regions; Kurdish Jews (62%), Saudi Arabia (13%), Myanmar (20%), and southern China (6%). Migration, mutation, and intermarriage have spread these variants throughout the world. Primaquine should not be used in pregnancy because the drug may cross the placenta and cause hemolytic anemia in a G6PD-deficient fetus.

Mefloquine. Mefloquine is a quinoline-methanol derivative of quinine. It can be used either therapeutically or prophylactically in most areas with chloroquine- and antifol-resistant malaria. Resistance to mefloquine, however, occurs frequently in western Cambodia and along the Thai-Cambodian and Thai-Burmese borders; in vitro resistance has been reported to occur in areas of Africa and South America. Mefloquine has been associated with a relatively high incidence of neuropsychiatric side effects when used at treatment doses, but is otherwise well tolerated. Neuropsychiatric side effects are rare (1 in 10,000 to 1 in 15,000) in persons taking prophylactic doses. Although not licensed for use during pregnancy or in very young infants, mefloquine appears to be both safe and effective in those groups. Mefloquine can be difficult to use in small children because it frequently causes vomiting and because no pediatric formulation is available.

Halofantrine. Halofantrine is a phenanthrene-methanol compound with activity against the erythrocytic stages of the malaria parasite. Its use has been especially recommended in areas with multiple drug-resistant falciparum malaria. The drug can produce cardiac conduction abnormalities (specifically, prolongation of the PR and QT interval), limiting its usefulness. A subsequent study suggests that cardiac abnormalities are dose dependent and can be severe in patients with preexisting cardiopathy; the authors suggest electrocardiography be conducted on all patients prior to treatment with halofantrine. A micronized formulation has improved halofantrine’s originally poor oral bioavailability, however, it should be given on an empty stomach. Fatty foods dramatically increase absorption, improving the drugs antiparasitic activity, but increasing the risk of cardiac complications. Recrudescences can occur with one round of treatment and, especially when treating nonimmune individuals, a second course should be given seven days later. Retreatment of patients who had failed mefloquine therapy with halofantrine was less successful than primary treatment with halofantrine, suggesting the possibility of clinical cross-resistance between the two drugs. Halofantrine therapy after mefloquine or quinine therapy also increases risk of cardiac problems.

Clindamycin. Clindamycin has only limited antimalarial activity when compared to other available antimalarial drugs. Recrudescence rates are high following treatment with clindamycin alone. Combined with other drugs, such as quinine, clindamycin is frequently useful for treatment of pregnant women or very young children.

Pyronaridine. Pyronaridine is a drug synthesized and used in China for over 20 years. While the drug was reportedly 100% effective in one trial in Cameroon, it was only between 63% and 88% effective in Thailand. Further testing is required before pyronaridine can be recommended for use. It is likely to be combined with drugs in the artemisinin class.

Piperaquine. Piperaquine is a bisquinoline antimalarial drug used widely in China and Southeast Asia in the 1960s and 1970s. Piperaquine-resistant malaria was documented in the 1980s. Recently the drug is being used as a component of an artemisinin-containing combination treatment under development (Artelin). Artemisinin Compounds. A number of sesquiterpene lactone compounds have been derived from the plant Artemisia annua (artesunate, artemether, dihydroartemisinin, and artelemic acid). These compounds are used for treatment of severe malaria and have shown very rapid parasite clearance times and faster fever resolution than occurs with quinine. Studies to determine if this faster action produces improved survival suggest that there is a quicker improvement of coma following treatment with artemisinnins. More recently, a study in African children showed that rectal artesunate was as effective as parenteral quinine for treating cerebral malaria. When used alone, especially for durations of less than five days or less, recrudescence rates are high. For this reason the combination of artesunate and mefloquine was introduced for treating malaria in areas of Southeast Asia where mefloquine efficacy had been declining. This was associated with reduced malaria transmission and lessened drug resistance in the same area. Because of these findings and because of the advanced state of chloroquine- and antifol-resistant malaria throughout much of the world, advocates have called for the deployment of artemisinin-containing combination therapies (ACTs) in endemic countries. In addition to mefloquine-artesunate, coadministration of sulfadoxine/pyrimethamine plus artesunate, or amodiaquine plus artesunate have been introduced in parts of Africa and Latin America. Only one fixed dose ACT product, artemether-lumefantrine, has prequalified with the WHO. Evaluation studies are underway to verify whether or not ACTs are associated with deferring resistance and reducing transmission outside Southeast Asia. A growing number of malaria-endemic countries have recently adopted ACTs for first-line treatment of malaria; however, to date, the widespread deployment of ACTs has been limited by their poor availability, their relatively high cost, and concerns about safety.

Treatment of Malaria

The diagnosis of malaria should be considered in any person who has fever and has been in a malarious area within the past six months. In addition, reports of induced, introduced and cryptic malaria transmission in the United States should alert clinicians that malaria can cause illness even in patients who have not visited malarious areas. P. falciparum infection in a nonimmune person can rapidly develop into severe, complicated, or fatal malaria. Therefore, a high index of suspicion and a rapid, accurate diagnosis are critical. The choice of appropriate therapy will depend on the infecting species, the density of infection, the presence or absence of complications, the possibility of drug resistance, and the drugs that are available for treatment. Assistance with diagnosis and treatment recommendations is available in the United States from the Centers for Disease Control and Prevention Malaria Hotline (telephone 770-488-7788 during working hours and 770-488-7100 for after hours). A list of CDC-recommended treatment drugs is included in Table 15-9.

Patients infected with P. vivax, P. ovale, or P. malariae and patients with uncomplicated P. falciparum infections acquired in areas where drug resistance has not been documented should be treated with a 3-day course of oral chloroquine. A 14-day course of primaquine should also be given to patients infected with P. vivax or P. ovale to eradicate dormant liver-stage parasites (hypnozoites). This combination of chloroquine and primaquine will prevent relapse in a majority of cases, but some strains of P. vivax from Southeast Asia and Oceania appear less susceptible to primaquine and require longer duration of therapy. The choice of treatment for uncomplicated P. falciparum infections acquired in areas where drug resistance has been documented is more difficult. In the United States, recommended regimens include quinine combined with tetracycline, doxycycline, or clindamycin; mefloquine alone; or atovaquone-proguanil. The derivatives of artemisinin appear to be effective, as well, but are not licensed for use in the United States. In malaria-endemic countries, the recommended treatments for uncomplicated malaria vary widely based on drug resistance patterns, affordability, and policy considerations.
Artemisinin-containing combination therapies are being increasingly used in malarious countries. Parenteral therapy is recommended for falciparum malaria when CNS or renal complications are present or when there is a high density infection (>5% of the RBCs are infected). Infections acquired in areas without chloroquine-resistant \( P. falciparum \) may be treated with intravenous chloroquine. However, if the infection has been acquired in areas endemic for chloroquine-resistant \( P. falciparum \) (CRPF), intravenous quinine or quinidine is necessary. In addition to parenteral therapy, exchange transfusion is often recommended when cerebral malaria, renal failure, or very high density (>10% of RBCs infected) infection is present.8 A recent meta-analysis, however, failed to demonstrate that exchange transfusion was associated with a survival advantage.84 Treatment options are more limited for children and pregnant women. Tetracyclines can not be used in pregnancy or in children less than eight years old. Primaquine is contraindicated for pregnant women because of the risk of hemolysis in the fetus. While most of the other antimalarial drugs are well tolerated in children, many are difficult to use because they are not available in pediatric formulations. Experience is limited but evidence suggests that mefloquine can be used in children who weigh less than 15 kg, although infants may be more likely to vomit following treatment doses.85 Treatment doses of chloroquine, sulfadoxine-pyrimethamine (SP), quinine, and quinidine are considered safe during pregnancy, but there is a theoretical risk of kernicterus when SP is given in the third trimester. For chloroquine-resistant infections in pregnant women, quinine is preferred, especially in the first trimester. Some experience suggests that mefloquine and artemisinin derivatives may be useful in the second and third trimesters.86

### GEOGRAPHIC DISTRIBUTION

Figure 15-3 shows the areas of the world where malaria transmission occurs. Over 60% of clinical cases and 80% of malaria deaths are acquired in sub-Saharan Africa.4 Some indication of the geographic distribution of malaria can be gleaned from the numbers of malaria cases imported into the United States, but these figures are also shaped by changing patterns of international travel. The overwhelming majority of these infections are imported and occur in U.S. residents who have traveled to or immigrated from malaria-endemic countries. Small numbers of cases (fewer than 10 per year) are acquired within the United States and its territories. While comparatively few persons travel between the United States and Africa, a disproportionate number of the U.S. cases are acquired on that continent. Surveillance data suggest that a growing proportion of malaria cases imported into the United States occur among immigrants and naturalized citizens who return to their countries of origin to visit friends and relatives.4

#### Distribution of Four Plasmodium Species

Not all species of malaria are transmitted in all malarious areas. While \( P. falciparum \) is transmitted in nearly all areas where malaria occurs, it accounts for over 90% of all malaria infections in sub-Saharan Africa and nearly 100% of infections in Haiti. \( P. falciparum \) causes two-thirds or more of malaria cases in Southeast Asia, \( P. vivax \) is only rarely transmitted in sub-Saharan Africa because most ethnic groups lack the RBC marker required for invasion by this parasite,87 but predominates in Central America, most of malarious South America, and the Indian subcontinent. Recent reports have documented the emergence of \( P. vivax \) malaria in the central Asian republics of the former Soviet Union. \( P. malariae \) has a patchy distribution, but may be transmitted in most of the malarious world. In contrast, \( P. ovale \) transmission is limited to tropical Africa and Papua New Guinea.

#### Distribution of Drug-Resistant Strains

Chloroquine-resistant \( P. falciparum \) (CRPF) was first recognized almost simultaneously in Thailand and South America in the late 1950s. CRPF was documented on the east coast of Africa in 1978. In the past 25 to 30 years, CRPF has spread and intensified to the point that only Central America, northwest of the Panama Canal, the island of Hispaniola (Haiti and the Dominican Republic), and limited regions of the Middle East remain free of chloroquine resistance. In all other endemic areas malaria is, to varying extent, resistant to chloroquine. In some regions, chloroquine resistance has intensified to the point where chloroquine no longer has a significant effect on \( P. falciparum \) parasites and can no longer be relied upon to provide effective treatment or prophylaxis. Finally, there is recent evidence that chloroquine-resistant \( P. vivax \) has emerged in South America, Southeast Asia, and the Indian subcontinent.88,89

Drug resistance is not an all-or-nothing phenomenon. In any given area, a wide range of parasitologic responses can be found, from complete sensitivity to complete resistance. In parts of East Africa, resistance has intensified to the point where 80% to 90% of \( P. falciparum \) infections are moderately to highly resistant.89 In response to these high rates of resistance, Malawi switched from chloroquine to sulfadoxine-pyrimethamine for first-line therapy for \( P. falciparum \) in 1993. Other African countries followed suit in the late 1990s and early part of the 21st century. Since the establishment of the Global Fund to fight AIDS, tuberculosis and malaria, many countries have adopted the use of some form of artemisinin-containing combination therapy and are in the process of changing and implementing new national treatment recommendations.

The problem of drug resistance is not limited to chloroquine. In Southeast Asia, \( P. falciparum \) malaria has rapidly developed resistance to one compound after another. After chloroquine was abandoned as first-line therapy for malaria in Thailand in 1972 in preference to sulfadoxine-pyrimethamine (SP), resistance to that drug developed and intensified. In 1985, SP was briefly replaced by a combination of SP and mefloquine.83 Currently, greater than 50% of \( P. falciparum \) infections show resistance to MQ (15 mg/kg) in some areas of Thailand.84 Cure rates were improved to 70% to 80% by increasing the dose of mefloquine to 25 mg/kg, but the incidence of side effects also increased. Increasing the dose of mefloquine from 24 mg/kg to 72 mg/kg over 72 hrs improved cure rates from 65% to 99%, but also increased the toxicity. Currently, multidrug-resistant malaria is most frequently being treated with a combination of mefloquine and artesunate.

Drug resistance develops rapidly to dihydrofolate reductase inhibitors (such as pyrimethamine and proguanil) when used alone.82 In Southeast Asia and South America, parasitologic response to quinine has also been deteriorating.86 Clinically relevant resistance to newer antimalarials, such as halofantrine, has been reported, especially in areas with established mefloquine resistance.88,89 Declines in in vitro efficacy of lumefantrine and the artemisinins has been described in Southeast Asia, although this resistance has not evolved to the point of being clinically evident.

### TRANSMISSION

Human malaria is transmitted by the bite of female mosquitoes belonging to the genus *Anopheles*. Of the 400 or so species of *Anopheles* in the world, approximately 60 are important vectors of malaria. However, a particular species of *Anopheles* may be an important vector in one area of the world and of little or no consequence in another. Table 15-10 lists several of the anophelines that have been incriminated as principal malaria vectors, their geographic distribution and information on their susceptibility to malaria, preferred hosts and breeding sites.

There are four stages in the mosquito life cycle—egg, larva, pupa and adult. Eggs are deposited singly on water in suitable breeding sites where the developing embryo hatches as a larva after two or more days. At this stage the mosquito undergoes a complete metamorphosis emerging as an adult. The length of each developmental stage is temperature dependent. Generation times in the tropics can be as brief as five days. The life span of adults under natural conditions is difficult to determine but in the case of malaria vectors is clearly longer than the time required to become infective, and probably 3-4 weeks.

#### Levels of Transmission and Endemicity

Malarologists have devised a number of systems for characterizing malaria transmission. The stability of transmission has important implications for the clinical features of malarial illness, the degree of population immunity, and the optimal mix of preventive approaches.
that is relevant in a given area. Stable malaria transmission is intense, varies little from season to season, and can be difficult to interrupt. Populations living in areas with stable transmission generally acquire partial immunity, so that severe and fatal illness tends to occur only in young children or pregnant women. Unstable malaria transmission is intermittent and highly variable. Populations in areas of unstable transmission rarely develop sufficient immunity for protection, so that severe and fatal disease can occur in persons of all ages and there is a high risk for epidemic malaria.94

Malaria transmission can also be characterized by its intensity. In holoendemic regions there is intense malaria transmission year round and population immunity is high, particularly among adults. While older children and adults may become infected and develop clinical disease in these settings, severe or fatal malaria occurs almost exclusively in children between the ages of one and four years old. In hyperendemic areas, malaria transmission is seasonal and the population’s level of immunity does not confer adequate protection from disease for all age groups. As a result, severe and fatal malaria infections occur in children and adults. In mesoendemic areas there is some malaria transmission and population immunity is low. Finally, in hypoendemic areas there is very little transmission and little or no immunity to the parasite. While malaria may constitute a minor public health burden in mesoendemic and hypoendemic communities, the low levels of population immunity leave these areas prone to devastating malaria epidemics and higher risk of severe or fatal outcome for those infected.94 The level of endemicity in a region can be quantified by determining the percentage of children (2–9 years old) with enlarged spleens and malaria parasites in their blood (Table 15-11).95

In general, as the level of endemicity decreases, the stability of transmission also declines and the risk of epidemic malaria increases.

### Host Factors Affecting Distribution

Several heritable characteristics of human hosts also affect the distribution of the human malarial parasites. Similarly, endemic malaria has influenced the rates of genetic polymorphisms and genetic diseases in many human populations. Genetic factors can influence the hosts’ susceptibility to malaria infections and their likelihood of developing severe or complicated malaria.96 For example, *Plasmodium vivax* invades red blood cells by recognizing the Duffy antigen on their surface. Persons who are genetically Duffy-negative, therefore, will be unable to sustain vivax infections. For this reason, *P. vivax* does not occur among West African populations, who lack this blood group marker.

Perhaps the most well-recognized group of host genetic factors associated with malaria are the hemoglobinopathies. Hemoglobin S, in its homozygous state causes sickle cell disease. Although persons with sickle cell disease or its heterozygous carrier state can develop malaria infections, heterozygous individuals are afforded 80-95% protection from severe or complicated *P. falciparum* infections.97 Other hemoglobinopathies, including hemoglobins C and E, the α- and β-thalassemias, and persistence of fetal hemoglobin have also been associated with protection from severe or complicated malaria illness.98 It appears that falciparum parasites are not able to metabolize these variant hemoglobin molecules. In addition to the hemoglobinopathies, other alterations in RBC structure or function can affect host susceptibility to malaria. Recent studies have demonstrated some protective effect for persons who carry the genes for hereditary ovalocytosis99 and glucose-6-phosphate dehydrogenase deficiency.100 Studies have also associated resistance to malaria, and its severe manifestations with the highly variable human leukocyte antigens (HLA) of the major histocompatibility complex (MHC).101 In a large case-control study in the Gambia, children with severe malaria were less likely to have the class I antigen HLA B53 or one form of the class II antigen HLA DR13.102 The association was stronger for severe malaria than for mild infections. Polymorphisms in the gene that codes for TNFαR have also been shown to alter the risk of severe malaria.103,104

### Nutrition

The interaction between undernutrition and malnutrition and malaria is complex and incompletely understood. Some nutritional deficiencies apparently protect against malaria and others exacerbate malaria infection. Although cerebral malaria was found more commonly among well nourished children in Nigeria than children with clinical marasmus or
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**TABLE 15-10. FEATURES OF COMMON MALARIA VECTORS**

<table>
<thead>
<tr>
<th>Species</th>
<th>Distribution</th>
<th>Susceptibility to Malaria</th>
<th>Host Preference</th>
<th>Typical Breeding Sites</th>
</tr>
</thead>
<tbody>
<tr>
<td><em>An. albinus</em></td>
<td>Western hemisphere from southeast Texas, Mexico, Central America, to Ecuador, Venezuela, and Caribbean</td>
<td>Low</td>
<td>Animal</td>
<td>Wide range from temporary collections of water to ponds, streams, and lakes</td>
</tr>
<tr>
<td><em>An. culicifacies</em></td>
<td>Indian subcontinent</td>
<td>Low</td>
<td>Animal</td>
<td>Sunlit collections of freshwater, including rice fields</td>
</tr>
<tr>
<td><em>An. darlingi</em></td>
<td>South America east of the Andes</td>
<td>Moderate</td>
<td>Human</td>
<td>Clear, fresh, partially shaded lagoons or marshes</td>
</tr>
<tr>
<td><em>An. dirus</em></td>
<td>Southeast Asian forests</td>
<td>High</td>
<td>Human</td>
<td>Shaded water collections</td>
</tr>
<tr>
<td><em>An. gambiae, An. funestus</em></td>
<td>Tropical Africa</td>
<td>High</td>
<td>Human</td>
<td>Freshwater collections exposed to sunlight</td>
</tr>
<tr>
<td><em>An. maculatus</em></td>
<td>Foothills of Southeast Asian countries and Indian subcontinent</td>
<td>Moderate</td>
<td>Human</td>
<td>Sunlit hilly streams</td>
</tr>
<tr>
<td><em>An. minimus</em></td>
<td>Southeast Asian hills</td>
<td>Moderate</td>
<td>Human</td>
<td>Margins of slow-moving sunlit streams</td>
</tr>
<tr>
<td><em>An. stephensi</em></td>
<td>Urban areas of the Indian subcontinent</td>
<td>Moderate</td>
<td>Human</td>
<td>Shaded wells, cisterns, cans, roof gutters</td>
</tr>
</tbody>
</table>

---

**TABLE 15-11. LEVELS OF ENDEMICITY BY SPLEEN AND PARASITE RATES IN CHILDREN 2–9 YEARS OF AGE**

<table>
<thead>
<tr>
<th>Endemicity</th>
<th>Spleen Rate (%)</th>
<th>Parasite Rate (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hypoendemic</td>
<td>0–10%</td>
<td>0–10%</td>
</tr>
<tr>
<td>Mesoendemic</td>
<td>11–50%</td>
<td>11–50%</td>
</tr>
<tr>
<td>Hyperendemic</td>
<td>&gt;50% (&gt;25% in adults)</td>
<td>51–75%</td>
</tr>
<tr>
<td>Holoendemic</td>
<td>&gt;75% (low in adults)</td>
<td>&gt;75%</td>
</tr>
</tbody>
</table>

Malnutrition can also be worsened because of malaria. Malnutrition causes increased destruction and decreased production of RBCs, exacerbating existing nutritional anemias. In addition, the anoxia and vomiting frequently associated with malaria infection can further limit food intake and contribute to further nutritional deficiency.126 The effects of malnutrition on immunologic responses to malaria are unclear. The prevalence and degree of parasitologic resistance to both chloroquine and SP was worse among malnourished Rwandan refugees,127 possibly because of impaired immune function. Malaria can have immunosuppressive effects and can increase the risk of infection with other pathogens including Salmonella.128

Social and Behavioral Factors

The relationships between malaria transmission and human behavior are multiple and complex. Many of the human behaviors that favor malaria transmission stem from broad social, cultural, and economic forces. Such factors include poverty, agricultural and industrial development, population mobility and urbanization.94 In addition to these broad social forces, malaria transmission and control are invariably affected by local beliefs, attitudes and practices.

In most malaria-endemic areas, poverty is also deeply entrenched and can influence the distribution of malaria as well as other health conditions. As described above, the undernutrition associated with poverty contributes to malaria mortality, especially in children. Impoverished families often reside in substandard housing that affords little protection from anopheline mosquitoes. In poor communities, inadequate sanitation and drainage control can create ideal breeding sites for some malaria vectors. In addition, the lack of economic resources, at both the national and household levels, leaves residents of highly malarious areas with few options for malaria prevention and control, and limited access to appropriate health care services.115 Poverty-related medical practices such as misuse and underdosage of antimalarial medications play an important role in the development and spread of drug-resistant malaria.120

Agricultural development can contribute to malaria transmission in a number of important ways. Clearing forests for crop production can create ideal breeding sites for anopheline vectors.121,122 In addition to deforestation, the changes in water use and altered populations of wild and domesticated animals that typically accompany agricultural development can also affect the likelihood of human-mosquito contact and malaria transmission.123 Finally, it has been suggested that the agricultural use of pesticides may contribute to mosquito resistance to DDT and other insecticides.124 Human mobility has had a tremendous effect on the global malaria situation as well. Among 20 countries with high risk of malaria transmission in the Americas, 16 identified human mobility as a major cause of persistence of transmission.125 Migration has been associated with the spread of drug-resistant malaria in Africa and Southeast Asia.126–128 Migrant farm workers have been linked to outbreaks of autochthonous transmission of malaria in the United States, raising the concern of the possibility of reestablishment.8 These outbreaks provide evidence that movements of individuals or small numbers of people can have an effect on malaria. Movements of large populations either into or out of malaria endemic areas, however, carry a much higher risk of disastrous consequences.

In the process of urbanization, construction for new settlements often creates additional anopheline breeding sites.129 When populations first settle new towns they often choose to locate near water supplies and in recently disrupted local environments. While rural areas are generally considered at greatest risk for malaria, anopheline vectors have become well adapted to conditions in many cities.130 Moreover, the rapid rates of urbanization in many malarious areas easily outpace the expansion of health and environmental services. As a result, many new urban residents are forced into marginal areas, slums and squatter settlements where malaria transmission may readily occur.131 Furthermore, these peripheral (peri)-urban areas often include populations who migrate between larger settlements and rural areas for employment and might easily introduce malaria. The increasing proportion of residents of malarious countries who live in urban and peri-urban settings, demands that additional attention be given to understanding and controlling malaria in these settings.

In addition to these globally determined processes, local social, cultural and behavioral patterns can influence the transmission of malaria as well as a community’s acceptance of and compliance with malaria control activities. Culturally defined patterns of housing and sleeping behavior can reduce or favor malaria transmission and will affect the appropriateness and acceptability ofmost vector-control strategies.132 Local perceptions of fever, complicated malaria and their causes can influence local acceptance of malaria control activities. Likewise, local attitudes toward antimalarial drugs can affect compliance with treatment and prophylaxis programs.120 Careful involvement of community members can overcome some of these potential problems.133

MALARIA PREVENTION AND CONTROL

Historical Perspective

In 1955, the eighth World Health Assembly launched a program to eradicate malaria worldwide.134 The eradication effort produced dramatic results, especially in temperate climates and island nations. However, throughout the 1950s and 1960s, malaria persisted as a serious health threat in most continental tropical countries.135 Indeed, sub-Saharan Africa was excluded from the eradication effort altogether.136 The global program relied heavily on a strategy of focused domestic application of DDT. Since it was anticipated that insecticide resistance would develop, eradication was considered a time-limited activity. From the start, the program placed little emphasis on research, attitudes of local populations, or regional differences in vector behavior.137 By 1969, a revised global malaria strategy had evolved. The new approach emphasized malaria control, by integrating multiple preventive measures tailored to local conditions. Global funding for malaria declined. By the late 1970s, countries were encouraged to integrate malaria control activities into their basic health service programs, as international health policy shifted, favoring decentralized, horizontal approaches like primary health care and child survival over highly centralized vertical programs like malaria eradication. Ultimately, these changes in international priorities and support, combined with the emergence of drug-resistant parasites and insecticide-resistant vectors, contributed to the resurgence of malaria worldwide.138

Some early malaria control projects combined two or more preventive strategies, such as residual spraying with mass distribution of insecticides139 to produce a greater public health impact. Contemporary malaria control efforts aim to reduce malaria-related morbidity and mortality, through a combination of multiple interventions that disrupt the parasite-vector-human cycle at several points. This stratified approach is based on the observation that the effectiveness of different malaria control options can depend heavily on local conditions.140 Some understanding of these conditions is, therefore, needed in order to develop a malaria control project. First of all, basic malaria surveillance data are necessary to determine the level of endemicity, assess the seasonality of transmission, and identify the level of risk in different population
groups. It can be more efficient to target some interventions to popula-
tion groups at most risk for severe consequences of malaria infection, such as children, pregnant women, and nonimmune visitors to endemic areas. In some settings, drug efficacy testing will be needed to understand the relative prevalence of antimalarial drug-resistant parasites, and develop effective treatment and chemoprophylaxis policies. An understand-
ing of local attitudes and beliefs is also important, since these can affect the acceptability of some interventions, particularly those that depend on changing human behavior. Finally, entomologic studies to identify the principle vectors are necessary for selecting appropriate vec-
tor control options. These scientific inputs should be used to devise an integrated malaria control program that will be well suited to local condi-
tions of malaria epidemiology, the vector, climate, geography, and human populations. The array of possible combinations is vast, but includes four general types of intervention methods: case management, chemoprophyaxis and intermittent preventive treatment, personal pro-
tection, and vector control measures.

Case Management

Whereas vector control through residual spraying was the principal fea-
ture of malaria eradication, case management is the cornerstone of inte-
grated malaria control activities in most endemic areas. Prompt diagnosis and treatment of patients with uncomplicated malaria can prevent severe and complicated illnesses and avert deaths. It can also be a useful tool for controlling transmission. Diagnosis and treatment options vary widely from one endemic area to another depending on the level of transmission, the availability and cost of different antimalarial drugs, local patterns of antimalarial resistance, and the resources available for diagnosis and treatment. In areas of intense sustained transmission, parti-
cularly in sub-Saharan Africa, it is commonly recommended that all children with fever receive treatment for malaria. This approach has been adopted in many countries and has been incorporated into the WHO/UNICEF initiative for the integrated management of childhood illness (IMCI). The most practical approach to diagnosis and man-
gement of febrile illness is less clear in areas of low malaria endemic-
ity. Furthermore, because of the relative lack of health personnel and resources in many highly endemic areas, even this simple approach to case management is often difficult to implement and sustain.

Unfortunately, the spread of antimalarial drug resistance in recent years has further complicated case management efforts. The presence of multiple drug-resistant strains in Southeast Asia has necessitated several rapid changes in recommended therapies. How-
ever, antimalarial treatment options vary widely from one endemic area to another depending on the level of transmission, the availability and cost of different antimalarial drugs, local patterns of antimalarial resistance, and the resources available for diagnosis and treatment. In areas of intense sustained transmission, parti-
cularly in sub-Saharan Africa, it is commonly recommended that all children with fever receive treatment for malaria. This approach has been adopted in many countries and has been incorporated into the WHO/UNICEF initiative for the integrated management of childhood illness (IMCI). The most practical approach to diagnosis and man-
gement of febrile illness is less clear in areas of low malaria endemic-
ity. Furthermore, because of the relative lack of health personnel and resources in many highly endemic areas, even this simple approach to case management is often difficult to implement and sustain.

Recent international efforts to improve malaria case manage-
ment in endemic countries have included the integrated management of childhood illness (IMCI), a clinical algorithm for simultaneously addressing malaria and the other major treatable causes of child mor-
tality. The intervention involves training health workers and pro-
viding adequate supplies and supervision. Health facility components of IMCI have been shown to reduce overall child mortality and improve health care delivery in malaria-endemic countries. Extending effective malaria case management beyond formal health facili-
ties has also been shown to reduce severe malaria and child mor-
tality. However, this approach remains controversial, especially as the spread of drug-resistant parasites has forced many endemic countries to abandon familiar antimalarial drugs like chloroquine in favor of newer regimens of unproven safety.

In addition to treating acute infections, some case management strategies in low transmission, or epidemic prone areas include follow-
up treatment with primaquine. This strategy is generally recommended either to reduce the risk of relapse in \( P. vivax \) or \( P. ovale \) infections, or to eliminate circulating gametocytes in treated patients. Eradicating gametocytes following treatment can be a useful method for blocking further transmission, however, the doses frequently used may not be sufficient to prevent all relapsing infections. Primaquine is rarely rec-
ommended in settings of intense transmission where reinfection is likely to occur before relapse.

Chemoprophylaxis and Intermittent Preventive Treatment

Antimalarial drugs are always recommended for prophylaxis of non-
immune travelers visiting malaria-endemic areas. In some instances, chemoprophylaxis can also be an important component of malaria con-
trol activities in endemic areas, especially for groups at high risk of severe consequences from malaria, such as pregnant women, young children, and nonimmune migrant populations. In nonimmune travel-
ners, the choice of drugs for prophylaxis must be made on an individual basis. Providers should consider the traveler’s destination, the presence of antimalarial-resistant strains, the type of exposure and accommoda-
tions, the timing and duration of travel, and the traveler’s age, drug allergies, other medications and medical history. Recommendations may also differ depending on the source of the advice and the range of antimalarial preparations available in the traveler’s home country or destination. The recommendations of the U.S. Centers for Disease Control and Prevention (CDC) appear in Table 15-12. For places where chloroquine-resistant malaria has not been documented, weekly chloro-
quine is the drug of choice. For destinations where chloroquine-resistant \( P. falciparum \) is transmitted, weekly mefloquine, or daily doxycycline, or atovaquone-proguanil are recommended for prophyl-
axis. Chemoprophylaxis should be started one or two days before arriving in a malaria endemic destination (one week for mefloquine or chloroquine) and continued during travel and for four weeks after leav-
ing the malarious area (1 week for atovaquone-proguanil).

Most of the antimalarial drugs commonly used for chemoprophyl-
axis (except atovaquone-proguanil) act only on intraerythrocytic stages of the parasite. Even when they are effective and used appropri-
ately, these medications do not prevent primary infection, exoerythro-
cytic schizogony, nor the establishment of hypnozoites in the liver. An individual infected with \( P. vivax \) or \( P. ovale \) will only rarely develop clinical symptoms of the primary infection while taking effective anti-
malarial chemoprophylaxis, but may become acutely ill weeks or months later when the infection relapses from the dormant liver stage. A 14 day course of primaquine can eliminate hypnozoites in travelers exposed to intense or prolonged \( P. vivax \) or \( P. ovale \) transmission even if they have no symptoms. Postexposure prophylaxis with primaquine should not be given to most short-term travelers; it should be reserved for those with long-term rural exposures (such as returned missionary-
ries or Peace Corps volunteers) or travelers returning from areas of intense \( P. vivax \) transmission (such as Papua New Guinea).

Large-scale chemoprophylaxis is generally not practical for whole populations residing in endemic areas long term and it may favor the development and spread of drug-resistant parasites. In endemic areas, chemoprophylaxis during pregnancy was widely rec-
ommended. This was so because even partially immune women become more vulnerable to malaria infection when pregnant and the infection can have devastating effects for both mother and child, including premature birth, anemia, low birth weight and infant death. Voluntary compliance with weekly chloroquine prophylaxis pro-
grams was quite poor. In areas with CRPF, intermittent treatment with two doses of SP during the second and third trimesters has been shown to reduce placental malaria infections and reduce the risk asso-
ciated with malaria in pregnancy. This strategy has been shown more effective than weekly chemoprophylaxis even in settings where chloroquine resistance is moderately low.

Currently this strategy of intermittent preventive treatment is rec-
ommended for pregnant women in most malaria-endemic countries. Community and individually randomized trials have demonstrated that the strategy of intermittent preventive treatment can also benefit other malaria risk groups including infants and children under five years. Studies are underway to establish the ideal drug regimen
and dosing schedule and quantify the survival benefit that intermittent preventive treatment could have in these age groups. A related but distinctly different strategy, mass drug administration, involves treating all members of a community with a curative dose of effective malaria treatment. This is occasionally attempted as a last-ditch effort to terminate a malaria epidemic. The value of mass drug administration is not evident except in some highly specific epidemiologic situations.149

Travel in areas with chloroquine-sensitive Plasmodium falciparum:

(i) Chloroquine phosphate 300 mg base (500 mg salt) orally, once a week

Travel in areas with chloroquine-resistant Plasmodium falciparum:*

(i) Mefloquine1 228 mg base (250 mg salt) orally, once a week

(ii) Doxycycline 100 mg orally, once a day

(iii) Atovaquone-proguanil 1 adult tablet (250 mg atovaquone/100 mg proguanil) orally, once a day

Prevention of relapses:

Primaquine

<table>
<thead>
<tr>
<th>Drug</th>
<th>Adult Dosage</th>
<th>Pediatric Dosage</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(i) Chloroquine phosphate</td>
<td>300 mg base (500 mg salt) orally, once a week</td>
<td>5 mg/kg base (8.3 mg/kg salt) orally, once a week; up to maximum adult dose of 300 mg base/week.</td>
</tr>
<tr>
<td>(ii) Doxycycline</td>
<td>100 mg orally, once a day</td>
<td>&gt; 8 years of age: 2 mg/kg orally, once a day up to maximum adult dose of 100 mg/day</td>
</tr>
<tr>
<td>(iii) Atovaquone-proguanil</td>
<td>1 adult tablet (250 mg atovaquone/100 mg proguanil) orally, once a day</td>
<td>Adult tablet: 250 mg atovaquone/100 mg proguanil</td>
</tr>
</tbody>
</table>

**Chemoprophylaxis should begin 1–2 days prior to travel (1 week for mefloquine), continued while in the malarious area, and for 4 weeks after leaving the malarious area (1 week for atovaquone-proguanil).**

**Drugs used are equally effective and presented in no particular order.**

**Mefloquine is contraindicated for persons with known hypersensitivity to the drug and is not recommended for persons with a history of serious psychiatric or seizure disorder. Small children who are given mefloquine for prophylaxis should receive a weekly dose of 5 mg/kg. Mefloquine should not be used by travelers to Thai-Cambodia and Thai-Burma borders.**

**Primaquine can cause hemolytic anemia in patients with glucose-6-phosphate dehydrogenase deficiency. Primaquine should not be given during pregnancy.**

Source: Adapted from CDC travel website: www.cdc.gov/travel.

**Vector Control**

Vector control strategies were key elements in the malaria eradication effort and remain an important and valuable component of malaria control activities today. Among the vector control options available are insecticide spraying to kill adult mosquitoes and the use of pesticides and environmental measures to reduce mosquito larvae. In addition, a number of innovative vector control strategies are promising. The aim of vector control is to reduce human-mosquito contact, thereby reducing malaria transmission.

Differences in the behavior patterns of adult mosquitoes have a marked effect on their capacity to transmit malaria as well as on the choice of control methods used. Preferred time of biting, for example, can vary from daytime to late at night. The efficacy of many control measures varies depending on the mosquito activity cycle. For example, mosquito nets, an effective barrier to mosquitoes at night, probably have little effect on malaria transmission by daytime biters. Similarly, control measures that are used indoors, such as residual spraying with insecticides, may have little effect on mosquitoes that bite outdoors. Preferred resting sites (after a blood meal, the female “rests” while oogenesis proceeds) may be indoors where they can be targeted by house spraying or outdoors where spraying is not effective. Mosquitoes also exhibit biting preferences that affect their capacity to transmit malaria. Some are anthropophilic (preferring humans) while others select animals (zoophilic). Most, however, are opportunists and will bite humans if given a chance. Choosing when and where to implement a given vector control strategy, therefore,
requires a thorough understanding of the taxonomy and biology of local vector species.

Wide-scale spraying to kill adult mosquitoes was a prominent component of malaria eradication programs in many parts of the world. Insecticides with residual action lasting up to six months, sprayed on the inside walls of houses are most effective when most human-anopheline contact occurs indoors. In many settings of high transmission, insecticide-treated nets are frequently a more cost-effective approach. However, residual spraying can be very valuable in specific circumstances, such as refugee settlements and agricultural and industrial development projects, where large numbers of nonimmune persons are introduced into endemic areas. More recently, malaria-endemic countries, multinational agencies, and donor governments have revitalized indoor residual spraying campaigns in a number of malaria-endemic settings.

Chemical application at breeding sites can kill mosquito larvae and, theoretically, reduce malaria transmission. Larger scale water management projects can also reduce mosquitoes and are credited with eradicating malaria from much of the southern United States. From 1991–2002, the annual reported incidence in the United States. From 1991–2002, the annual reported incidence in the United States doubled to more than 23,000 cases a year. The disease is slowly expanding its geographic range, and the incidence of human cases continues to rise in both new and established foci of infection. The ecology and epidemiology of Lyme disease are complex, and practical methods for prevention and control at the community level require a multifaceted approach.

Future Vector Control Options

Although not yet fully operational, a number of innovative strategies for vector control appear promising. Biologic control agents and naturally occurring predators can be introduced to reduce the numbers of immature and adult stage mosquitoes. Aquatic plants and larvivorous fishes can reduce larvae in breeding sites. Alterations of the vector genome may ultimately allow populations of malaria-transmitting mosquitoes to be replaced with genetically transformed mosquitoes that cannot sustain transmission. Finally, vaccines that induce hosts to produce anti-vector antibodies may ultimately be able to alter parasite development and/or reduce the survival of mosquito vectors.

Vaccine Development and Testing

Development of malaria vaccines has proceeded along three lines. Sporozoite vaccines are directed against the stage of the malaria parasite that is injected into the human host when a mosquito takes its blood meal. An effective sporozoite vaccine would protect the recipient from infection and thus, from all symptoms of a malarial illness. Merozoite or blood-stage vaccines are directed against the asexual blood stages of the parasite, which are responsible for malarial symptoms. It is likely that such vaccines would mimic naturally acquired immunity to malaria; recipients might continue to have occasional malarial illnesses, but the severity and duration of symptoms would be reduced and malaria-related mortality would be prevented. Transmission-blocking vaccines prevent development of the sexual stages of the malaria parasite in the human host or mosquito vector. Such vaccines would have no impact at all on an individual patient’s symptoms, but would reduce the level of transmission within the community by rendering mosquitoes noninfective.

Numerous candidate vaccines have been developed, but no clearly effective vaccine has yet been identified. The first field trials of the asexual blood stage candidate vaccine, SPf 66, showed that it did not afford significant protection from P. falciparum malaria, despite earlier encouraging results from experimental trials. A recent report demonstrated promising results for a preerythrocytic vaccine in a clinical trial, although long-lasting immune response could not be achieved.

CONCLUSION

Between the past history of an unsuccessful eradication program and the future promise of an effective vaccine and improved options for treatment and prevention, malaria remains a major public health concern worldwide. A growing number of strategies are currently available for malaria control, but none is universally effective or appropriate. Research is needed to develop additional options as well as to describe the best approaches to operationalizing existing strategies. At present, the best hope for malaria control in endemic areas is an integrated approach, which combines multiple strategies and which is carefully matched to local conditions of the parasite, vector, and human populations. In addition, in recent years malaria has received increased attention from international donors and policy makers world-wide and particularly in endemic countries. More resources are available for malaria control than at any time since the eradication era. These resources coupled with new treatment options and newly proven intervention opportunities promise to make significant progress against an ancient and persistent public health threat.

Introduction

Lyme disease is a tick-borne zoonosis caused by the spirochete, Borrelia burgdorferi. Infection in humans may result in a multisystem, inflammatory disease principally affecting the skin, joints, nervous system, and the heart. Several syndromes comprising Lyme disease were recognized in Europe beginning in the late nineteenth century; however, the disease was first comprehensively described in Connecticut in 1977. Rodents and ticks are the principal reservoirs and amplifying hosts of B. burgdorferi infection; deer are the usual maintenance hosts for tick vectors; and humans are incidentally infected when they intrude into the natural enzootic cycle. Lyme disease occurs throughout the temperate northern hemisphere and is the most commonly reported vector-borne disease in the

Note: The findings and conclusions in this chapter are those of the author and do not necessarily represent the views of the Centers for Disease Control and Prevention.
Borreliae are flexible helical cells comprised of a protoplasmic cylinder surrounded by a cell membrane, periplasmic flagella, and an outer membrane that is loosely associated with the underlying structures. The genome of *B. burgdorferi* was sequenced in 1997 and found to contain a linear chromosome with twelve linear and nine circular plasmids. *B. burgdorferi* is comprised of several immunogenic lipids, carbohydrates, and proteins, including three major outer-surface proteins, OspA (30 kDa), OspB (34 kDa), and OspC (23 kDa), and a prominent 41 kDa antigen located on the flagellum.

A number of genetic differences have been described within and between *B. burgdorferi* genospecies from Europe and the United States. The strain infecting humans in the United States is designated *B. burgdorferi*, sensu stricto, of which strain B31 is the prototype; the two dominant *B. burgdorferi* genospecies in Europe and Asia are *Borrelia garinii* and *Borrelia afzelii* (Group V5461). While all three *Borrelia* species typically cause erythema migrans (EM) at the location of the tick bite, they appear to have somewhat different disease courses. Arthritis appears to occur more frequently following infection with *B. burgdorferi*; neurologic manifestations are more common with *B. garinii*; and cutaneous manifestations occur more frequently in association with *B. afzelii* infection.

**ECOLOGY**

**Arthropod Vectors**

Cycles of *B. burgdorferi* are found throughout temperate North American and Eurasian regions in the range of *Ixodes ricinus* complex ticks. *I. scapularis* is the principal vector in the northeastern and upper midwestern United States (Fig. 15-6); *I. pacificus* transmits *B. burgdorferi* in the western United States; *I. ricinus* is the principal vector in western and Central Europe extending into parts of Asia; and, *I. persulcatus* is the main vector in central and eastern Russia, China, and Japan.

In the United States, spirochete infection rates in adult ticks vary by region with 73% of *I. scapularis* ticks in the northeast, 57% of *I. scapularis* ticks in the Midwest, and 4% of *I. pacificus* ticks in the Pacific region found to be infected. Infection rates in nymphal ticks similarly vary by region; this life stage is believed to be responsible for most human cases, as peak nymphal activity between April and August strongly coincides with the peak incidence of disease onset in humans. In the endemic northeast, nymphal infection up to 24.4% has been found, and in northern California a slightly lower rate of 13.6% has been identified in other ticks and blood-sucking insects, such as mosquitoes, horse flies, and deer flies. However, there is no indication that the organism is adapted for survival in these arthropods, or that mechanical transmission has any epidemiologic importance.

**Environmental Factors**

In the eastern United States, *I. scapularis* is most often found in deciduous forest habitat with abundant leaf litter. This habitat is essential as these ticks require shade and a high humidity in their microenvironment to prevent dessication. A study of tick distribution on large suburban residential properties in Westchester County, New York found infected *I. scapularis* ticks on 60% of properties, with the greatest tick densities occurring in wooded areas, followed by fringe habitat, and much lower densities among ornamental shrubbery and on lawns. Similarly, in the central United States, *I. scapularis* is most often associated with deciduous forests and moist soils with sandy or loam textures. Ticks are not associated with grassland areas or conifer forests in this region. In the Pacific region, *Ixodes pacificus* have been found in redwood and Douglas fir forests as well as open grasslands. However, the *Ixodes* sp. ticks can demonstrate flexibility and inhabit diverse habitats such as dense shrub-like areas along coastal regions.

**Vertebrate Hosts**

*I. scapularis* larvae and nymphs can be found on at least 31 species of mammals and 49 species of birds. However, in the endemic northeastern United States, the white-footed mouse (*Peromyscus leucopus*), serves as the preferred vertebrate host for the immature stages of the tick vector, and it is the most competent vertebrate reservoir of *B. burgdorferi*, typically with infection rates of up to 75%. The chipmunk is also a competent reservoir host in the eastern United States and may be more important than the white-footed mouse in maintaining cycles of infection in the north central region. Deer, mainly white-tailed (*Odocoileus virginianus*), have an essential role in the enzootic cycle of Lyme disease in North America, acting as the principal host for adult *Ixodes* sp. ticks. Interestingly, the rapid increase in the deer population during the latter half of the twentieth century appears to have coincided with the emergence of Lyme disease.
Infection moves from the rodent reservoir to larval and nymphal stages, and transstadially from larva to nymph to adult tick. Humans are most often exposed in late spring and early summer after the bite of a nymphal tick.

**Life Cycle**

The life cycle of the *Ixodes* tick spans a 2-year period (Fig. 15-7). The basic elements involved in this cycle in North America include three stages of the tick (larva, nymph, adult), each of which typically takes one blood meal, and several reservoir hosts, mainly small rodents such as the white-footed mouse and the chipmunk. Deer and other large- and medium-sized animals serve as a mating ground for adult ticks and provide adult females with the blood meal required for egg production. Larvae most frequently feed in the summer from July through September, and nymphs typically feed from May to July. This reversed feeding pattern may promote transmission of *B. burgdorferi* since nymphs feeding in the spring may infect rodents that later in the year will serve as a source of infection for larvae. Adult females feed mainly during the fall, but can also feed throughout winter and early spring. Transstadial transmission of *B. burgdorferi* from larva to nymph helps maintain the infective cycle, while transmission from an infected adult female to her eggs rarely occurs. In Eurasia, the cycle is quite similar, although the bank vole (Clethrionomys glareolus) and wood mouse (*Apodemus* sp.) serve as the principal rodent reservoirs of infection, and the roe deer and other cervids typically serve as maintenance hosts for vector ticks.

Humans are incidental hosts of *B. burgdorferi*. In the United States, persons are most often infected by the bite of nymphal-stage ticks, usually in the late spring and early summer, and much less frequently by adult female ticks, which feed mostly in the late fall and winter. Due to their smaller size, nymphs may be more likely to escape detection and feed for a period sufficient to transmit infection.

**DISEASE MANIFESTATIONS AND MANAGEMENT**

**Clinical Manifestations**

Infection with *B. burgdorferi* may manifest either as an asymptomatic or subclinical infection, or as Lyme disease, an inflammatory process that generally can be categorized into early localized, early disseminated, or late disseminated stages of infection. The portal of entry for *B. burgdorferi* is the dermis, at the site of infective tick attachment, and the spirochete will live primarily as an extracellular pathogen. Following inoculation, infection spreads by cutaneous, lymphatic and hematogenous routes.

**Early Localized.** After an incubation period of 7–10 days (range 3–32 days), 70–80% of patients develop a characteristic erythema migrans (EM) rash, which is the hallmark of early localized infection. This expanding, annular, erythematous rash is usually accompanied by mild constitutional symptoms of fever, headache, myalgia, arthralgia, and occasionally by regional lymphadenopathy.

**Early Disseminated.** Early disseminated infection usually occurs within days to weeks after the onset of localized infection. The skin, nervous system, musculoskeletal system, and heart may be affected. Multiple, secondary EM lesions may occur. Some patients develop neurologic signs and symptoms, most commonly aseptic (lymphocytic) meningitis, cranial neuropathy, or radiculoneuritis. Many patients also describe migratory musculoskeletal pains in joints, bursae, tendon, muscle, or bone. Persons with early disseminated Lyme disease may also develop cardiac conduction abnormalities, most often mild, transient atrioventricular block.

**Late Disseminated.** Manifestations of late disseminated disease occur weeks to months after infection in approximately 60% of untreated patients. The most common late-stage manifestation is intermittent oligoarticular arthritis in one or a few joints, usually large, weight-bearing joints, such as the knee. Less frequently, persons with late disseminated infection develop neurologic symptoms including subtle cognitive disturbances, spinal pain, or distal paresthesias.
**Diagnosis**

A clinical diagnosis of Lyme disease can be made in persons presenting with characteristic early manifestations, such as EM, in an endemic area. History of recent tick exposure significantly increases the probability of a true diagnosis of Lyme disease, and laboratory testing is generally unnecessary in such individuals.

Serodiagnostic testing may be indicated when clinical signs indicate late-stage disease (i.e., arthritis), when a presentation is atypical, or when a history of exposure is not clear. The recommended test approach utilizes a sensitive first test, either enzyme-linked immunosorbent assay (ELISA) or indirect fluorescent antibody (IFA) testing, followed by Western immunoblotting (WB) of specimens that test positive or equivocal using the first test. Specimens that test negative by ELISA or IFA do not require further testing. Specific WB banding criteria have been recommended for both IgM and IgG antibodies (Fig. 15-8). IgM antibodies typically appear within the first several weeks after exposure, and this response may persist for months or years. IgG antibodies can be detected in most patients after one month of active infection, and this response may persist for years after symptoms have resolved. Antibiotic treatment of early localized disease may blunt or abrogate the immune response; however, seronegative late-stage Lyme disease is uncommon. Therefore, clinical history should be considered when interpreting serologic test results.

While much less common than serologic methods, other diagnostic modalities may include culture or polymerase chain reaction (PCR). *B. burgdorferi* can be cultured from 80% or more of biopsy specimens taken from early EM lesions. Culture of other specimens including blood, cerebral spinal fluid (CSF), and synovial fluid is less rewarding. PCR has been successfully utilized as a research tool on clinical specimens such as skin biopsies, blood, synovial fluid, and CSF; however, the use of PCR as a primary diagnostic tool is not supported.

Some laboratories offer tests that have not been adequately evaluated for accuracy and clinical usefulness, including urine antigen tests, immunofluorescent staining for cell wall-deficient forms of *B. burgdorferi*, and lymphocyte transformation tests. Use of these tests is not recommended.

**Clinical Management**

For patients exhibiting clinical signs consistent with Lyme disease, having a history of exposure in an endemic area, and/or laboratory confirmation of Lyme disease, antibiotics should be administered based on clinical signs and duration of illness. The Infectious Diseases Society of America has published guidelines for the treatment of Lyme disease. Untreated and inadequately treated infection may result in subsequent cardiac, dermatologic, neurologic, or musculoskeletal sequelae.

Morbidity can infrequently be severe, chronic, and disabling, especially if the disease is not treated in its early stages, but Lyme disease is rarely, if ever, a principal cause of death. Similarly, maternal Lyme disease is not a proven cause of intrauterine death or congenital malformations, although this association has been suggested. Infection does not confer lasting protective immunity, and more than one occurrence of primary EM is not uncommon among persons at high environmental risk.

Concurrent infection with other tick-borne illnesses is a possibility in Lyme disease patients. Coinfection with *B. burgdorferi* and *Babesia microti* (the agent of babesiosis) has been associated with a severity and duration of illness greater than expected for either infection alone. The importance of differentiating illness caused by *Borrelia*, *Babesia*, and *Ehrlichia* spp., and other as yet unidentified agents transmitted by the same tick vectors, has recently been highlighted.

**EPIDEMIOLOGY**

**Transmission to Humans**

Lyme disease is transmitted through the saliva of an attached feeding tick. There is no evidence that *B. burgdorferi* is passed directly from one person to another, and infection is not known to be transmitted by sexual contact or through breast milk. Transplacental infection of the fetus has been documented in several case reports; however, these reports have been unable to confirm that *B. burgdorferi* is a cause of fetal illness. Although *B. burgdorferi* can be cultured from blood in just over 40% of individuals with early untreated acute infection, transfusion-acquired infection has not been documented.

**Global Distribution**

Endemic Lyme disease occurs in portions of the United States and Canada, the British Isles, Scandinavia, western Europe, and states of the former Union of Soviet Socialist Republics, from the Baltics east through Russia to the Pacific Coast. Lyme disease has also been reported from northeastern China and eastern regions of Japan. Distribution within Canada is localized to areas of southern British Columbia and the southeastern region of Ontario.
endemic areas of North America and Europe, Lyme disease incidence and epidemiologic patterns are similar.46

**Surveillance Statistics for the United States**

Lyme disease was made a nationally notifiable disease in 1991. A uniform national case definition was adopted for surveillance purposes at that time, and reporting is now mandatory in all 50 states.2 Lyme disease is the most commonly reported vector-borne infectious disease in the United States. In 2003, a total of 21,273 cases of Lyme disease were reported by 44 states and the District of Columbia, compared with 9470 cases in 1991 (Fig. 15-9). The national incidence of reported cases was 7.2 per 100,000 population in 2003. Cases are concentrated in the northeastern region, the north-central region, and in northern California (Fig. 15-10). Incidence rates greater than 7.2 per 100,000 population were reported by 12 states (Rhode Island [68.39], Pennsylvania [46.34], Connecticut [40.28], New Jersey [33.42], New York [28.13], Delaware [25.93], Massachusetts [23.81], New Hampshire [14.76], Wisconsin [13.52], Maine [13.40], Massachusetts [12.54], and Minnesota [9.37]). These states account for more than 95% of all reported cases nationally.47

Lyme disease affects persons in all age groups, but the highest rates are found in children aged 5–9 years and adults aged 55–59 years. Males and females are nearly equally affected with males accounting for 53% of cases in 2003.47

Lyte disease case reporting is subject to misclassification, misdiagnosis, and underreporting. In Connecticut, from 1991–1992, only 7% of physicians comprising the four primary care specialties that report the majority of all Lyme disease cases had reported a case. Follow-up interviews with a sample of physicians in the four specialty areas suggested that less than 20% of all cases diagnosed and treated as incident cases of Lyme disease had been reported.48 A 1996 study in Maryland suggested that Lyme disease was underreported by 10- to 12-fold in that state, and that many more patients are seen and treated for presumptive Lyme disease and for tick bite alone than patients meeting the case criteria for reporting.49

**Lyme Disease Emergence**

Lyme disease is one of a number of emerging tick-borne diseases in the United States.50 Several accounts from at-risk areas have demonstrated a rapid increase in Lyme disease incidence. A longitudinal study of a community of about 160 persons residing in Great Island, Massachusetts, found a slow buildup of incidence to a peak of 3 cases per 100 residents with a total cumulative prevalence of 16% over a 20-year period.51 A similar restricted population in the northern coastal area of Ipswich, Massachusetts, experienced an epidemic of Lyme disease in the 1980s. The attack rate from 1980 through 1987 was 35% among 190 residents living within 5 km of a nature preserve heavily infested with ticks.52
The introduction and buildup of Lyme disease to highly endemic levels within some states and regions is a considerable public health concern. This occurrence has been most pronounced in suburban residential areas in northeastern states. Such rapid emergence has been well documented in New York State: the number of counties endemic for Lyme disease increased from four to eight from 1985 to 1989, and the number of counties with documented *Ixodes* ticks increased from four in 1985 to 22 in 1989. The possibility of rapid emergence continues to exist in other known endemic areas due to growing deer populations that support the *Ixodes* tick vector, increased residential development of wooded areas, and tick dispersal to new areas.

Movement of deer and increased reforestation are considered the principal factors in the geographic spread of Lyme disease, although migrating birds may also play a role in the dispersal of infected ticks. Studies mapping the distribution of ticks, reservoir rodent hosts, seropositivity of animals such as dogs and deer, and the incidence of human cases over time provide valuable information on the spread of Lyme disease in the United States. Seropositivity of dogs appears to be a sensitive and reliable epidemiologic marker of the geographic distribution of *B. burgdorferi.*

**Areas with Unconfirmed Endemicity**

The reporting of cases from areas where ticks are not known to transmit *B. burgdorferi* to humans, such as throughout many southern, midwestern, and mountain states, remains enigmatic. In the southern United States, *I. scapularis* has a low *B. burgdorferi* infection rate and rarely feeds on humans. Epidemiologic studies in Missouri of persons with EM-like lesions and of area-matched controls provide evidence that the disease there is associated with the bites of the lone star tick (*Amblyomma americanum*), and is not caused by *B. burgdorferi* or other known tick-borne infection. The lone star tick is widely distributed throughout the southern and mid-Atlantic regions, and it is the most common human-biting tick in the South. A spirochete named *Borrelia lonestari* has been cultivated successfully from *A. americanum* ticks and implicated as the causative agent of EM in an area following the bite of an *A. americanum* tick. However, additional work has failed to show a link to either *B. burgdorferi* or *B. lonestari* as the cause of EM in individuals residing in the southeast and south-central United States. Enzootic cycles of *B. burgdorferi* involving *I. dentatus* ticks and rabbits in the eastern and southern United States, and *I. spinipalpis* ticks and wood rats in the Rocky Mountain foothills of eastern Colorado, are not believed to pose a public health risk since these ticks rarely feed on humans.

**Risk Factors for Infection with the Lyme Disease Spirochete**

Lyme disease is a disease of place. The principal risk factor for Lyme disease in the United States is permanent or seasonal residence in an area with a high infestation of infected ticks. Clustering of cases by county, by township, and even by neighborhood is highly correlated with the abundance in the environment of tick vectors. Others at relatively high risk include persons who live or vacation in northeastern coastal areas and in northcentral woodlands. Persons at greatest risk are residents of rural or suburban properties that are wooded or are contiguous with wooded tracts inhabited by deer. The presence of ground cover and leaf litter in the yard as well as actively participating in clearing brush in spring and summer revealed significant associations with Lyme disease.

Recreational activities in natural areas, such as hiking, camping, fishing, and hunting also expose persons to infective tick bites, especially during the late spring and summer months. Specifically, outdoor use of maintained trails for more than five hours per week and gardening for more than four hours per week have been shown to be risk factors for the development of Lyme disease. Checking for ticks during outdoor activity and use of repellents prior to outdoor activities have been both associated with a reduced risk of Lyme disease.

Outdoor occupations, such as landscaping, brush clearing, forestry, and wildlife and parks management, may place persons at high risk in some areas. A comprehensive study of workers in endemic counties of southeastern New York showed that persons with a history of outdoor employment were twice as likely to be seropositive as those without such a history. Although this difference was not statistically significant, the seroprevalence rate of outdoor employees was 5.9 times higher than a comparison group of anonymous blood donors from the same region of New York. Pet ownership may pose a slight risk as animals may bring unattached nymphal ticks into the home, placing humans at risk for tick bites. Ownership of cats has been found to be associated with an increased risk of acquiring Lyme disease in several small studies. A study of dogs and persons living in the same households in two highly endemic areas in Massachusetts showed that dogs were more likely to have serologic evidence of *B. burgdorferi* infection than their human co-residents, but dog ownership was not associated with an increased risk for their owners. Dogs, however, may act as competent reservoirs for the Lyme disease spirochete, and therefore, it would be prudent to utilize tick prevention measures such as collars and repellents on pet dogs.

**Prevention**

Prevention of Lyme disease can be accomplished through personal protective measures, clinical interventions, environmental modifications, and community interventions.

**Personal Measures**

The public should be informed about tick-infested areas in endemic regions and should be encouraged to avoid risky exposures, especially in spring and summer. Information on the distribution of ticks in an area can usually be obtained from health departments, park personnel, or agricultural extension services.

One of the most important preventive measures is the early detection and proper removal of attached ticks. When in tick-infested areas, a daily check for ticks and their proper removal is an important measure to prevent infection. Studies have shown that transmission of *B. burgdorferi* from an infected tick is unlikely to occur during the first 24-36 hours of attachment. Tweezers should be used to grasp the tick mouthparts, removing the tick by steady, gentle traction. Additional precautions to take in tick-infested areas include wearing long sleeved shirts, and tucking pants into socks or boot tops to prevent ready access of ticks to skin. Insect repellents containing N,N-diethyl-meta-toluamide (DEET) (up to 30% concentration) can be applied to exposed skin other than the face, and DEET or permethrin compounds (which kill ticks on contact) can be sprayed on clothing.

**Clinical Interventions**

Early recognition and appropriate treatment of EM is one of the best strategies to prevent complications of Lyme disease in the clinical setting. Antibiotic prophylaxis to prevent Lyme disease after a known tick bite is not routinely warranted, but may be considered in specific circumstances. A recent study has shown that a single prophylactic dose of doxycycline given within 72 hours after a tick bite can reduce the risk of developing Lyme disease. The risk of asymptomatic infection or disease in untreated persons, however, remains low at less than 5%, even when bitten by known vector species in highly endemic areas. A human vaccine for Lyme disease was previously available, but was withdrawn from the market in February 2002 reportedly due to low sales. Thus, this prevention modality is no longer available, but three vaccines are currently available for dogs.

**Environmental Modifications**

In endemic residential areas of the northeastern United States, wood lots and unkempt edges of yards pose a significantly greater risk than lawns and ornamental shrubby areas. Removing leaf litter and woodpiles, clearing trees and bushes around houses and yard edges, and consistent mowing will remove habitat suitable for deer, ticks, and rodent.
reservoirs of infection, resulting in a reduction in the number of ticks that transmit Lyme disease in the ensuing transmission season.\textsuperscript{3,5,6} Area application of acaricides to residential properties has been found to be highly effective in suppressing vector ticks,\textsuperscript{7} but targeted approaches may be warranted due to the variable effects on nontarget arthropod species.\textsuperscript{8} New approaches have been designed to interrupt the transmission cycle at the level of the rodent reservoir. A product in which mice are treated with the acaricide, fipronil, upon entering a bait box demonstrated a reduction in tick infestations on white-footed mice in a southeastern Connecticut community.\textsuperscript{9}

**Community Interventions**

There are no known practical measures for controlling tick vectors over large areas. Management of deer populations and control of ticks on deer may be effective strategies for reducing the intensity of enzootic transmission in already established foci of infection.\textsuperscript{10} The control of ticks on deer using self-dosing systems for applying topical acaricides has shown some success in pilot trials.\textsuperscript{11} However, community education addressing methods of tick control and preventive measures against Lyme disease may be the most effective strategy utilized at the community level.\textsuperscript{12}

---

**Trypanosomiasis**

Louis V. Kirchhoff

### AMERICAN TRYpanosomiasis (Chagas’ Disease)

American trypanosomiasis, or Chagas’ disease, is caused by the protozoan hemoflagellate *Trypanosoma cruzi*.\textsuperscript{1} This parasite is enzootic and endemic in Latin America and the southern and southwestern United States. Only a handful of instances of vector-borne transmission of *T. cruzi* to humans in the United States have been reported. The number of *T. cruzi*-infected persons living here, however, has increased markedly in recent decades as large numbers of people have emigrated from the endemic countries in Latin America to the United States.\textsuperscript{2} As many as 80,000–120,000 of these immigrants may be infected with *T. cruzi* and they present diagnostic and therapeutic challenges to the persons who provide their medical care. Moreover, since most of these infected persons harbor the parasite asymptptomatically, they pose a risk of transmission of the parasite by blood transfusion and organ transplantation, and 10 such cases have already been described here.\textsuperscript{3–5}

**Biology and Transmission**

Transmission of *T. cruzi* to its mammalian hosts typically occurs when feces of a blood-sucking insect vector containing infective organisms contaminate mucosal surfaces, the conjunctivae, abrasions, or the bite wound. The parasites penetrate local cells and after multiplying intracellularly, as the host cell dies, infective forms are released and invade adjacent cells or are swept to distant sites via the lymphatics or the bloodstream. In this manner a cycle is established in the mammalian hosts of *T. cruzi* that alternates asynchronously between non-dividing infective forms that circulate in the bloodstream and intracellular multiplying forms. The cycle is completed when an insect vector ingests blood containing the circulating infective forms. Not surprisingly, transfusion of blood donated by persons who harbor *T. cruzi* can result in new infections,\textsuperscript{6} as can transplantation of organs obtained from infected donors. In addition, *T. cruzi* can be passed from mother to fetus, causing spontaneous abortion or congenital Chagas’ disease,\textsuperscript{7} and laboratory accidents resulting in transmission of the parasite occur with disquieting frequency.\textsuperscript{8}

**Pathology and Clinical Features**

Acute Chagas’ disease is usually a mild illness with a death rate of less than 5%. As parasites spread hematogenously from the site of initial entry and multiplication, they can cause malaise, fever, edema of the face and lower extremities, hepatosplenomegaly, and generalized lymphadenopathy. Muscles are often parasitized, and severe myocarditis develops in a small number of patients with acute infections.\textsuperscript{9} The organisms can also invade the central nervous system, and meningoencephalitis is a rare complication.\textsuperscript{10} In immunocompetent persons, acute Chagas’ disease resolves spontaneously over 4–8 weeks, and patients then enter the indeterminate phase of *T. cruzi* infection. This asymptomatic phase is characterized by subpatent parasitemias and for the most part easily detectable antibodies to a variety of *T. cruzi* antigens. Most infected persons remain in the indeterminate phase for life, and this sets the stage for transmission of the organism by transfusion and organ transplantation.

Years or decades after the resolution of acute *T. cruzi* infection, symptomatic chronic Chagas’ disease develops in approximately 10–30% of infected persons. The heart is most commonly affected, and pathologic changes can include thinning of ventricular walls, biventricular enlargement, mural thrombi, and apical aneurysms.\textsuperscript{11} Lymphocytic infiltration, diffuse interstitial fibrosis, and atrophy of myocardial cells are often seen in stained specimens. The conduction system is often affected, typically causing right bundle branch block, left anterior fascicular block, and third-degree atrioventricular block. Associated symptoms reflect the cardiomyopathy, rhythm disturbances, and thromboembolism that gradually develop, and death usually results from heart block or congestive heart failure.\textsuperscript{12,13} In some patients megaesophagus and/or megacolon (megadisease) develop and cause regurgitation, dysphagia, repeated aspiration, and constipation.\textsuperscript{14} The pathogenesis of the lesions associated with chronic *T. cruzi* infection is not well understood, but the current consensus is that inflammation resulting from the persistent presence of parasites, resulting in deterioration in affected organs plays a primary role.\textsuperscript{15,16}

Immunosuppression of patients who harbor *T. cruzi* chronically can cause a recrudescence of the infection, often with features that are atypical of acute Chagas’ disease in immunocompetent persons.\textsuperscript{17} This is particularly true in Chagas’ disease patients who undergo cardiac transplantation,\textsuperscript{18} as well as in persons coinfected with *T. cruzi* and the human immunodeficiency virus.\textsuperscript{19,20}

**Epidemiology**

*T. cruzi* is found only in the Americas, where it is distributed unevenly from the southern United States to Chile and Argentina in triatomine insect vectors (kissing bugs) and many species of wild and domestic mammals. Humans become part of the cycle of transmission when infected insects take up residence in the primitive adobe, wood, and stone houses that are common in many parts of Latin America. Most new *T. cruzi* infections occur among poor children in rural areas and result from contact with infected vectors, and small numbers of transfusion recipients become infected each year in areas in which effective screening of donated blood is not universal.\textsuperscript{21} The incidence of acute Chagas’ disease is unknown because most cases go undiagnosed. An estimated 10–12 million persons are chronically infected with the parasite, and roughly 25,000 deaths due to chronic Chagas’ disease are thought to occur each year.\textsuperscript{22}

Acute Chagas’ disease is uncommon in the United States. The total of autochthonous,\textsuperscript{23} transfusion-associated,\textsuperscript{4} organ transplant-related,\textsuperscript{5} and imported cases of acute *T. cruzi* infection in the past 30 years is about two dozen. Importantly, no acute infections among United States
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Tourists returning from endemic areas have been reported. In contrast, the number of persons with chronic T. cruzi infections in the United States has grown enormously as immigration from Latin America has burgeoned, especially from Mexico and Central America. Current estimates put the number of immigrants from Chagas-endemic countries now living in the United States at 13 million,2,22 80,000–120,000 of whom are thought to be infected with T. cruzi.

**Diagnosis**

**Acute Chagas’ Disease.** The first consideration in diagnosing acute Chagas’ disease is establishing that possible exposure to T. cruzi has occurred. Exposure can result from residence in an area in which vector-borne transmission of the parasite occurs, a recent blood transfusion in an endemic area, in which universal screening has not been implemented being born to a mother who is at risk of harboring T. cruzi, or a laboratory accident involving the parasite.

The diagnosis of acute Chagas’ disease is made by detecting parasites, and serological tests are not useful. In immunocompetent patients, examination of blood is the cornerstone of detecting T. cruzi. Circulating parasites are highly motile and frequently can be seen in wet preparations of buffy coat or anticoagulated blood. The organisms may also be seen in Giemsa-stained blood smears. In immunocompromised patients suspected of having acute Chagas’ disease, other specimens such as bone marrow aspirates, cerebrospinal fluid, pericardial fluid, and lymph nodes should be examined microscopically. If these approaches fail to detect T. cruzi in a patient whose epidemiologic and clinical histories suggest that the parasite is present, growing the organism may be attempted. This can be done by xenodiagnosis, a method that involves feeding a patient’s blood to laboratory-reared insect vectors, or preferably by culturing blood or other specimens in liquid medium.23 These two methods take at least a month to complete, however, and this is far beyond the time at which decisions about drug treatment need to be made. Polymerase chain reaction-based assays have shown promise for diagnosing both acute and chronic T. cruzi infections,24 but a lack of sensitivity has been a variable problem and to my knowledge none of these tests is available in kit form.

**Chronic Chagas’ Disease.** Chronic Chagas’ disease is usually diagnosed by detection of IgG that binds to specific T. cruzi antigens, and parasitologic studies are unnecessary. Many commercial serologic tests are used widely in Latin America, such as indirect immunofluorescence (IFF), and enzyme-linked immunosorbent assay (ELISA). A persistent problem with many of these assays, however, is the occurrence of false-negative and false-positive results. The latter typically occur with samples from persons having leishmaniasis, malaria, syphilis, autoimmune diseases, and other parasitic and nonparasitic illnesses. Because of this lack of accuracy, most authorities recommend that blood specimens be tested in two assays based on differing methodologies before results are accepted as definitive.25

In the United States, specimens can be sent to the CDC for testing by IFF (770-488-4474). In addition, ELISA manufactured by Hemagen Diagnostics (Columbia, MD) and Laboratorios Wiener (Rosario, Santa Fe, Argentina) have been cleared by the Food and Drug Administration (FDA) for clinical use. Finally, in my laboratory (319-335-6786), a radioimmuno precipitation test (RIPA) is available. This test was shown to be highly sensitive and specific when used to test a geographically diverse group of sera from patients with Chagas’ disease and control subjects,26 and it has been used as a confirmatory assay in essentially all studies of T. cruzi infection in United States blood donors.27,28

**Treatment**

Nifurtimox (Lampit, Bayer 2502) and benznidazole (Radimil, Roche 7-1051) are the only drugs currently recommended for treating patients with Chagas’ disease. Although the parasitologic cure rates are roughly the same for the two drugs, the side effects of benznidazole are less bothersome, and in Latin America it is considered the drug of choice.29 Cure rates of more than 90% can be achieved in babies with congenital Chagas’ disease treated in the first year of life,30 and perhaps 70% of patients with acute Chagas’ disease are cured by full courses of treatment. Regarding chronic T. cruzi infections, the current consensus is that all infected people 18-years-old or less should be treated with one drug or the other, as it has been shown that a substantial portion of such patients can be cured. Cure rates among persons with decades-long T. cruzi infections may be less than 10% and long term benefit of such treatment has not been demonstrated clearly. Nifurtimox can only be obtained from the Drug Service of the Centers of Disease Control and Prevention (404-639-3670). Benznidazole is not available here.

Beyond the possible use of antiparasitic drugs, treatment of both acute and chronic Chagas’ disease is symptomatic. In patients with symptomatic chronic heart disease therapy is directed toward ameliorating symptoms through the use of cardiotropic agents and anti-coagulants. Pacemakers have been shown to be useful in patients with ominous rhythm disturbances associated with Chagas’ disease. Cardiac transplantation is a viable albeit expensive option for patients with end-stage chagasic cardiomyopathy, and well more than 100 such transplants have been done in Brazil and the United States. Even though reactivation of acute Chagas’ disease has occurred postoperatively in a substantial proportion of these patients and lymphomas have arisen as well, the overall survival of chagasic heart transplant patients has been better than that of patients transplanted for other reasons.18

Megasophasus associated with chronic T. cruzi infections should be treated as is idiopathic achalasia, which may involve laparoscopy and myotomy. Megacolon usually can be managed with high fiber diets and laxatives, but the occurrence of toxic megacolon and volvulus require surgical intervention.

**Control**

Since drug treatment is problematic and vaccines are not available, reducing T. cruzi transmission in Latin America must depend on serologic identification of infected donors in blood banks and on reducing contact with insect vectors through housing improvement and spraying of insecticides. Enormous progress in controlling transmission of T. cruzi has been made in the past 25 years through programs directed at vector control, screening of donated blood, and housing improvement, particularly under the aegis of the Southern Cone Initiative. Uruguay, Chile, and most recently Brazil (June 2006) have been declared free of transmission, and major progress has been made in other endemic countries such as Argentina and Bolivia. Control programs also are being implemented in the Andean nations and in Central America. No scientific or technical breakthroughs are necessary for the complete elimination of the transmission of T. cruzi to humans. Rather, it is a matter of political will and economics. United States tourists traveling in areas where T. cruzi transmission occurs should avoid sleeping in dilapidated houses in rural areas and should use mosquito nets and insect repellent to reduce exposure to vectors.

In December 2006, the Food and Drug Administration approved for the first time an assay for screening the U.S. blood supply for Chagas disease (Ortho T. cruzi ELISA Test System, Ortho-Clinical Diagnostics, Raritan, New Jersey).31 Donor samples that are repeat reactive in the Ortho test are then tested in the RIPA. In January 2007 the American Red Cross and Blood Systems, Inc., which together process about 65% of blood donated here, initiated testing with the Ortho assay. Data generated during the first two months of screening suggest that 65% of the blood supply continues to be tested, roughly 1500 repeat reactive donors will be identified, about 350 of whom will be RIPA-positive, reflecting an overall prevalence of roughly 1 in 30,000. All repeat reactive donors will be permanently deferred from donation, since at present there is no reentry protocol for those found to be RIPA-negative. Additional options for screening donors for Chagas disease and confirmatory testing are on the horizon.32,33 The Division of Parasitic Diseases of the Centers for Disease Control and Prevention (CDC) are preparing a guidance document, which should be posted on the CDC website in mid-2007, that will contain detailed algorithms for assessment of the cardiac and gastrointestinal status of T. cruzi-infected donors as well as a discussion of the complex question of whether anti-parasitic treatment is indicated.
Leishmaniasis

Mary E. Wilson

Leishmaniasis is endemic in 88 countries on four continents. In the Western Hemisphere forms of leishmaniasis are spread autochthonously between southern Texas and northern Argentina with the exception of Chile and Uruguay. Leishmaniasis is additionally spread in the Eastern Hemisphere in northern and eastern Africa, in the Mediterranean littoral, the Middle East, India, northeastern China, and other countries in Asia.

Leishmaniasis refers to a constellation of diseases caused by protozoa belonging to the genus Leishmania. The two Leishmania subgenera, L. Viannia spp. and L. Leishmania spp., behave differently in the sand fly vector. The clinical forms of leishmaniasis comprise a wide spectrum, and new entities are being recognized as travel and political conflict bring people from Western countries into endemic regions. Although varied in their clinical manifestations, the different Leishmania species share a common life cycle and transmission characteristics. All forms of leishmaniasis are initiated by the bite of a phlebotomine sand fly vector belonging to the Lutzomyia spp. in the New World or Phlebotomus spp. in the Old World. The sand fly deposits the infectious promastigote form of the parasite into the skin of a susceptible mammal. The extracellular flagellated promastigote then attaches to a mononuclear phagocyte, triggering phagocytosis through one or more macrophage receptor molecules. Once intracellular, the parasite retracts its flagellum and transforms to the obligate intracellular amastigote. Thereafter, the amastigote survives in the mammalian host as an obligate intracellular parasite of macrophages.

The three most common forms of leishmaniasis are cutaneous, visceral, and mucosal (or mucocutaneous) disease. More minor presentations occur, and there is considerable individual variability in disease severity and presentation. Infections due to each of the Leishmania species lead to a characteristic clinical disease syndrome, although case reports are making it clear that there is considerable variability in clinical presentation. The most common form is cutaneous leishmaniasis. Old World cutaneous leishmaniasis occurs in tropical and subtropical Asia, China, India, Africa, and the Middle East, whereas New World cutaneous leishmaniasis is found throughout South and Central America and extends north into southern Texas. Visceral leishmaniasis also occurs widely and affects people in Latin America, Africa, India, Bangladesh, and China, as well as in countries surrounding the Mediterranean Sea, including France, Italy, and Spain. Severe mucosal disease due to Leishmania braziliensis occurs in Latin America, although mucosal involvement has been reported with a number of other Leishmania species throughout endemic regions. The biochemical differences between parasite species responsible for different clinical manifestations are largely unknown.

As with any infectious disease, clinical manifestations are determined not only by biological characteristics of the parasite species or strain, but also by differences in the susceptibility of individual hosts. It has been clearly established that there is genetic susceptibility to Leishmania infections in experimental mice. Murine susceptibility to Leishmania donovani infection maps to a single gene that has been cloned initially named NRAMP1 and now renamed SLC11A1. The same gene governs susceptibility to mycobacterial and Salmonella infections.

Genetic factors underlying human susceptibility to leishmaniasis and other infectious diseases is a topic of intense research. Familial clustering of cutaneous, mucosal, and visceral leishmaniasis has been reported with some evidence that this clustering is due in part to genetic predisposition. Racial differences in the development of mucosal disease suggest that genetic factors may influence severe human disease manifestations. Specific loci that may explain the genetics of predisposition to leishmaniasis are under study, and genes encoding TNF α, IFN-γ RI, and SLC11A1 have been associated with different forms of leishmaniasis. Complicating these investigations, loci associated with susceptibility to the different Leishmania species differ, and individuals of different ethnic backgrounds differ in their susceptibility loci.

In addition to genetics, nutritional factors are also critical in that malnutrition predisposes to the development of visceral leishmaniasis in Brazilian children. Thus, the clinical manifestations of disease are determined not only by the species of Leishmania that predominate in a region but also by a number of environmentally determined and host factors, including genetic predisposition.
TABLE 15-13. LEISHMANIA SPECIES (SUB-GENUSES L. LEISHMANIA AND L. VIANNA) COMMONLY CAUSING CLINICAL SYNDROMES IN THE NEW AND THE OLD WORLDS

<table>
<thead>
<tr>
<th>New World</th>
<th>Old World</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Cutaneous Leishmaniasis</strong>&lt;br&gt;L. mexicana complex:&lt;br&gt;L. (L.) mexicana, L.(L.) venezuelensis, L. (L.) amazonensis</td>
<td>L. (L.) tropica, L. (L.) major&lt;br&gt;<strong>L. Viannia subgenus:</strong>&lt;br&gt;L. (V.) braziliensis, L.(V.) panamensis, L. (V.) guyanensis, L.(V.) peruviana</td>
</tr>
<tr>
<td><strong>Leishmaniasis Recidivans</strong>&lt;br&gt;L. (L.) aethiopica</td>
<td>L. (L.) tropica</td>
</tr>
<tr>
<td><strong>Diffuse Cutaneous Leishmaniasis</strong>&lt;br&gt;L. (L.) mexicana, L. (L.) braziliensis</td>
<td>L. (L.) aethiopica</td>
</tr>
<tr>
<td><strong>Mucosal Leishmaniasis</strong>&lt;br&gt;L. (V.) braziliensis</td>
<td></td>
</tr>
<tr>
<td><strong>Visceral Leishmaniasis</strong>&lt;br&gt;L. (L.) chagasi*, rarely L. (L.) amazonensis</td>
<td>L. (L.) donovani complex:&lt;br&gt;L. (L.) donovani, L. (L.) infantum&lt;br&gt;<strong>(L.) tropica</strong> (viscero tropic leishmaniasis)</td>
</tr>
</tbody>
</table>

Please note that many exceptions to these generalities have been reported. Also, this is not a complete list of the Leishmania species.

*L.(L.) chagasi and L. (L.) infantum are thought to represent the same species in different geographic locations, possibly imported by Europeans into South America.21

Clinical Disease Syndromes

The Leishmania species are divided into the subgenusa Leishmania (L.) and Viannia (V.). The different Leishmania species typically cause distinct clinical syndromes, summarized in Table 15-13. Many reports of unusual manifestations have been reported, however. This is illustrated by the discovery of a previously unrecognized form of visceral leishmaniasis, termed “viscero tropic leishmaniasis,” caused by L. tropica, after the 1990–1991 Persian Gulf conflict.22

Cutaneous Leishmaniasis. Localized cutaneous leishmaniasis is typically caused by L. (L.) major, Leishmania (L.) tropica, or Leishmania (L.) aethiopica in the Old World, or by Leishmania (L.) mexicana, Leishmania (V.) panamensis, Leishmania (L.) amazonensis, or Leishmania (V.) braziliensis in the New World. Different species cause disease of different severity or propensity to metastasize. The disease onset occurs between two weeks and several months after the sand fly bite. Cutaneous leishmaniasis lesions often appear as chronic ulcers with raised erythematous borders and a granulomatous base. Lesions begin as papules that gradually increase in size and eventually ulcerate. Alternate forms can appear as papules, plaques, nodules, or erythema nodosum. Metastatic lesions in nearby skin are common, and regional adenopathy can occur particularly with L. braziliensis infections. Lesions may last for months to more than a year. Occasionally, lymph nodes assume a sporotrichoid configuration. New World cutaneous leishmaniasis, particularly that caused by L. braziliensis, can take on more severe forms in which ulcers are deep and mutilating, and there is massive lymphadenopathy or chains of enlarged lymph nodes. Eventually most lesions heal spontaneously, leaving a flat atrophic scar. Although spontaneous healing is common, treatment can speed or ensure recovery. During disease and after recovery, patients usually exhibit strong delayed-type hypersensitivity (DTH) responses to Leishmania antigen, commonly called the Montenegro or leishmanin test.

Visceral Leishmaniasis. Visceral disease is generally caused by parasites related to L. donovani, including L. (L.) donovani and Leishmania (L.) infantum in the Old World, and Leishmania (L.) chagasi in the New World. The latter two (L. L. infantum and L. L. chagasi) are likely one and the same parasite according to molecular genetic studies.21 Cases of visceral leishmaniasis due to other species (L. amazonensis, L. tropica) have been reported. This severe form of leishmaniasis usually begins between three and eight months after the bite of an infected sand fly. Most symptomatic patients develop the insidious onset of fevers, malaise, and weight loss associated with splenomegaly, hepatomegaly, anemia, leukopenia, thrombocytopenia, and hypergammaglobulinemia. Lymphadenopathy occurs in the Sudan but is not as common in other regions. Visceral leishmaniasis disease can lead to progressive suppression of specific and nonspecific cell-mediated immune responses with absent Montenegro reactivity, and associated bacterial infections causing pneumonia, diarrhea, or tuberculosis are common. These secondary infections contribute to the high mortality seen in untreated symptomatic disease. The spectrum of visceral leishmaniasis ranges from asymptomatic infection, occurring in 86–95% of infected Brazilians, to fulminant disease that may be fatal. Indeed, most fatalities due to leishmaniasis are due to the visceral form of disease.23

Visceral leishmaniasis due to L. infantum has been reported in AIDS patients in Spain, France, and Italy as their presenting manifestation of HIV disease. Although most of these patients present with typical disease symptoms, unusual presentations have been documented. A previously unrecognized form of visceral infection, termed “viscero tropic leishmaniasis,” was reported in U.S. troops returning from the 1990–1991 Persian Gulf conflict. These individuals had varied symptoms and findings, including fever, chills, malaise, generalized lymphadenopathy, diarrhea, nausea, abdominal pain, and weight loss. One individual had no symptoms at all. Biopsy and culture of the bone marrow revealed L. tropica, a species previously thought only to cause cutaneous disease.24

Visceral leishmaniasis can be followed by a syndrome termed post-kala-azar dermal leishmaniasis (PKDL). This manifests with generalized skin lesions ranging from hyperpigmented macules to nodules containing numerous organisms. This entity is particularly

Rare chronic forms of cutaneous leishmaniasis include diffuse cutaneous leishmaniasis (DCL) in which there are many localized papules that do not ulcerate. Satellite lesions and metastatic skin lesions arise, usually on the face and extremities. DCL is an anergic form of leishmaniasis with a negative Montenegro response, occurring primarily in South America. In contrast, leishmaniasis recidivans is a relapsing tuberculoid form of cutaneous leishmaniasis, usually caused by L. tropica in the Old World, in which lesions on the extremities or face slowly spread outward while healing in the center. This is associated with strong DTH reactivity. Both of these unusual forms of cutaneous leishmaniasis can lead to chronic disease lasting 20 years or longer.
common in East Africans who do not complete a course of therapy, and in the Indian subcontinent. Since PKDL allows parasites to survive in a cutaneous location, it may be important in allowing humans to serve as a reservoir of visceral disease.29

Variability in clinical presentation and disease severity is due to several factors. The most evident is the distribution of the Leishmania species. For example, mucosal leishmaniasis occurs mostly due to L. braziliensis, which often causes an initial cutaneous lesion that can be accompanied by metastatic disease in mucosal tissues either simultaneously or months to years later. L. braziliensis is common in northeast Brazil and countries in the Andes including Colombia, Bolivia, Ecuador, and Peru.25 This distribution accounts for the high incidence of mucosal leishmaniasis in these areas. Nonetheless host factors also contribute, with racial tendencies favoring or disfavoring mucosal dissemination.26 Familial aggregation of mucosal leishmaniasis is in part accounted for by genetic background in these populations, and specific alleles of several loci (TNFA, IL6) are being reported in association with this disease.8,16,26

**DIAGNOSIS**

The diagnosis of either cutaneous or visceral leishmaniasis should be considered in patients from endemic areas who present with typical findings of chronic cutaneous ulcer or fever with hepatosplenomegaly, respectively. Unfortunately, leishmaniasis is often not considered in immigrants or travelers seen by practitioners in countries where these diseases are uncommon. A diagnosis can be established by demonstration of the parasite in infected tissues (parasitological diagnosis). Cutaneous ulcers can be biopsied at lesion margins, and the parasite found either by histologic examination of sections stained with hematoxylin and eosin or Giemsa or by culture of the parasite in specific media obtained from the Centers for Disease Control and Prevention (CDC). Occasionally parasites can be visualized in impression smears of aspirates or lesions. Visceral leishmaniasis is demonstrated by the finding of Leishmania spp. amastigotes in bone marrow biopsy or aspirate, either by histology or culture, or occasionally in the peripheral blood of patients with concurrent AIDS and visceral leishmaniasis. Practitioners in some endemic countries will demonstrate parasites causing visceral leishmaniasis by fine-needle aspiration of the spleen. Although this is more sensitive, the potential for hemorrhage makes this a less desirable test than a sternal marrow aspirate.

Anti-leishmanial antibodies are frequently elevated in immunocompetent individuals with visceral leishmaniasis, although such tests are unreliable in immunocompromised states such as HIV infection. Antibody tests include indirect fluorescent antibody (IFA) (used by the CDC), enzyme-linked immunosorbent assay (ELISA), and a direct agglutination test (DAT) optimized for use in developing countries. The DAT is useful in African countries and in India due to its simplicity in a field setting. However, the variability and expense of antigen preparations makes this inconsistently reliable.28 Patients with active visceral leishmaniasis usually have antibodies to the recombinant antigen K39 (rK39) and this has provided the basis for a sensitive and specific ELISA.29 30 Furthermore, a rapid rK39 strip test has proven both sensitive and specific.

Disadvantages of all serologic tests are low responses in some individuals, persistence of serologic response after cure, and false positive reaction in some healthy individuals.28 PCR and urine antigen-based tests are being explored, but are not yet standardized for clinical use.29

Unfortunately, patients with cutaneous leishmaniasis do not reliably develop antibody responses, so serology is often not helpful in evaluating cutaneous ulcers. In addition, the few individuals documented with “viscerotropic” leishmaniasis had negative or low antibody titers, making serology unreliable test for this form of visceral disease. Cross-reactive antibodies may occur in patients with Chagas’ disease or leprosy, decreasing the specificity of antibody based testing in regions where these diseases are co-endemic.

Delayed-type hypersensitivity responses to intradermally administered Leishmania antigen (the Montenegro or leishmanin test) usually develop during uncomplicated cutaneous and mucosal leishmaniasis. The Montenegro test is usually positive in other forms of leishmaniasis where the immune response is exuberant, including leishmaniasis recidivans and PKDL. The Montenegro is usually negative in individuals with forms of leishmaniasis with abundant parasite growth but suppressed immune responses, including diffuse cutaneous leishmaniasis and acute visceral leishmaniasis. Positive reactions usually develop after cure. Thus, skin testing serves as an adjunct to clinical and parasitological diagnosis but the test must be interpreted correctly. A number of laboratories have reported diagnosis of infection with the different Leishmania species by PCR, but these tests are not standardized and therefore cannot be universally relied upon as diagnostic tests.

**TREATMENT**

Although small, inconspicuous cutaneous lesions can resolve without therapy, symptomatic visceral leishmaniasis is potentially fatal and requires treatment. Treatment is also recommended for lesions due to L. braziliensis because of their potential to develop into mucosal disease, and for large or cosmetically problematic cutaneous lesions. The mainstay of therapy for visceral leishmaniasis is pentavalent antimony (Sb5+), available as sodium stibogluconate and meglumine antimoniate through the CDC or in endemic countries. These compounds must be administered either intravenously or intramuscularly for 10–28 days for different forms of disease. Antimonials are associated with considerable gastrointestinal, liver, pancreatic, and cardiac toxicity, sometimes requiring cessation of therapy. Increasing reports of relapse or treatment failure may reflect drug-resistant parasite isolates. This is a particular problem in India where there can be up to 60% failure with antimony treatment.28 Alternative treatments include amphotericin B or pentamidine, both of which also elicit toxicity. Liposomal amphotericin B has been successful in treating visceral leishmaniasis and provides a less toxic alternative.28 It is effective in 80% of cases even when administered as a single dose, making this a feasible alternative in developing settings where follow-up dosing of drugs cannot be guaranteed.29 Finally, Miltefosine is the first proven oral drug active against visceral leishmaniasis, and it has recently been approved for treatment in India.28,30 Alternatives in the future may include paromomycin (a parenteral aminoglycoside) and oral sitamaquine, both of which are still under investigation.28 Recombinant interferon gamma has been used successfully as an adjunct to antimony therapy in cases of treatment failure, but this is not available other than for experimental purposes.

Many cases of cutaneous leishmaniasis will heal spontaneously without therapy. However, severe disease often prompts therapy to speed and/or ensure healing. In regions where L. braziliensis is common, treatment is indicated as an (unproven) measure to decrease the possibility of future dissemination to mucosal sites. Cutaneous leishmaniasis can be treated with antimony compounds, and these are recommended for L. braziliensis disease. As for visceral leishmaniasis, amphotericin B and pentamidine can be used as alternate drug choices. Other modes of therapy have been used for non-L. braziliensis cutaneous disease with varying success. Trials of topical paromomycin ointment, or topical imiquimod are promising. A trial of oral miltefosine for cutaneous leishmaniasis yielded 100% cure with the highest dose. Ketoconazole may be most useful for L. mexicana, and oral fluconazole may be used for L. major disease.29 Other options include local heat therapy, topical antimony, itraconazole, and allopurinol.
Mucosal leishmaniasis always needs to be treated, and antimony compounds are the recommended antibiotic choice. Mucosal leishmaniasis, diffuse cutaneous leishmaniasis, and leishmaniasis recidivans are diseases with few parasitologists and vigorous cellular immune response in affected tissues. These diseases are difficult to treat, often requiring repeated courses of the same or alternate therapies. Antimony, amphotericin B, and pentamidine have all been used in these situations. The combination of antimony plus either parenteral or topical granulocyte...
outbreaks. Contributing to these epidemics was the long-standing civil war in Sudan that led to migration of a large population of non-immune hosts into endemic regions.

Risk factors for AVL include population movement due to civil unrest and low socioeconomic status. In southern Sudan, movement of infected persons into previously unexposed populations during civil unrest led to an estimated 100,000 deaths in a population of less than a million, a more than 10% death rate. Fifty percent of the cases of visceral leishmaniasis worldwide occur in Bangladesh, India, and Nepal. Seventy-five percent of individuals in Bihar state, the state of peak AVL incidence in India, earn on the average less than US$1 per day. Women have a particularly high mortality rate since they have less access than men and children to medical care.35

All forms of leishmaniasis have increased over recent years.35 Reasons include changes in human environment including population movements and deforestation. Estimates are that the world loses 20 million hectares of forest annually. Thus the incidence of these diseases is expected to continue rising particularly in poor populations. The need for better control of spread, and better treatment of existing disease is critical.

**PREVENTION AND CONTROL**

Difficulties in gaining control over the different forms of leishmaniasis can be thought of in terms of the diseases that are transmitted via anthroponotic versus zoonotic versus peridomestic cycles. All face the fact that many affected persons reside in regions where access to medical care is limited. This is compounded by the fact that the long-standing first line drug regimens require lengthy parenteral administration and cause considerable toxicity, making therapy difficult to administer and monitor. In the case of anthroponotic disease such as occurs in India and possibly the Sudan, the presence of chronic cutaneous PKDL allows the disease to be maintained long-term and available for sand fly-mediated spread. Improved human disease detection and treatment would help diminish the disease. Wild rodent or canid reservoirs of zoonotic leishmaniasis are difficult or impossible to eradicate. Attempts to poison rodents in their burrows are obviously effective only in very limited regions.36

A major reservoir of South American ZVL is the domestic dog, which is available for surveillance and treatment. However, surveillance methods are far from complete, and even in the case of L. chagasi the dog may not be the only disease reservoir. Until living conditions can be improved to remove human habitat from sand fly breeding grounds and to make treatment and early disease recognition more available, the cycle is likely to be maintained.

Measures to control exposure to the insect vector in the form of effective insect repellents (DEET or permethrin) and the use of fine mesh netting during sleep, which can exclude the small sand fly vector, are recommended for individual travelers to endemic regions. Attempts at vector eradication to control disease in endemic countries have been effective but short lived. As an illustration, the incidence of leishmaniasis decreased after World War II when there was widespread use of DDT to prevent malaria, but leishmaniasis resurfaced after the discontinuation of DDT spraying. Recent measures to control leishmaniasis include active insecticide spraying of houses and the use of bed nets with or without impregnated insecticide. Success of these measures occurs in environments where sand fly bites are primarily acquired in the home. For example, leishmaniasis is peridomestic in Nepal and the use of bed nets reduced the incidence of visceral leishmaniasis by 70%. Spraying houses with insecticide has reduced the incidence of cutaneous leishmaniasis in Peru and Kabul by 54–60%, respectively. It is not clear whether universal spraying or targeted spraying where disease is documented would be more effective. The relative value of permethrin impregnated bed nets compared to household spraying needs to be carefully assessed.37 Furthermore, the expense of insecticides, the potential transience of effect, and risk of selecting for drug-resistant insects must be weighed against the benefit to the endemic country as a long-term solution to the control of leishmaniasis.

Measures to control the dog reservoir for visceral leishmaniasis in South America have included the use if insecticide impregnated dog collars, treating dogs directly with insecticides, and euthanizing infected dogs. The efficacy of these measures has been debated. Due to a long asymptomatic but infectious period during dog leishmaniasis, and because of the relative resistance of dogs to treatment, improved early diagnostic measures and better means of therapy are needed.

Due to the above-mentioned difficulties in interrupting the life cycle of *Leishmania* spp. infections by vector control or by reservoir eradication, a protective vaccine would be an ideal means of controlling the disease in endemic countries. In theory it should be possible to develop a vaccine, since cure of human leishmaniasis results in long-term immunity against reinfection with the same organism. Illustrating this, a solution to the high incidence of cutaneous leishmaniasis in the Middle East has been to expose a cosmically acceptable area of the body to sand flies or live *L. major* promastigotes. Resolution of this purposefully induced disease results in protection against more disfiguring cutaneous leishmaniasis in the future. Despite this naturally occurring protective immunity, however, there is not yet an established protective vaccine. Efforts have included trials of killed promastigote vaccines with or without BCG as adjuvant, and recombinant vaccines including a recombinant trivalent vaccine under evaluation for South American leishmaniasis.38 Nonetheless, all potential vaccines are still in various stages of development and a proven accepted protective vaccine is not yet on the horizon. Major hurdles to overcome to achieve control of leishmaniasis include the development of a safe, effective and long-lasting protective vaccine, effective affordable and easily administered therapy, and eradication of zoonotic disease reservoirs in endemic regions.

**Lymphatic Filariasis**

Amy D. Klion

Lymphatic filariasis is a chronic, often debilitating, infection caused by the filarial parasites *Wuchereria bancrofti*, *Brugia malayi*, and *Brugia timori*. More than 120 million people in 83 endemic countries of the tropics and subtropics are afflicted and as many as 1.2 billion residents of endemic areas are at risk for infection.1 In 1993, the International Task Force for Disease Eradication targeted lymphatic filariasis as one of six “eradicable” or “potentially eradicable” infectious diseases.2 Although the prevalence of lymphatic filariasis has continued to increase in some regions of the world, mostly as a result of unplanned urbanization and sociopolitical disturbances, almost half of all endemic countries had initiated national control programs by the end of 2004 leading to a dramatic reduction in the prevalence of microfilaraemia in the participating countries.3

**BIOLOGY AND LIFE CYCLES**

Human infection occurs when infective larvae penetrate the skin during the bite of a mosquito vector and migrate to the nearest lymphatic vessel. Over the course of several months, they develop into thread-like adult worms (the males are approximately 40 by 0.1 mm and the females 100 by 0.25 mm in size). The average life span of the adult worms has been estimated at five years.4 Fertilized female worms...
produce sheathed microfilariae, which are released into the bloodstream. In most areas of the world, these microfilariae are detectable in the peripheral blood only at night (nocturnal periodicity); however, a subperiodic form, in which microfilarial counts are maximal during the day, is found in some regions of the Pacific islands, eastern Malaysia, and Vietnam. Circulating microfilariae, ingested by the appropriate mosquito vector during a blood meal, develop over the course of several weeks into infective larvae, completing the parasite life cycle.

Most of the filarial parasites that infect humans, including Wolbachia, intracellular endosymbiont bacteria that are required for filarial development, viability, and fertility.

Infection, particularly in Africa.

Global prevalence mapping using a variety of techniques, including community surveys, global information systems (GIS) and statistical models, has been undertaken as part of the worldwide eradication effort. These studies have confirmed prior epidemiologic data and have identified a number of previously unrecognized foci of infection, particularly in Africa.

The geographic distribution of lymphatic filariasis is determined primarily by the ability of the parasite to adapt to different mosquito vectors. Consequently, W. bancrofti, which can be transmitted by a large number of Anopheles, Culex, and Aedes species, is the most widespread of the agents of lymphatic filariasis, occurring in parts of Africa, Asia, South and Central America, the Caribbean, and the Pacific. Transmitted predominantly by Mosquito species, B. malayi infection is restricted to areas of south and east Asia. B. timori infection has been reported from only two islands in Indonesia (Timor and Flores), where it is transmitted by Anopheles barbirostris. Lymphatic filariasis occurs in both urban and rural settings, as mosquitoes breed in unsanitary water sources, such as abandoned wells and septic tanks, pit latrines, and water storage tanks, found commonly in urban environments, as well as in rural swamps and rice paddies.

Although experimental infection of nonhuman primates is possible, animals other than humans do not appear to be natural reservoirs of W. bancrofti or B. timori. In contrast, B. malayi is a zoonosis in some parts of Malaysia, where leaf-eating monkeys, wild cats, civets, and pangolins are reservoirs of infection.

The spectrum of clinical manifestations of lymphatic filariasis is broad and includes asymptomatic microfilaremia, recurrent episodes of acute adenolymphangitis (ADL), chronic lymphedema/elephantiasis, and tropical pulmonary eosinophilia. Whereas the host immune responses to filarial and Wolbachia antigens are clearly involved in determining the clinical manifestations of infection, the determinants of these responses are complex and likely include genetic factors, as well as the timing and degree of exposure. Recurrent bacterial infections have also been implicated as an important factor in recurrent episodes of ADL and progression toward chronic lymphedema and elephantiasis.

Numerous large population studies have shown that most, but not all, natives of endemic areas who acquire lymphatic filariasis are asymptomatic with circulating microfilariae detectable in the peripheral blood (microfilaremia). However, despite the lack of obvious clinical signs or symptoms, pathologic changes—including alterations in lymphatic flow, as detected by lymphoscintigraphy, symptomatic dilatation, and renal abnormalities (hematuria and proteinuria)—have been demonstrated in these individuals. In contrast to the above-described asymptomatic microfilaremic patients, the majority of visitors to endemic areas who become infected present with signs and symptoms of acute infection.

After years of infection, chronic lymphatic obstruction develops in some patients. Recurrent episodes of inflammation and infection lead to irreversible enlargement of the affected area with a thickened, warty appearance of the overlying skin (elephantiasis). In contrast to W. bancrofti infection, in which the entire limb is generally involved, the chronic lymphedema of brugian filariasis is characteristically limited to the distal portion of the involved extremity. Although elephantiasis itself is generally painless and well tolerated, ulceration and secondary infection are common and contribute greatly to the morbidity and mortality of lymphatic filarial infection. In the genital region, lymphatic obstruction may lead to rupture of the dilated lymph vessels into the urinary tract and intermittent chyluria.

A minority of patients with lymphatic filariasis present with the hyperreactive syndrome of tropical pulmonary eosinophilia (TPE). The clinical manifestations of TPE are predominantly pulmonary, consisting of nocturnal wheezing, cough, and dyspnea, although constitutional symptoms may be present. Laboratory studies are notable for marked eosinophilia (both in the peripheral blood and the lower respiratory tract) and elevated serum IgE and antifilarial antibody levels. Chest radiographs typically show diffuse reticulonodular infiltrates, and pulmonary function tests are consistent with a predominantly restrictive pattern. Although most patients with TPE respond rapidly to a 3-week course of diethylcarbamazine (DEC), chronic respiratory tract inflammation and mild interstitial lung disease are not uncommon. Untreated, TPE may progress to irreversible interstitial fibrosis.

As is true of helminth infections in general, filarial infection is associated with a skewing of the immune response towards a Th2 phenotype. This has led to considerable interest in the effects of concomitant infections with pathogens, such as HIV and malaria, which require an effective Th1 type response. Despite experimental data suggesting increased susceptibility of filarial-infected cells to HIV infection, there have been no clinical reports of increased susceptibility to HIV infection or enhanced progression of HIV disease. In contrast, the response to tetanus vaccine does appear to be impaired in patients with lymphatic filariasis.

The spectrum of clinical manifestations of lymphatic filariasis is characterized by recurrent episodes of fever, lymphadenitis, and/or retrograde lymphangitis, sometimes referred to as “filarial fevers.” The lower extremities are affected more frequently than the upper extremities and breast, and in W. bancrofti infection, the scrotum or female external genitalia may also be involved. Episodes generally last from three to seven days unless they are complicated by abscess formation along the affected lymphatic, in which case healing may take several months. Additional early manifestations of W. bancrofti infection include orchitis and inflammation of the spermatic cord, which can lead to permanent thickening of the spermatic cord and/or hydrocele. Genital manifestations are rare in brugian filariasis.

After years of infection, chronic lymphatic obstruction develops in some patients. Recurrent episodes of inflammation and infection lead to irreversible enlargement of the affected area with a thickened, warty appearance of the overlying skin (elephantiasis). In contrast to W. bancrofti infection, in which the entire limb is generally involved, the chronic lymphedema of brugian filariasis is characteristically limited to the distal portion of the involved extremity. Although elephantiasis itself is generally painless and well tolerated, ulceration and secondary infection are common and contribute greatly to the morbidity and mortality of lymphatic filarial infection. In the genital region, lymphatic obstruction may lead to rupture of the dilated lymph vessels into the urinary tract and intermittent chyluria.

A minority of patients with lymphatic filariasis present with the hyperreactive syndrome of tropical pulmonary eosinophilia (TPE). The clinical manifestations of TPE are predominantly pulmonary, consisting of nocturnal wheezing, cough, and dyspnea, although constitutional symptoms may be present. Laboratory studies are notable for marked eosinophilia (both in the peripheral blood and the lower respiratory tract) and elevated serum IgE and antifilarial antibody levels. Chest radiographs typically show diffuse reticulonodular infiltrates, and pulmonary function tests are consistent with a predominantly restrictive pattern. Although most patients with TPE respond rapidly to a 3-week course of diethylcarbamazine (DEC), chronic respiratory tract inflammation and mild interstitial lung disease are not uncommon. Untreated, TPE may progress to irreversible interstitial fibrosis.

As is true of helminth infections in general, filarial infection is associated with a skewing of the immune response towards a Th2 phenotype. This has led to considerable interest in the effects of concomitant infections with pathogens, such as HIV and malaria, which require an effective Th1 type response. Despite experimental data suggesting increased susceptibility of filarial-infected cells to HIV infection, there have been no clinical reports of increased susceptibility to HIV infection or enhanced progression of HIV disease. In contrast, the response to tetanus vaccine does appear to be impaired in patients with lymphatic filariasis.

Until recently, definitive parasitologic diagnosis could only be made by demonstration of the characteristic sheathed microfilariae in a Giemsa-stained specimen of peripheral blood or, rarely, by excision of an adult worm. Because the microfilariae in lymphatic filariasis exhibit periodicity in many areas of the world, the timing of blood samples for parasite detection is critical and often inconvenient. Consequently, circulating filaria antigen assays for W. bancrofti, which are more sensitive and as specific as detection of microfilariae for diagnosis of active filarial infection and are unaffected by periodicity, have replaced the more conventional parasitologic methods in most situations.

Antigen detection assays are not available for B. malayi or B. timori infection; however, an IgG antibody dipstick assay based on a recombinant antigen has recently been developed and appears to be sensitive and specific for the detection of active Brugia infection. DNA-based polymerase chain reaction (PCR) assays for W. bancrofti and B. malayi are comparable in sensitivity and specificity to the circulating antigen assay and antibody dipstick for detection of microfilariaemia and offer the advantage of tissue diagnosis from biopsy specimens. Where widespread use of such assays for diagnosis of human infection is not practical because of the high
cost, specialized equipment, and technical expertise required, these assays have been extremely useful in the monitoring of infection rates in mosquitoes (see Control and Prevention).24 Polyclonal antifilarial antibody measurement is useful in documenting infection in patients with TPE and in visitors to endemic areas who have symptoms consistent with infection but no detectable microfilariae. However, such assays do not distinguish between the various filarial infections of humans, several of which have overlapping geographic distributions.27,28 Furthermore, they are often positive in uninfected residents of endemic areas, precluding their widespread use in this population.

Ultrasonography is not only useful for the identification of subclinical hydrocele, but can be used to confirm the diagnosis of lymphatic filariasis by documenting the presence of living adult worms (‘filarial dance sign’) in the scrotal lymphatics of male patients29 and in the axillary, breast, uterine, femoral and groin lymphatics of female patients.30

**TREATMENT**

The anthelminthics, diethylcarbamazine (DEC), ivermectin, and albendazole, have been the mainstays of treatment for lymphatic filariasis for many years. More recently, doxycycline has been shown to have antifilarial activity due to its effect on the bacterial endosymbiont, Wolbachia.29,30 DEC is a piperazine derivative with excellent microfilaricidal activity at low doses. The mechanism of action of DEC is unknown but appears to depend on the host immune response. Although adult worms are affected by DEC treatment at higher doses, killing is inefficient and cure is uncommon. Ivermectin shows similar activity to DEC against microfilariae of lymphatic-dwelling filariae but has no effect on adult worms.31 It is thought to act by blocking the neurotransmitter α2-4 receptor on the microfilariae, leading to the release of bacterial endosymbionts (Wolbachia).29,30

Side effects of DEC and ivermectin treatment are generally mild, but include a number of systemic, inflammatory signs and symptoms, such as fever, headache, malaise, arthralgias, and localized swellings along the lymphatics. These are thought to be related to the release of filarial and bacterial antigens as a result of microfilarial death and increase in severity with increasing microfilarial load. Severe reactions may occur in patients with concomitant loiasis (DEC or ivermectin) or onchocerciasis (DEC only).35-37 However, and individuals from areas where these infections are endemic should be screened before treatment.

Albendazole is a poorly absorbed benzimidazole with activity against a wide variety of helminths, including filariae. Unlike DEC and ivermectin, albendazole has little direct activity on microfilariae, but appears to act predominantly on the adult parasite leading to decreased microfilarial production. Side effects of therapy are few when used at low doses, and because of the lack of rapid microfilaricidal activity, albendazole can be given safely to patients with Loa loa infection and/or onchocerciasis.

Doxycycline has both embryotoxic and adulticidal activity when given at doses of 200 mg daily for 6–8 weeks.29 Although impractical for mass treatment, side effects of therapy are minimal and suppression of microfilaraemia is sustained for up to 14 months. Shorter course doxycycline (three weeks) combined with single dose ivermectin/albendazole appears equally effective at reducing microfilarial loads, but has no detectable adulticidal activity.30

Although there is no direct evidence for the development of drug resistance in lymphatic filariasis, diminished efficacy of DEC treatment in some patients with circulating microfilariae despite adequate drug levels suggests that resistance may occur in some situations.38 Selection for benzimidazole mutations in response to albendazole therapy has also been reported, although the clinical significance of these findings remains uncertain.39

In view of the recent data demonstrating pathologic changes even in asymptomatic patients, all infected individuals should be treated with the goal of preventing morbidity and decreasing disease transmission. The current recommended therapy for lymphatic filariasis is high-dose treatment with DEC (6 mg/kg/day for 12 days [W. bancrofti]) or six days [Brugia]).40 Potential alternative regimens include single dose intermittent therapy with DEC, ivermectin and/or albendazole, or 6–8 weeks of doxycycline therapy, although large comparative studies are lacking.

For symptomatic patients with lymphedema, intensive local hygiene and prompt treatment of bacterial or fungal superinfection should be instituted as this has been shown in numerous studies to reduce lymphedema and decrease the frequency of episodes of adenolymphangiitis.41 Hydrocelectomy should be considered for all symptomatic patients as it has been shown to improve work capacity, sexual function, and integration into community activities.42 Once elephantiasis is present, treatment modalities are few. Surgical bypass of affected lymphatic vessels has been performed in some patients, but the technical difficulty and high cost of this procedure has limited its usefulness.43

**CONTROL AND PREVENTION**

The major goals of current filariasis control programs are the interruption of transmission of infection (infection control) and reduction of suffering (morbidity control). Since vector control measures alone have been generally unsuccessful in decreasing the prevalence of infection, an integrated approach of (a) microfilaraemia reduction through chemotheraphy, (b) vector control, and (c) reduction of host-vector contact has been advocated. The optimal control strategies for a given endemic area will depend on the particular parasite and vector species involved as well as on the ecological, cultural, and political factors specific to the region.

Although there is no curative chemotherapy for lymphatic filariasis, both DEC and ivermectin have been demonstrated to suppress microfilaraemia (90–95%) reduction in infected patients for up to one year after therapy is stopped. DEC-medicated salt and combination therapy using DEC with albendazole or ivermectin are more effective, but cannot be used in areas where onchocerciasis is endemic. Although the addition of albendazole to ivermectin does not appear to substantially increase microfilaricidal efficacy as compared to ivermectin alone, this regimen continues to be used in areas where onchocerciasis limits the use of DEC, in part because of the broad spectrum anthelminthic benefits afforded by albendazole.41 Mass treatment in areas where Loa loa is endemic continues to be a problem and is an area of active research.44 Thus, the choice of an optimal regimen depends on the co-endemicity of other filarial parasites, drug availability, cost, and community acceptance.

In general, mass distribution programs are preferred over selective treatment of infected individuals for several reasons, including the cost of screening and the inability of current diagnostic methods to reliably identify prepatent infection (i.e., early infection prior to the release of microfilariae). The length of time that control strategies need to be continued to completely eradicate lymphatic filariasis from an endemic area is unknown. Initial estimates of 4–6 years appear to be overly optimistic in most regions for a number of reasons, including variable compliance with mass drug administration and inability to scale up programs due to insufficient resources.42

Vector control in lymphatic filariasis (as in malaria) has been problematic, primarily because of the widespread distribution of potential mosquito vectors and their ability to adapt to varied ecological conditions.43 Multiple strategies have been employed with varying success. Toxin-producing bacteria such as Bacillus sphaericus and Bacillus thuringiensis,45 entomopathogenic fungi46 and polystyrene beads (which expand to cover the surface of breeding areas in closed water systems and suffocate developing larvae)46 have been used to control larvae of Culex, Mansonia, and Anopheles species. The elimination of breeding sites through the construction of improved water and sanitary facilities would be more desirable but is economically unfeasible in most endemic regions. Reduction of host-vector contact can be achieved with the use of insect repellents and protective clothing or, in areas where vector feeding is predominantly indoors, with indoor spraying with pyrethroids and other household measures (including screens, bed nets, and mosquito coils). In most instances, a combination of measures has been most effective.
The ability to prevent lymphatic filariasis through immunization would greatly enhance current control strategies by limiting the population at risk for infection. Although the presence of small numbers of lymphatic filaria endemic regions who have neither clinical nor laboratory evidence of infection suggests that protective immunity to filariasis may occur naturally, vaccine development has been hampered by the complexity of the human immune response to filarial infection and the lack of clinically relevant nonprimate models of infection. Consequently, a safe and effective vaccine is unlikely to be available in the near future.

An essential part of any successful control program is community participation. For this to occur, there must be a basic understanding of the methods of transmission, prevention, and control of infection. Several studies have demonstrated, however, that the majority of the people living in highly endemic areas are lacking in this basic knowledge. That an understanding of the mechanism of disease transmission is associated with a decreased risk of infection is suggested by the finding that 20% of the uninfected residents of an endemic area in India, but only 9% of infected residents, were aware that mosquitoes transmit filarial infection. Although this association has not been formally proven by prospective longitudinal studies, community-wide education programs targeted at filariasis prevention and control are likely to include information of broad general health benefit (i.e., mosquito prevention and personal hygiene measures) and should be included in all integrated filariasis control programs.

Using combined chemotherapy and vector control programs, lymphatic filariasis has been eliminated from Japan, Taiwan, South Korea, and the Solomon Islands, and transmission has been dramatically reduced in a number of endemic countries, including China and Papua New Guinea. However, relaxation of control programs has led to the resurgence of the disease in other regions, including the Nile Delta and French Polynesia. Furthermore, new areas of endemcity will likely continue to arise as global warming, urbanization, and other natural and human-made environmental changes create vector habitats in previously unsuitable locations. Consequently, long-term surveillance must be an integral part of filariasis control. The development of sensitive and specific assays that are suitable for large-scale epidemiologic studies of endemic populations and detection of infected vectors (i.e., circulating antigen and DNA-based PCR assays) have facilitated such monitoring, both in areas of ongoing control and in areas at risk of becoming endemic for lymphatic filariasis.

Even if control measures are successful in eliminating transmission of lymphatic filariasis, the prevention of infection-related morbidity will remain a problem in the foreseeable future. Clearly, every effort should be made to promote local hygiene and early treatment of cellullitis in symptomatic patients, since these have been associated with a decrease in the number of episodes of adenolymphangitis. The approach to asymptomatic infected individuals is less straightforward, in view of the lack of long-term studies comparing disease progression in treated and untreated patients with microfilaremia. However, the demonstration of DEC-induced reversal of early lymphatic dysfunction by lymphoscintigraphy suggests that some of the early pathology seen in asymptomatic patients with lymphatic filariasis may be reversible with antifilarial treatment. Since the potential benefits of therapy (i.e., prevention of elephantiasis) are substantial and the risks minimal, it seems prudent to treat all individuals with documented filarial infection regardless of symptoms.
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Diseases Transmitted Primarily from Animals to Humans (Zoonoses)

Viral Zoonoses—Rabies
Charles E. Rupprecht

INTRODUCTION

Rabies is an acute progressive viral infection of the central nervous system.\(^1\)\(^2\) The disease has affected humans and other animals for millennia. Although warm-blooded vertebrates are susceptible to experimental infection, only mammals are important hosts in nature. Rabies persists among the Carnivora and Chiroptera. The domestic dog is a primary reservoir on a global basis. Regionally, many wildlife species may serve as maintenance hosts. Transmission occurs by animal bite. Humans are affected by incidental infection from animals. The etiological agents are rod-shaped RNA viruses that belong to the genus *Lyssavirus*, in the *Rhabdoviridae*, a diverse family that includes a number of other agents affecting vertebrates, invertebrates, and plants.

Distribution

Rabies exists on every continent, except Antarctica. Many island locations, such as in the Caribbean or Pacific Oceania, are fortunate and either never experienced rabies, or eliminated the disease by the application of control and quarantine measures. Other locations, such as parts of western Europe or the Americas, have controlled the disease in carnivores, but may experience enzootic disease among bats.

The occurrence of human rabies in Europe, Canada, and the United States has been reduced historically from scores of deaths annually to only a few cases per year. Human fatalities are much higher in the developing world.\(^3\)\(^4\) Typically, more than 50,000 persons, and millions of animals, die of rabies worldwide each year, and several million people receive rabies prophylaxis after exposure.\(^4\)\(^5\) Compared to developed countries, the diagnosis and reporting of human and animal rabies in many under developed areas of Asia, Africa, and Latin America is less than ideal. Data on the prevalence of the disease in many of these areas are often unreliable. The burden of rabies remains significant in many localities, where it causes otherwise preventable deaths, substantial anxiety, serious adverse effects from outdated vaccines, and incalculable costs to many individuals and their families.\(^4\) For example, the number of persons vaccinated for potential rabies exposure each year in the United States is estimated between 20,000 and 40,000 cases per year, whereas prophylaxis approaches a figure of a million exposures in India alone.\(^3\)

Epidemiology

The distribution of animal rabies is global in nature. Several different lyssaviruses serve as major etiological agents throughout the world. Each of these viral species is irregular in distribution and presumed reservoir attributes (Table 16-1). Owing to this diversity, with basic similarity to other RNA viruses, lyssaviruses lack proofreading enzymes. Consequently, during RNA replication, viral copy errors are made. Many of these replication errors are lethal, and do not result in competent progeny viruses. Molecular drift and eventual stability may occur when different variants arise and can overcome adaptive bottlenecks in certain animal populations. Such variants can be differentiated from each other by genetic, antigenic, and serological methods. Although a productive infection is essentially fatal for the affected individual, transmission occurs before host death, and viruses may persist in populations over time when their basic reproductive infectious value is below the biotic potential and threshold densities of the animal populations in question. A postulated "carrier state," whereby a rabid animal sheds virus intermittently for prolonged periods without succumbing to disease, is unnecessary for disease perpetuation. Rabies would not be maintained over time if the availability of susceptible hosts drops below a critical value.

Rabies virus is the most important lyssavirus representative from a public health and veterinary perspective. The other lyssaviruses may appear as biological curiosities, but their epidemiology is poorly understood. New pathogen emergence, natural range extensions of infected animals, and unintentional international translocations may change viral distribution and prominence rapidly. Such alterations may result in sudden serious consequences, because vaccine cross-reactivity is less than ideal across the genus.

All mammals may be susceptible, but the occurrence of disease is skewed to certain major groups. For example, rabies manifests in two
major epidemiological forms: (a) “urban” rabies in domestic dogs and (b) “wildlife” rabies, principally in wild Canidae (foxes, raccoon dogs, etc.), Herpestidae (mongoose, meerkat, etc.), Mephitidae (skunks), Procyonidae (raccoons), and the Chiroptera (bats). Urban rabies is the more noticeable pattern in many parts of the developing world and usually constitutes the major source of human infection. The extent of wildlife rabies is undetermined in many countries, due to surveillance bias.

Within each region, different viral variants are compartmentalized within particular bat or carnivore hosts. Viruses can be perpetuated in a somewhat closed cycle within the same species (e.g., dog to dog), or spillover infection may occur to a different species (e.g., dog to cat). Whereas spillover infections may result in a dead end, such as a human bitten by a rabid dog, other compartmentalized infections may persist in host mammalian populations for decades, or longer, such as canine rabies in parts of Southeast Asia. Other non-reservoirs can be involved temporarily in rabies maintenance, such as coyotes. Such established occurrences are not uniform, but are spatio-temporally disparate. For example, in the early to mid-twentieth century, fox rabies was a serious problem in Europe, and resulted in widespread epizootics with foci still abundant in the eastern portion of the continent. In North America, where canine rabies was a primary threat before World War II, an apparent shift to wildlife was observed thereafter, primarily in red (Vulpes vulpes), gray (Urocyon cinereoargenteus), and Arctic foxes (Alopex lagopus), the latter a circumpolar reservoir. In Africa and Asia, jackals may be a prominent source of virus for other species. Historically, wolves have served as dangerous vectors in the Middle East and portions of western Asia. Several genera of mongoose (Herpestes, Cyntilis, etc.) are important in rabies transmission in South Africa, parts of Asia, such as India, and in several Caribbean islands (Puerto Rico, Cuba, Dominican Republic, and Grenada), where these animals were imported in the nineteenth century. In Central and South America, the common blood-drinking vampire bat (Desmodus rotundus) is a principal reservoir and vector of rabies for both humans and domesticated animals, and is estimated to cause annual losses in livestock exceeding several million dollars.

In the United States, a complex epidemiological pattern of disease exists, with widespread terrestrial carnivore rabies (skunk, fox, raccoon) overlaid by the disease in insectivorous bats. An epidemiological change in the distribution of rabies cases, from domestic to wild animals, has been reported in the United States during the last 50 years (Table 16-2). The prominence of rabies among dogs, and the obvious lack of equivalent surveillance in certain animals, such as wildlife, may have distorted the pattern. In past decades, skunk (Mephitis mephitis) rabies comprised over half of all wildlife rabies reports. Since the late 1970s, a marked increase occurred in raccoon (Procyon lotor) rabies cases in the eastern portion of the United States. The reported decrease in dog cases is a true diminution of the disease related to widespread canine immunization and the application of rabies control measures. Rabies in cats occurs sporadically, and is peripheral to infection in dogs and wildlife, as is the situation for livestock. Besides carnivores, the overall number of reports of rabid bats has increased after the disease was first described from Florida in 1953. However, the proportion of rabid bats has not changed significantly in relation to the total number of submitted specimens over the years. Thus, the apparent increase in bat rabies appears due to increased testing. On rare occasions, a rodent, such as a woodchuck, is diagnosed with rabies, although rodents are not reservoirs and no rodent species has been implicated as a source of the virus for humans and other mammals.

The decrease of rabies in dogs has been associated with a marked decrease of the disease in humans, and a difference in the species causing human disease. For example, before the 1950s, most cases of human rabies in the United States were related to dog bites. With the recognition of the role of wildlife, and the control of rabies in dogs, human cases have been identified related to skunk, fox, raccoon, bat, and other wildlife exposures. Most human cases are now due to viruses associated with bats, many without a firm history of bite documentation, either because the patient did not appreciate the risk from bats, or did not realize the exposure.

**Transmission**

Rabies embodies the quintessential elements of neurotropism. Lyssaviruses may be perpetuated in certain animal populations over time, but they do not persist in an individual animal. From the standpoint of basic pathogenesis, lyssaviruses face three primary challenges: animal entry, progeny formation, and host exit. An animal bite is the main transmission mechanism. After inoculation into a wound, the virus may replicate locally in muscle tissue, or travel directly in a retrograde fashion via the axoplasm of peripheral nerves, from the local site to the central nervous system. In the brain, the virus replicates in the neuronal cytoplasm. Thereafter, virus passage occurs centrifugally before death to a number of innervated sites, including the major portals of exit, the salivary glands. Typically, viral shedding in saliva is concomitant with illness, but virus may be present in saliva for several days or more, before the onset of obvious clinical signs.

### TABLE 16-1. LYSSAVIRUSES

<table>
<thead>
<tr>
<th>Virus</th>
<th>Distribution</th>
<th>Reservoirs</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rabies</td>
<td>Worldwide</td>
<td>Chiroptera, Carnivora</td>
<td>Estimated &gt;50,000 human deaths per year</td>
</tr>
<tr>
<td>Lagos bat</td>
<td>Africa</td>
<td>Bats</td>
<td>Spillover infections to domestic animals, but no human cases yet reported</td>
</tr>
<tr>
<td>Moïka</td>
<td>Africa</td>
<td>Unknown (shrews?)</td>
<td>At least 2 human cases and spillover infections to domestic animals</td>
</tr>
<tr>
<td>Duvenhage</td>
<td>Africa</td>
<td>Bats</td>
<td>Human and domestic animal cases</td>
</tr>
<tr>
<td>EBV</td>
<td>Eurasia</td>
<td>Bats</td>
<td>Several human, domestic animal, and wildlife cases</td>
</tr>
<tr>
<td>ABV</td>
<td>Australia</td>
<td>Bats</td>
<td>Two human deaths</td>
</tr>
<tr>
<td>Caucasian</td>
<td></td>
<td></td>
<td>Recently discovered</td>
</tr>
</tbody>
</table>

*Except Antarctica and Australia.

*European bat lyssaviruses, Type I and II.

*Australian bat lyssaviruses.

### TABLE 16-2. NUMBER OF RABIES CASES IN THE USA

<table>
<thead>
<tr>
<th>Year</th>
<th>Dog</th>
<th>Cat</th>
<th>Cattle</th>
<th>Fox</th>
<th>Skunk</th>
<th>Racoon</th>
<th>Bat</th>
<th>Human</th>
</tr>
</thead>
<tbody>
<tr>
<td>1943</td>
<td>8515</td>
<td>316</td>
<td>349</td>
<td>107</td>
<td>15</td>
<td>0</td>
<td>0</td>
<td>41</td>
</tr>
<tr>
<td>1953</td>
<td>5699</td>
<td>539</td>
<td>1021</td>
<td>1033</td>
<td>319</td>
<td>40</td>
<td>8</td>
<td>14</td>
</tr>
<tr>
<td>1963</td>
<td>573</td>
<td>217</td>
<td>459</td>
<td>622</td>
<td>1462</td>
<td>162</td>
<td>303</td>
<td>1</td>
</tr>
<tr>
<td>1973</td>
<td>180</td>
<td>139</td>
<td>381</td>
<td>477</td>
<td>1851</td>
<td>114</td>
<td>432</td>
<td>1</td>
</tr>
<tr>
<td>1983</td>
<td>132</td>
<td>168</td>
<td>204</td>
<td>111</td>
<td>2285</td>
<td>1906</td>
<td>910</td>
<td>2</td>
</tr>
<tr>
<td>1993</td>
<td>130</td>
<td>291</td>
<td>130</td>
<td>361</td>
<td>1640</td>
<td>5912</td>
<td>759</td>
<td>3</td>
</tr>
<tr>
<td>2003</td>
<td>117</td>
<td>321</td>
<td>98</td>
<td>456</td>
<td>2112</td>
<td>2635</td>
<td>1212</td>
<td>3</td>
</tr>
</tbody>
</table>
Experimental and epidemiological data have defined the period of salivary viral excretion in several domestic animals, in relation to illness, simplifying public health management. If a healthy domestic dog, cat, or ferret bites a person, the animal should be observed under veterinary supervision for at least 10 days. If clinical signs of rabies develop, the animal should be euthanized and its brain examined for diagnostic evidence of viral infection. If the animal remains normal, the bitten person is not considered to have been exposed to the virus. Ordinarily, clinically rabid domestic animals, such as dogs, cats, and ferrets, succumb within 3–7 days of illness. However, wild rabid animals may excrete virus for a greater period before death, and may live longer after the appearance of clinical signs. Wildlife that bite humans should be euthanized immediately and the brain sent for diagnostic testing as quickly as possible.

Besides typical transmission related to animal bites, human cases have been reported due to other transdermal or mucosal non-bite exposures, such as improperly inactivated vaccine, viral aerosols, and tissue or organ transplantation. Aerosol transmission was implicated in two research workers exposed during experimental laboratory procedures, and suspected in two individuals who worked in many caves that contained millions of bats. Other means of infection, such as contamination by the oral route, have been demonstrated experimentally in animals. The actual role and importance of non-bite transmission, especially as a mechanism for maintaining virus in nature, is speculative.

**Clinical Disease**

**Animals**

Rabies has a prolonged and highly variable incubation period, the time after exposure until disease manifestation, and is remarkable in the variety of signs it may cause. An animal may develop rabies within two weeks or less, or it may show no illness for six months or longer. The incubation period in dogs and cats usually ranges from 20 to 60 days.

The only characteristic clinical attribute associated with rabies is the rather uncharacteristic nature of its presentation. In general, an animal manifests signs in either or both of two major forms: (a) “furious” rabies and (b) “dumb” or paralytic rabies. The form the disease assumes may depend in part on the dose of the virus, the viral variant, host factors, and the sequence of events involved as the virus invades the central nervous system. Furious rabies occurs frequently, and is more likely to lead to infection of other animals or humans. During early stages, the animal may appear more aggressive or affecorative than usual but is easily irritated and may bite with minimum provocation. Additionally, the animal may exhibit restlessness, with a tendency to snap at anything that comes its way. Dogs may attack automobiles, or exhibit pica. Rabid cats may hide or viciously attack anyone who approaches. Vocalizations become altered as paralysis sets in. In “dumb” rabies, the animal is not obviously irritable and may hide and become somnolent. In livestock, ataxia may be more notable. Other animals may appear to be choking. Human exposure may result from attempting to look in the animal’s mouth for evidence of a foreign object, or to administer medication. Cranial nerve deficits may be observed, rapidly followed by general paresis and paralysis, and death can occur 1–3 days after onset. Signs of disease in wildlife may be less reliable than in domestic species. By attempting to help, many human bites occur after handling of sick or paralyzed wild animals.

Signs of rabies may resemble those of other acute, progressive infectious diseases or toxic syndromes that affect the central nervous system. A clinical diagnosis may be supportive, but is inadequate alone. Laboratory tests are needed for a definitive diagnosis. Animal exposure to rabies may not necessarily lead to a productive infection or a fatal outcome. For example, bats, mongoose, skunks, foxes, raccoons, and other animals have been found with serological evidence of rabies virus exposure. In addition, clinical rabies has been observed on occasion in laboratory animals, followed by apparent recovery.

**Humans**

The phases of rabies can be divided broadly into the incubation period, the prodromal period, the acute neurological phase, coma, death, and very rarely in extreme cases, recovery. As in other animals, the incubation period in humans is quite variable and is determined in part by the location of the bite, its severity, and the distance the virus must travel to the brain. Usually, the incubation period is quite short after facial bites and may be longer after bites on the extremities. A typical incubation period is approximately 4–6 weeks, but extremes of 10 days to more than 1 year have been recorded.

The disease usually runs its course within one week and is nearly always fatal. The terms “hydrophobia” and “aerophobia” derived from observations that patients may experience difficulty in swallowing, with spasms of the muscles of deglutition from a reflex contraction after contact with liquids or air currents, and hence an aversion to them. Periods of excitability (sometimes reaching the point of mania) may alternate with calm. Paralytic manifestations occur usually late in the disease. Prolonged survival has been reported after intensive care.

Historically, five cases of survival from clinical rabies have been reported, when vaccination was used before the onset of clinical signs. Recently, a remarkable case of recovery was noted in a Wisconsin teenager, after an untreated bat bite, with no use of rabies biologicals. Proof of concept for experimental treatment will be required before any suggestion of a “cure” is accepted. Prevention of exposure and disease development is the most prudent and proper course of action.

### Diagnosis

The suspicion of rabies is based on the consideration of many factors, including a history of animal exposure, suggestive clinical signs, and a compatible disease course. The historical demonstration of intracytoplasmic inclusions suggestive of Negri bodies within CNS neurons via histopathology is a method used less frequently throughout the world, because inclusions are not always present, and may be atypical or confused with other conditions. Modern confirmation is based upon laboratory detection of virus, antigen, antibodies, or nucleic acid. When available, fresh or frozen unfixed brain tissue or biopsy is the specimen of choice. In the terminal stages, viral products may be widely distributed outside the CNS at sites of innervation. In suspect animals, this involves euthanasia and postmortem collection of the brainstem and/or cerebellum. In humans, antemortem testing may be performed, and typical specimens may include serum, csf, saliva, and a full thickness skin biopsy from the nape of the neck.

The direct fluorescent antibody (DFA) assay is the standard test of choice. The DFA test is highly sensitive and specific, and requires only a few hours to perform. The assay is based on the detection of viral antigen in a slide impression of brain tissue by direct staining and microscopic visualization of antigen-antibody reactions. Viral antigen can also be visualized in frozen skin biopsies or corneal impressions by the DFA test, within hours. Other tests are employed for viral isolation, serology, or detection of nucleic acids. Intracranial inoculation of brain or saliva specimens into laboratory rodents can take 7–14 days or more before results are available. Virus isolation in susceptible cells, such as neuroblastoma, is shorter than by animal inoculation, on the order of 1–7 days. Rabies virus antibodies can be detected in a few hours from patient serum or csf by ELISA or indirect FA testing. Antibody levels can be determined by virus neutralization tests performed either by animal inoculation techniques, or in cell culture, such as the rapid fluorescent focus inhibition test (RFFIT), which can measure antibody levels within 24 hours. Amplification of small quantities of viral nucleic acid by RT-PCR and genetic sequencing of products may be performed upon saliva and other tissue specimens, within 1–3 days. In formalin fixed tissues, viral antigen may be observed using immunohistochemistry, or by alterations to the DFA test procedures. A national protocol for the laboratory diagnosis of rabies in animals has been developed in the United States (http://www.cdc.gov/ncidod/dvrd/rabies/professional/publications/DFA_diagnosis/DFA_protocol-h.htm).

### Prevention

Rabies can be prevented by avoiding exposure. In addition, specific prophylaxis can be considered after exposure, or vaccination may be administered in certain populations at risk before exposure. Current postexposure and preexposure recommendations are derived primarily...
from the 1999 report of the Advisory Committee on Immunization Practices (ACIP), which should be consulted for further details. Prompt cleansing of all wounds contaminated with rabies virus is of paramount importance during first aid. Local attention to bites and scratches should include cleansing with a soap solution, and thorough flushing of the wound. If possible, the wound should not be sutured immediately, to avoid the opportunity for further tissue contamination with virus. Use of antibiotics and tetanus prophylaxis may be indicated for wounds inflicted by animals.

**Human Vaccination**

In the 1880s, Pasteur developed a method of postexposure prophylaxis using desiccated nerve tissue from experimentally infected rabbits, with residual live virus in the vaccine preparations. Multiple doses were needed due to low vaccine potency. During the early twentieth century improved methods, using ultraviolet light, phenol, formalin, and other chemicals, were employed to inactivate the virus from nervous tissue in the vaccine preparations. Allergic reactions and other more serious neurological complications, including encephalitis, peripheral neuritis, and various paralytic phenomena, have been attributed to sensitization to myelin proteins present in nerve tissue-derived vaccines. Depending upon the biological, the historical frequency of paralysis during administration of vaccine containing nervous tissue ranged between 1:600 and 1:6000 per individual vaccinated. To reduce this frequency, a suckling mouse brain vaccine was developed and widely used throughout Latin America until recent times. In the United States, a duck embryo vaccine was in routine use from 1957 until about 1981. This latter vaccine was used in a similar manner to older rabies vaccines, with 14–21 doses at daily intervals.

In the latter part of the twentieth century, advances were made in the improved development of cell culture vaccines against rabies. Use of a Human Diploid Cell Vaccine began in the late 1970s, and by the end of the century two other vaccines, Rabies Vaccine Absorbed, grown on rhesus monkey cells, and a Purified Chick Embryo Cell Vaccine, became available for human use in the United States. These potent vaccines produced a much more rapid conversion rate of antibody than previous products. Moreover, adverse reactions were much less common and less serious than nerve tissue vaccines. Local reactions included pain, erythema, swelling, or itching at the injection site in approximately 30–70% of recipients. Systemic reactions, such as headache, nausea, abdominal pain, muscle aches, and dizziness, were reported in approximately 5–40% of recipients. A few cases of Guillain-Barre syndrome, which resolved without sequelae in 12 weeks, were reported. Other subacute central and peripheral nervous system disorders were temporarily associated with vaccination, but no causal relationship was established. Hypersensitivity reactions characterized by general urticaria and sometimes arthralgia, arthritis, angioedema, nausea, vomiting, fever, and malaise were observed in some patients from minutes to 21 days following a booster, but hospitalization was not indicated. The implicated antigen was a β-propiolactone-human serum albumin complex formed during preparation of vaccine. No reaction has been regarded as life threatening.

The current recommended postexposure regimen is five 1-ml vaccine doses. The first dose is given as soon as possible, preferably on the same day as exposure and each succeeding dose on days 3, 7, 14, and 28. Each dose is given intramuscularly in the deltoid region, or to infants in the anterolateral aspect of the upper thigh. The gluteal area should not be used due to variable effectiveness and the possibility of nerve injury. Specific recommendations for postexposure prophylaxis are modified depending on the circumstances of the event, species of animal involved, type and severity of exposure, and prevalence of rabies in the biting animal (Table 16-3). Knowledge of these facets requires adequate local surveillance and communication with relevant public health authorities.

**Human Rabies Immune Globulin**

To bridge the gap before the active induction of virus neutralizing antibodies from vaccine, rabies immune globulin (RIG) of human origin should be given to all naïve exposed persons. The only exceptions are those persons who have received prior rabies vaccination. The RIG should be given as soon as possible after exposure and, within reason, should be used regardless of the interval between exposure and the presentation for prophylaxis. If RIG was not given when rabies vaccine was started, it can be given up to the seventh day after the first vaccine dose. As much of the dose as feasible should be thoroughly infiltrated into and around the wound, and the remaining volume given intramuscularly. The first dose of vaccine should be given at the same time but at a separate site. Heterologous products, such as preparations made in horses, may be utilized abroad.

**Human Preexposure Vaccination**

For persons at risk of exposure to rabies, such as veterinarians, laboratory staff working with rabies virus, animal handlers, naturalists, and those working in parts of the world where rabies is a threat, it is desirable to provide active vaccination in advance of possible exposure. Three doses of vaccine are recommended on days 0, 7, and 21 or 28. Routine serology is not generally recommended after primary vaccination unless an alteration in the schedule occurs or the person is immune suppressed (e.g., illness, corticosteroids). Preexposure vaccination does not eliminate the need for prophylaxis after exposure, but it reduces the postexposure regimen. Periodic (every six months to two years, depending on the degree of risk) antibody testing should be scheduled for those who remain at risk of rabies exposure. A single booster dose of vaccine is recommended if the antibody titer falls below complete neutralization at 1:5 by the RFFIT assay. Because modern cell culture vaccines are expensive, the intradermal (ID) route of administration, using 0.1 ml per dose, was explored

<table>
<thead>
<tr>
<th>Table 16-3: General Considerations for Human Rabies Postexposure Prophylaxis (PEP) in the USA</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Animal</strong></td>
</tr>
<tr>
<td>Dog, cat, ferret</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Livestock</td>
</tr>
<tr>
<td>Wildlife</td>
</tr>
<tr>
<td>Small mammals</td>
</tr>
</tbody>
</table>

*This chart is intended only as a guide, based upon current ACIP recommendations. PEP is initiated whenever rabies is strongly suspected.*
Psittacosis, an infection caused by the bacteria \textit{Chlamydia psittaci}, is a zoonotic disease transmitted from birds to humans. While \textit{C. psittaci} infection in humans is referred to as psittacosis, infection in birds is usually referred to as avian chlamydiosis. Psittacosis is most frequently attributed to exposure to parrots and parakeets (psittaceae species); however, chlamydial infections have been documented in approximately 150 avian species.\footnote{Note: The findings and conclusions in this chapter are those of the authors and do not necessarily represent the views of the Centers for Disease Control and Prevention.}
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\subsection*{Bacterial Zoonoses—Psittacosis}
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\textbf{Psittacosis}

Psittacosis, an infection caused by the bacteria \textit{Chlamydia psittaci}, is a zoonotic disease transmitted from birds to humans. While \textit{C. psittaci} infection in humans is referred to as psittacosis, infection in birds is usually referred to as avian chlamydiosis. Psittacosis is

\textbf{Bacteriology}

\textit{C. psittaci} is an obligate intracellular organism with worldwide distribution. Chlamydiae replicate when the elementary body, the infective form, enters the cell and reorganizes into a larger, metabolically active reticulate body. The reticulate body undergoes binary fission to form more elementary bodies which are then released from the cell to infect other cells. This unique developmental cycle differentiates...
Transmission to humans occurs through *Francisella tularensis*. Recently, a taxonomic reclassification of the order *Chlamydiales* has been proposed and *C. psittaci* was moved to a new genus *Chlamydophila*. However, this new classification has not been widely adopted because it is based almost exclusively on minor sequence differences in 16S and 23S rRNA genes, and has no new biological markers for genus or species differentiation. All chlamydiae share a group-specific lipopolysaccharide antigen but species-specific immunotype antigens are also present.

**Clinical Characteristics**

Psittacosis usually presents as a febrile pneumonia characterized by a non-productive cough, myalgias, and headache. Chest radiograph may reveal pneumonic infiltrates more significant than the clinical symptoms or physical exam indicate. Pulse-temperature dissociation on exam, if present, that is, fever without an appropriate increase in heart rate, may help to distinguish psittacosis from other forms of bacterial pneumonia. Although pneumonia is the predominant clinical presentation, illness may range from a mild, flu-like illness to severe illness with multi-organ system involvement. Hepatitis, myocarditis, endocarditis, and meningitis have been documented. History of exposure to a sick bird is the most useful information for making a presumptive diagnosis of psittacosis; therefore, it is important for clinicians to elicit such information.

**Diagnosis and Treatment**

The clinical presentation of psittacosis may be difficult to distinguish from other causes of bacterial pneumonia, so the diagnosis can only be confirmed by isolation of the organism or serologic tests. *C. psittaci* is difficult to isolate and potentially hazardous to laboratorians. Therefore, diagnosis is usually confirmed by serologic means. A fourfold rise in IgG antibodies against *C. psittaci* detected by microimmuno-fluorescence (MIF) or complement fixation (CF) in paired acute- and convalescent-phase serum specimens is preferred for confirmation of a positive human case. IgM antibodies detected by MIF at a reciprocal titer of $\geq 16$ is also diagnostic. A patient is considered to be a probable case in the presence of a single MIF or CF antibody titer of $\geq 32$ after the onset of symptoms. Cross-reactivity with other chlamydiae such as *C. pneumoniae* and *C. trachomatis* occurs with CF, which can make the test results difficult to interpret. MIF is designed to be specific for *C. psittaci* although cross-reactivity with other chlamydiae can occur. Polymerase chain reaction (PCR) assays are also used as diagnostic tests with the advantage of species-specificity. Treatment consists of antibiotic therapy with tetracyclines or macrolides. With appropriate treatment, the disease is rarely fatal.

**Prevention and Control**

Pet stores and veterinarians should educate bird owners about psittacosis. Persons in contact with infected birds and the secretions or feces of these birds should take special precautionary measures. Personal protective equipment, including an N-95 mask and gown, should be worn while in contact with ill birds or while cleaning their cages. Proper fitting and wearing of personal protective equipment is imperative for disease prevention. Sick birds need to be evaluated promptly, and treated and quarantined under the care of a veterinarian according to published guidelines. Clinicians should consider testing for psittacosis in the patient with the appropriate exposure history and clinical findings. Psittacosis cases should be reported to local or state public health authorities promptly so that epidemiologic investigations may be conducted to prevent further cases.

**Public Health Significance**

In the United States, between 2000 and 2003, there were only 73 reported psittacosis cases (CDC, unpublished data). A decline in disease incidence in the United States has been observed since federal regulations were introduced in 1993 limiting commercial importation of psittacine birds. This is consistent with a study that revealed that the number of imported exotic birds correlated with the number of human psittacosis cases in the United States, Sweden, England, and Wales. Psittacosis is a nationally notifiable disease, but national surveillance numbers are likely an underestimate of the true disease burden, reflecting poor detection due to empiric antibiotic use without diagnostic testing and underreporting due to passive surveillance methods.

The most recent widespread outbreak of psittacosis in the United States occurred in 1995. Reports of dying birds among a shipment of over 700 birds to nine Atlanta-area pet stores triggered a public health investigation. Clinical symptoms of psittacosis or serologic evidence of *C. psittaci* infection was observed in over 30% of households with birds from the infected flock. This outbreak highlights how detection of avian chlamydiosis can lead to identification of human disease.

**Note:** The findings and conclusions in this chapter are those of the author and do not necessarily represent the views of the Centers for Disease Control and Prevention.
Type A strains have an LD50 in rabbits of fewer than 10 organisms subspecies as a potential weapon by several countries. Currently in the United States, fewer than 200 cases are reported annually. F. tularensis is classified as a Category A bioterrorism agent and has been evaluated for repeat analysis (MLVA), and whole-genome microarray study.

**Agent**

*F. tularensis* is a small (0.2 by 0.2 to 0.7 microns), nonmotile, pleomorphic, gram-negative coccobacillus. Although nonsporulating and strictly aerobic, the bacterium is a hardy saprophyte that can survive in water, moist soil, and in decaying animal carcasses. In the laboratory, *F. tularensis* is fastidious, slow growing, and requires cysteine, cystine, or other sulfhydryl containing media.

Isolates of *F. tularensis* can be divided into several subspecies based on virulence testing, biochemical reactions, PCR, and epidemiologic features. Two subspecies account for most human illness: *F. tularensis* subspecies tularaenis (Jellison Type A) and *F. tularensis* subspecies holarctica, (formerly paleartica, Jellison Type B). Type A strains have an LD50 in rabbits of fewer than 10 organisms and are generally considered more virulent. They are found almost exclusively in North America. Type B strains have an LD50 of more than 10⁷ organisms in rabbits and are found in both North America and Eurasia. Recently, molecular assays have been developed to further discriminate within subspecies using pulsed-field gel electrophoresis (PFGE), multiple-locus variable–number tandem repeat analysis (MLVA), and whole-genome microarray study.

**Life Cycle of F. Tularensis**

*F. tularensis* has been isolated from more than 100 species of wild mammals, at least nine species of domestic animals (including cattle, dogs, cats), 25 species of birds, amphibians, fish, and more than 50 species of arthropods. However, many of these animals may be infected only incidentally. Actual maintenance cycles, although incompletely defined, appear to differ among *F. tularensis* subspecies. Type A *F. tularensis* is believed to occur primarily in rabbits with transmission by ticks (*Demacentor* spp, *Amblyomma* spp, *Ixodes* spp) and tabanid or deer flies (*Cynops discalis*). Type B infections are often associated with aquatic environments and rodents such as beaver, muskrats, and voles. Transmission among these animals may occur through ingestion of contaminated water, soil, or food. Epidemiological studies on humans have also implicated mosquitoes as a potential mode of Type B transmission in Europe. Recently, *F. tularensis* has been shown to survive within free living amoeba, suggesting that protozoa may also play a role in the life cycle of this organism.

**Epidemiology**

**Geographic Distribution**

Tularemia is endemic throughout much of North America, from the arctic circle to Mexico, and much of Eurasia, including continental Europe, states of the Russian Federation, China, and Japan. In the United States, the highest incidences occur in South-central and Great Plains regions, and on the island of Martha’s Vineyard, Massachusetts. (Fig. 16-1); in Eurasia, high incidences occur in Sweden, Finland, and Russia.

**Populations Affected**

Tularemia is a primarily a rural disease. Persons at increased risk of infection include hunters, trappers, and wildlife specialists who handle potentially infected animals, persons in contact with water and soils contaminated by wild animals, persons exposed to bites of certain hard ticks and biting flies, and landscapers who mow or cut brush. Over time, these associations have generated various descriptive terms, including “wild hare disease,” “rabbit fever,” “deerfly fever,” and “lawnmower tularemia.” In addition, laboratory workers who work with cultures of *F. tularensis* can be at high risk of infection if proper laboratory precautions are not observed.

In the United States, 1368 tularemia cases were reported during 1990–2000, an average of 124 cases per year. This compares with a high of 2291 reported cases in 1939. Incidence is highest among children 5–9 years old, adults aged 50 years or more, and among males in all age groups (two- to threefold higher among persons over 15 years old). The great majority of cases occur among whites; however, incidence is highest among American Indians/Alaskan Natives at 0.5 per 100,000, as compared with 0.04 per 100,000 among whites and less than 0.01 per 100,000 among blacks and Asians/Pacific Islanders. Historically, cases have been reported from all states other than Hawaii; however, the states of Arkansas, Missouri, and Oklahoma regularly report more than half of all cases in the United States (Fig. 16-1).

**Sources of Infection**

Tularemia is notable for having an especially wide array of potential sources and modes of transmission, and the risk posed by any particular source often varies by season and location. In general, arthropod bites and animal contact are believed to be the most common sources of infection. In North American, several tick species are known...
vectors, principally the American dog tick (Dermacentor variabilis), the lone star tick (Amblyomma americanum), and the Rocky Mountain wood tick (Dermacentor andersonii).6 7 Outbreaks due to bites by American dog ticks have occurred repeatedly in spring and early summer among native Americans in Great Plains states of the United States.7 Lone star ticks are thought to account for most cases in south-central states, and the wood tick accounts for scattered human cases across the western United States.8 Biting flies have been identified as the source of both outbreaks and sporadic cases in western states, especially semi-arid areas of Utah, Nevada, California, and Wyoming.8 9 Mosquitoes, although not established as a vector in North America, are believed to be important in transmitting the disease to humans in forested Scandinavian and Baltic regions, and mosquito-borne outbreaks have been reported from Sweden and Finland.10

Direct contact with hares, aquatic mammals, and contaminated water and soil are important sources of human infection in most of Eurasia. In Japan, the disease has been historically associated with the hunting and eating of wild rabbits,11 and direct contact with rabbits still accounts for many cases in the southeastern United States. A number of outbreaks associated with exposure to muskrats, beaver, and contaminated water have been reported, including a large outbreak in trappers in Vermont.17 In the United States, an increasing number of tularemia cases have resulted from bites or scratches by infected cats13 and recently individual cases have been linked to commercially distributed prairie dogs14 15 and hamsters.16

Aerosolization of F. tularensis occurs, and may result in primary pulmonary tularemia; this has been especially problematic among laboratory workers, but has also been described following exposures to contaminated stored and fresh mown hay, and among workers in factories exposed to contaminated water sprays. In Sweden, a large outbreak of pneumonic tularemia occurred among farm workers exposed to hay contaminated by field voles.17 Cases of pneumonic tularemia in New England’s Vineyard, Massachusetts, have been linked to landscaping practices, especially mowing, cutting brush, and using power blowers.16 19

The Disease

Clinical Manifestations

Tularemia is a plague-like illness that begins suddenly 3–5 days (range 1–21 days) after exposure. The major clinical forms of tularemia are: ulceroglandular (45–85% of cases); glandular (10–25%); ocuglandular (<5%); septic (<5%); ophryangaeal (<5%); and, pneumonic (<5%). All forms are accompanied by similar nonspecific symptoms of fever (38–40°C), chills, headache, cough, and generalized body aches.20 21 Without treatment, nonspecific symptoms may persist for several weeks and result in weight loss. Any of the principal forms of tularemia may be complicated by bacteremic spread, leading variously to sepsis, tularemic pneumonia, and meningitis.

Ulceroglandular disease is characterized by a local papule that appears at the site of inoculation within a few days of the onset of generalized symptoms. This papule usually becomes pusular, and then ulcersate about four days after it first appears. The ulcer may take the appearance of an eschar but usually has an indolent character. Lymphadenitis with pain, tenderness, and swelling of one or more regional nodes is usually apparent by the time of ulceration. Epithelial and axillary nodes are most commonly affected in persons infected through handling of contaminated materials. Children infected through arthropod bites often have cervical lymphadenopathy, while adults usually have femoral/inguinal adenopathy; these distributions reflect differences in the most common sites of arthropod bites.22 In rare cases, abscessed nodes may suppurate and discharge purulent material. Glanular tularemia is very similar to the ulceroglandular form except that there is no cutaneous ulceration. In oculoglandular disease, which follows contamination of the eye by infectious fluids, ulceration is localized to the conjunctiva, and the cervical and preauricular nodes become enlarged.

Tularemia sepsis, or so-called “typhoidal” tularemia, presents as an acute, sometimes fulminant illness without localizing signs; the diagnosis is most often made by identifying F. tularensis in cultures of the blood. The systemic inflammatory response syndrome may ensue accompanied by any of its usual complications. Hematogenous spread to other organ systems may lead to pneumonia, involvement of the kidneys, and to meningitis.

Oralpharyngeal tularemia is acquired by ingesting contaminated food (almost always inadequately cooked meat) or water. Typically the patient develops exudative pharyngitis or tonsillitis, sometimes with ulceration, and cervical lymphadenopathy. Stomatitis occasionally occurs. Infrequently, the upper gastrointestinal tract may become involved, leading to persistent diarrhea.

Pneumonic tularemia can arise as a secondary complication of other forms of tularemia or, less frequently, as a primary pneumonia from exposure to an infective aerosol. Pneumonic infiltrates of varying character may be seen in one or more lobes, and are often accompanied by pleural effusion, and by hilar lymphadenopathy.27 Lung abscesses are sometimes seen. Pulmonic manifestations include cough (usually with minimal sputum production), sometimes pleuritic pain, and rarely, dyspnea.

Prior to the use of antibiotics, overall mortality from infections with Type A F. tularensis was in the range of 5–10%, but with fatality rates of 40–60% for septicemic and pneumonic forms of disease. Infection with Type B strains was associated with a fatality rate of only 1–3%. However, recent studies indicate that some Type A strains are associated with lower mortality in humans than Type B strains.28 In 2000–2001, there were three fatalities reported among 271 case reported in the United States, for an overall fatality rate of 1.1%.29

Diagnosis

The diagnosis of tularemia is made by clinical findings combined with laboratory information on potentially infective exposures. Differential diagnostic possibilities are many: in persons with glandular disease they include plague, sporotrichosis, lymphogranuloma venerum, chancr, and chancroid; in persons with oropharyngeal tularemia, other bacterial and viral causes of stomatitis, pharyngitis and cervical adenitis must be considered; in persons with pneumonia, they include legionnaires disease, histoplasmosis, and tuberculosis; and, in persons with tularemia sepsis, typhoid fever, and other causes of systemic inflammatory response syndrome.

The diagnosis of tularemia is confirmed by isolation of F. tularensis. Suspicion of tularemia should be conveyed to the microbiology laboratory to guide selection of appropriate media and to protect the safety of laboratory workers. Appropriate media for isolation from clinical specimens include Thayer–Martin agar, chocolate agar, and thymocollate broth.30 Inoculated plates should be incubated at 37°C and held for up to 14 days. Colonies are pinpoint after 24 hours of incubation, and may be only 3 mm in diameter at 96 hours. Because of its slow growth, F. tularensis may be obscured in culture by more rapidly growing organisms. Isolation from contaminated materials can be achieved by passage through laboratory mice in specialized laboratories or by growth on enriched cysteine heart agar blood culture medium supplemented with antibiotics (CHAB-A).31

In addition to culture, materials other than blood should be streaked on glass slides for examination by fluorescent antibody testing. Other potentially useful rapid diagnostic procedures include enzyme-linked immunoassay and immunoblotting for IgM antibodies, polymerase chain reaction assays, and DNA probes; however these are not routine. The agglutination reaction for combined IgM and IgG immunoglobulins is the routine immunodiagnostic procedure in use in most laboratories. Reference laboratories use microagglutination methods that are more sensitive than tube agglutination procedures.

Many routine diagnostic laboratories have policies that exclude work on F. tularensis, since it readily aerosolizes and is a notorious cause of laboratory-acquired infections. Biosafety level 2 precautions are essential for routine procedures, and
In the middle of the nineteenth century, inhalational anthrax, or woolsorter’s disease, was recognized as an occupationally-acquired disease among textile workers in England who sorted imported mohair and alpaca hair. It was not until 1879, over thirty years after the disease was first recognized, that John Bell determined that woolsorter’s disease was caused by inhalational anthrax infection. Recommendations were made the following year for the cleaning of imported mohair, and later these Bradford Rules, named for the city in England which was the center of the mohair wool industry, were improved by calling for ventilation to protect workers from contaminated dust. The Bradford Rules were codified in 1897, followed by the Anthrax Prevention Act in 1919 which called for formaldehyde disinfection of potentially infected materials, and laws were successful in dramatically decreasing the incidence of the disease. In the United States, improvements in industrial hygiene, a decrease in the use of imported, contaminated raw animal materials, and immunization of at-risk workers helped to limit industrial inhalational anthrax exposure, and during the twentieth century there were only 18 inhalational anthrax cases in the United States. Vaccination has helped to restrict the disease among livestock and reduce the spread of anthrax to humans, however epizootics of anthrax still occur worldwide, especially in areas where vaccine use is not comprehensive, and these are frequently associated with cases of anthrax among persons exposed to infected animals.

Anthrax is one of the most serious of biowarfare or bioterrorism agents. It was used by Germany during World War I against livestock and draft animals, and Japan conducted field trials with anthrax in Manchuria during World War II. The United States and Britain conducted anthrax weapon research during World War II, and the Soviet Union, Iraq, and others nations did so afterwards. In 1979, a large epidemic occurred in the Soviet city of Sverdlovsk, following an accidental release from a military microbiologic facility. In 2001, twenty-two confirmed or suspected cases of anthrax occurred in the United States after B. anthracis had been sent through the mail in powder-containing envelopes. Eleven of the cases were of inhalational anthrax and 11 cutaneous, and 20 of the cases were either mail handlers or persons exposed to buildings where contaminated mail was processed or received. The source of exposure was unknown in two of the fatal inhalational anthrax cases, however it is suspected that the cases were exposed through cross-contaminated mail.

**Treatment**

Streptomycin is the drug of choice based on experience, efficacy, and FDA approval. Gentamicin is considered an acceptable alternative, but some series have reported a lower primary success rate and some relapses. Treatment with aminoglycosides should be continued for 10 days. Tetracycline may be a suitable alternative to aminoglycosides for less severely ill patients, but must be given for at least 14 days as relapses can occur. Ciprofloxacin is not FDA approved for treatment of tularemia but has shown good efficacy in vitro, in animals, and in humans.

**Prevention and Control**

Prevention of tularemia is best achieved by avoiding exposure to bites of ticks and blood-feeding flies, and by avoiding direct contact with wild animal tissues. Persons exposed to biting fly- and tick-infested areas should when feasible wear protective clothing, tuck pants legs into socks, and apply repellents containing DEET to skin and clothing as directed by the manufacturer. Permethrin-based acaricides can be applied to clothing to kill ticks on contact. Frequent examinations should be made for ticks on clothing and skin, and attached ticks should be promptly removed. Persons should avoid contact with sick or dead animals, and hunters and trappers should always handle animal carcasses with impervious gloves. In order to reduce tick infestations in residential areas, pet dogs and cats should be restrained and kept tick-free using appropriate acaricides. A live attenuated vaccine (LVS) has been used previously to protect labor-atory personnel who routinely work with F. tularensis, however is not widely available. Antibiotic prophylaxis is not recommended for persons having exposure to patients with pneumonic tularemia, since person-to-person respiratory spread has not been documented.

**Anthrax**

Sean V. Shadomy • Nancy E. Rosenstein

**BACKGROUND**

Anthrax, caused by the bacterium *Bacillus anthracis*, has been recognized as an infectious disease of both humans and animals for many centuries. While no longer causing substantial disease in the United States, it occurs in multiple developing countries worldwide and is a major bioterrorist threat. The name of the disease, anthrax, is derived from the Greek word *anthrakos*, meaning charcoal or carbuncle, and referring to the black skin lesions commonly seen with cutaneous anthrax infection. Anthrax is likely to have originated over 6000 years ago in ancient Mesopotamia and Egypt, where it may have been the cause of the fifth plague of Egypt, although it may have existed as long as 12,000 years ago, when livestock were first domesticated. Virgil described an anthrax epizootic, observing that eating meat or wearing clothes made from the wool or hides of infected animals resulted in human anthrax. Devastating epizootics of anthrax were described in the middle ages, and a major outbreak of anthrax, then called the black bain, in Europe in 1613 is reported to have killed 60,000 people.

In nineteenth century Europe, anthrax outbreaks resulted in significant loss of livestock. In France, at least 20–30% of the sheep and cattle died of anthrax each year. This devastating effect of anthrax stimulated early microbiological studies of the disease in the mid 1800s. Delafont, Rayer, Daviane, and others described “bodies” or “little rods” in the blood of animals which died of the disease, and in the 1860s Davaine demonstrated that anthrax could be transmitted to healthy animals through the inoculation of blood from anthrax–affected sick or dead animals. Robert Koch was able to grow the anthrax bacillus in a sterile medium outside of an animal host and then infect mice with the resulting spores, thus first demonstrating in 1877 what have become known as Koch’s postulates, and making anthrax the first disease for which a single microorganism was proven to be the etiological agent. Louis Pasteur was the first to develop an effective vaccine for a bacterial disease, demonstrating his anthrax vaccine in 1881.

Note: The findings and conclusions in this chapter are those of the authors and do not necessarily represent the views of the Centers for Disease Control and Prevention.
The Agent

*B. anthracis*, the etiologic agent of anthrax, is a large, gram-positive, nonmotile, spore forming bacterial rod. The bacillus grows well on a variety of bacterial culture media, with optimal growth at 37°C. On blood agar plates, it forms large, nonhemolytic, grey or white-colored colonies. The tenacious (sticky) character of these colonies can be demonstrated when lifted by an inoculating loop and has been described as standing up like beaten egg white. The virulence of *B. anthracis* is dependent on three plasmid-mediated virulence factors: edema toxin, lethal toxin, and a poly-D-glutamic acid capsule. The anti-phagocytic poly-D-glutamic acid capsule is encoded for by the pXO2 plasmid. The pXO1 plasmid encodes for three exotoxin components, edema factor, lethal factor, and protective antigen (PA). Edema factor combines with PA to form edema toxin, which causes edema and inhibits neutrophil function, which may be the cause of host-susceptibility to infection with *B. anthracis*. Lethal factor (LF) combines with PA to form lethal toxin, which causes shock and death. Injection of LF in the mouse model has been shown to result in hypoxic tissue injury and liver failure, and death with shock-like manifestations.

Human Anthrax

Human anthrax has three major clinical forms; cutaneous, inhalational, and gastrointestinal. Cutaneous anthrax is a result of introduction of the spore through the skin; inhalational anthrax via the respiratory tract, and gastrointestinal anthrax via ingestion through the gastrointestinal tract. Cutaneous anthrax is the most common manifestation of infection with *B. anthracis*.

Cutaneous Anthrax. Cutaneous anthrax is associated with a characteristic skin lesion usually developing within 5–7 days following infection (1–12 days). Cutaneous anthrax develops after the cutaneous introduction of *B. anthracis* spores, frequently from contact with infected animals or animal products. Cuts or abrasions increase susceptibility to cutaneous infection. Over 90% of the cutaneous anthrax lesions occur in exposed areas such as the face, neck, arms, and hands. The lesion begins as a small, painless, but often pruritic papule, which quickly enlarges and develops a central vesicle or bulla. The vesicle ruptures or erodes, leaving an underlying necrotic ulcer. A characteristic black eschar develops over the surface of the ulcer. Satellite vesicles and ulcers may also form. Edematous swelling of the surrounding tissues is present, often with regional lymphadenopathy and lymphangitis. Historically, case fatality rates can be as high as 20% without appropriate treatment, however the case fatality rate is less than 1% with antibiotic therapy.

Inhalational Anthrax. Inhalational anthrax develops following the inhalation of aerosols of anthrax spore-containing particles and the subsequent deposition of particles 5 µm or less in size in the alveolar ducts or alveoli. Naturally occurring inhalational anthrax usually results from the inhalation of *B. anthracis* spores aerosolized through industrial processing of materials from anthrax-infected animals, such as goat hair. Inhalational anthrax can also result from intentional release of aerosolized spores. The spores are phagocytosed by alveolar macrophages and transported to mediastinal lymph nodes where they germinate, multiply and release toxins, resulting in hemorrhagic necrosis of the thoracic lymph nodes and a hemorrhagic mediastinitis. Necrotizing pneumonia may also develop at the portal of entry in the lungs. The incubation period for inhalational anthrax is typically 1–7 days, however incubation periods as long as 42 days were reported in the 1979 outbreak in Sverdlosk. During the 2001 bioterrorism event in the United States, the time between exposure and symptom onset ranged from 4 to 6 days. Inhalational anthrax has developed in experimentally infected primates up to 58 days after aerosol exposure and 30 days of post-exposure antibiotic treatment. The course of inhalational anthrax may be biphasic. Early clinical symptoms are nonspecific, and include low-grade fever, malaise, fatigue, myalgia, and nonproductive cough, and may mimic other illnesses such as influenza. Two to three days later, the second stage of acute toxicity begins with sudden onset of severe dyspnea, and hypoxemia. Patients become hypotensive, with profuse sweating, cyanosis and shock, and stridor. Bacteremia may result in lesions in other organ systems, including hemorrhagic meningitis and submucosal gastrointestinal. Untreated, inhalational anthrax is usually fatal; among the 18 cases reported in the United States in the twentieth century, the case fatality rate was 89% and 77 cases of inhalational anthrax with 66 deaths (86%) were reported in the 1979 Sverdlosk outbreak. Antibiotic therapy can be successful, especially if initiated early in the course of disease, however even with early initiation of treatment 5 of the 11 inhalational anthrax cases (45%) associated with the 2001 bioterrorism event in the United States failed to respond to antibiotic therapy.

On chest x-ray, the classic finding is widening of the mediastinum from the swollen lymph nodes and pleural effusions. This was documented in 7 of the first 10 inhalational anthrax cases from the 2001 bioterrorism event. In 2001, chest x-ray abnormalities, including mediastinal widening, hilar abnormalities, pulmonary infiltrates or consolidation, and pleural effusion, were documented in all 11 cases, however the abnormalities were often subtle and in 3 of the 11 cases initial chest radiographs were initially interpreted as normal. During a potential bioterrorism episode, distinguishing inhalational anthrax from more common disorders such as community-acquired pneumonia (CAP), influenza and influenza-like illnesses (ILI) is critical, because of the narrow window of opportunity for successful treatment once symptoms appear. Several studies have attempted to determine certain signs and symptoms to distinguish cases of ILI from inhalational anthrax cases during a bioterrorist event. Nasal congestion, rhinorrhea, and a sore throat are present in the majority of ILI cases, but were present in only 10–20% of the inhalational anthrax cases in 2001; shortness of breath was present in 80% of the inhalational anthrax cases in 2001 but is routinely found in less than 10% of influenza or ILI cases. In a review comparing naturally occurring or bioterrorism-related cases of inhalational anthrax with cases of CAP or ILI, the presence of nausea, vomiting, pallor or cyanosis, diaphoresis, altered mental status, and elevated hematocrit predicted the presence of inhalational anthrax, however the most accurate predictors of inhalational anthrax were mediastinal widening or pleural effusion on chest x-ray. The presence of one or both of these radiographic abnormalities was 100% sensitive for inhalational anthrax, and 72% specific when compared to CAP, and 96% specific when compared to ILI. The Centers for Disease Control and Prevention (CDC) developed interim recommendations for the clinical evaluation of persons with possible inhalational and cutaneous anthrax during the 2001 bioterrorist event, available at http://www.cdc.gov/mmwr/preview/mmwrhtml/mm5043a1.htm. The recommendations from CDC are subject to update as additional information and research becomes available, and updates may be obtained from the CDC website at http://www.bt.cdc.gov/agent/anthrax/index.asp.

Gastrointestinal Anthrax. Gastrointestinal anthrax develops following the consumption of undercooked meat from animals sick or dead as a result of anthrax, and tends to occur in family clusters or point source outbreaks, often accompanied by cutaneous anthrax. Infection may be acquired through the butchering and handling of infected meat. The incubation period of gastrointestinal anthrax is estimated to be 1–6 days, and mortality is estimated to range from 25 to 60%. There are two clinical forms of gastrointestinal anthrax, oropharyngeal and intestinal. The oropharyngeal form develops following infection of the oropharyngeal epithelium. Edematous lesions develop on the oropharynx and progress to necrotic ulcers with a pseudomembrane. Profound edema develops in the oropharynx and neck, and cervical lymphadenopathy, pharyngitis, and fever develop. The intestinal form develops following infection of the gastric or intestinal mucosa. The infected intestinal segments become edematous, lesions may become necrotic and ulcerated, and draining mesenteric lymph nodes become infected and enlarged. Patients may present with fever,
nausea and vomiting, anorexia, abdominal pain, and tenderness; symptoms may progress to hematemesis and bloody diarrhea, and patients may develop abdominal swelling as a result of voluminous, hemorrhagic ascites. In less severe cases, only mild diarrhea and abdominal pain may develop. The disease may progress to septicemia and toxemia, resulting in cyanosis, shock and death.

**Hematogenous Infection.** With any form of anthrax infection, hematogenous spread can produce lesions in other organ systems, including hemorrhagic meningoencephalitis and submucosal gastrointestinal lesions. In a review of the necropsies and available specimens of 42 of the inhalational anthrax fatalities from the 1979 outbreak in Sverdlosk, Abramova, et al, reported hemorrhagic leptomeningitis in 21 (50%) of the cases and gastrointestinal submucosal hemorrhagic lesions in 39 (93%) of the cases.

**Animal Anthrax**

Anthrax in animals has been reported on all continents, however the incidence varies greatly by geographic area. Outbreaks tend to occur in river valleys or areas affected by heavy rainfall. Prior to the introduction of effective veterinary vaccines in the late 1930s, anthrax caused heavy losses in cattle, sheep, and goats, and it is still a major cause of loss of livestock in highly endemic areas, such as Iran, Iraq, Turkey, Pakistan, South America, and sub-Saharan Africa, where animal anthrax vaccination programs are not comprehensive. Anthrax can occur in most animal species, but primarily occurs in cattle, sheep, goats, horses, and wild herbivores. Birds tend to be resistant, however some species such as ducks and ostriches are reported to be susceptible. Animals usually are infected by the ingestion of contaminated vegetation, water, infected carcasses, or contaminated feeds such as bone meal from animals that have died from anthrax, and therefore most often develop the gastrointestinal form of the disease. The cutaneous form of the disease probably occurs in animals but is rare.

In domestic livestock, the incubation period is typically 3–7 days but may range from 1 to 14 days or more. The clinical course ranges from acute to chronic. Acute illness, with sudden death in animals with no apparent signs within a few hours before death, can occur. In cattle, sheep, and goats, the acute illness is characterized by abrupt onset of fever, depression, and listlessness, which may be accompanied by anorexia, ruminal stasis, signs of abdominal pain, congested or hemorrhagic mucous membranes, hematuria, and blood-tined diarrhea. Pregnant animals may abort, milk production in lactating animals often ceases or decreases, and milk may be blood-tined. Edema of the tongue and subcutaneous edematous swellings on the ventral side of the neck, sternum, flank, and perineum may develop. Death usually occurs within 1–3 days of onset. Distinguishing acute cases of anthrax in livestock from other causes of sudden death may be difficult. As a result, it is recommended that livestock found dead in the field not be butchered, and the meat from these animals should not be handled or consumed, especially in regions where anthrax frequently occurs. Occasionally, livestock survives infection without treatment, but this is uncommon. Chronic infection, characterized by localized edematous subcutaneous swelling, rarely occurs in cattle. Certain species are more resistant to infection, including swine and carnivores such as dogs and cats. The infection is localized to the intestinal tract and regional lymph nodes, and the animals frequently recover. In swine, both the oropharyngeal and intestinal forms of gastrointestinal anthrax occur.

**Mode of Transmission**

The natural reservoir of *B. anthracis* in the environment is the soil. The normal cycle of transmission in susceptible animals involves ingestion of spores by an animal, with subsequent infection and development of disease. When the infected animal is ill, dying or dead, vegetative bacilli are shed in the environment in blood or other discharges, or upon opening of the dead animal such as by scavengers; the vegetative bacilli then sporulate and contaminate the underlying soil. Spores may be spread by wind, fomites or other animals such as scavengers acting as mechanical vectors. Infection of another animal occurs when it consumes food or water contaminated by these spores. The spores may remain viable in the soil for many decades. Spores in the environment are resistant to desiccation, extremes in temperature and pressure, and ultraviolet and ionizing radiation, however chemical disinfection can eliminate spore contamination of the environment.

Outbreaks are associated with low-lying areas with high moisture content, organic content, and alkaline pH of the soil. The concentration of spores by water runoff into low-lying areas may lead to increased exposure of new hosts to spores on vegetation or in water in those areas, contributing to animal outbreaks. Animal anthrax outbreaks have also been traced to a variety of sources, such as animal-origin feed and fertilizer, river water contaminated by industrial wastes from plants processing animal products, and crops raised on contaminated soil. The incidence of epizootics among livestock has decreased in many developed parts of the world due to the use of animal vaccines and improved husbandry; however, epizootic anthrax is likely to continue to occur in highly endemic areas, such as Asia and sub-Saharan Africa, where the use of animal vaccines is not comprehensive. Anthrax is not communicable directly between animals, although infection can be acquired by scavengers feeding on carcasses.

Human anthrax infection is primarily secondary to epizootics in animals; however, the threat of intentional anthrax infection resulting from bioterrorist activities has elevated the concern that the potential risk for anthrax infection among persons not previously considered to be at risk. Infection in humans is frequently the result of butchering or handling of animals or parts of animals that are ill or dead from anthrax infection, or the consumption of undercooked meat from those animals. Human anthrax may also result from use of contaminated animal-origin products, such as shaving brushes, or yarn. Infection may also occur as an occupational disease. At-risk workers such as veterinarians and farmers may develop the disease through direct contact with infected animals or tissues at necropsy, or through the handling of animal carcasses. Laboratory workers are additionally at risk when working with samples containing anthrax spores. Industrial inhalational anthrax can result from the inhalation of particles containing anthrax spores generated during the cleaning and processing of contaminated animal hair, making anthrax an occupational disease in the animal hair and wool-processing, tanning, and gelatin industries. The incidence of anthrax infection among industrial workers decreased in the twentieth century following the introduction of disinfection of potentially contaminated animal hairs in England, and improvements in industrial hygiene, decreased use of imported, contaminated raw animal materials, and immunization of at risk workers in the United States. Recovery from anthrax infection will usually result in protective immunity.

**Occurrence**

Anthrax infection in animals occurs practically worldwide. Outbreaks have been reported in southern and eastern Europe, and the disease is epizootic in many African, Asian, Central American, and other countries. It is infrequent in the United States, Canada, and many European countries, however sporadic outbreaks in livestock and wild herbivores are still reported. A growing number of countries in central and northern Europe, the Caribbean, South America, New Zealand, Taiwan, and others are now free of anthrax, and there has been a general decrease in the number of anthrax outbreaks worldwide. Because the spores can persist in the soil or environment for prolonged periods of time, anthrax may occur annually or cyclically in some areas whereas, in other regions, intervals of many years between outbreaks are typical. Epizootics tend to occur after periods of marked climatic or ecological change, such as heavy rainfall, flooding, or drought, or during periods of high humidity and high temperature.

Cases of human anthrax are usually associated with outbreaks in animals, and outbreaks of cutaneous and gastrointestinal anthrax are reported in many countries in conjunction with outbreaks in livestock.
However, underdiagnosis and underreporting of animal and human cases, especially in developing countries, limit knowledge of the true burden of the disease. In Zimbabwe, an epidemic of almost 10,000 livestock cases, mostly of cutaneous anthrax, occurred between 1978 and 1987 when prolonged political instability and armed conflict disrupted animal anthrax control activities. In some countries with significant epizootic anthrax such as in sub-Saharan Africa or Asia several hundred cases occur each year. In the United States, anthrax infection in humans is rare. Between 1992 and 2000, only one case of cutaneous anthrax was reported in the United States, in association with an epizootic in cattle, and the last fatal case of anthrax prior to the bioterrorist attacks of 2001 occurred in 1976, in a home where a craftsman died of inhalational anthrax after working with yarn imported from Pakistan. Recently in 2006 a case of inhalational anthrax occurred in a New York City resident who was making drums from dried, untreated animal hides. The subject recovered following antibiotic treatment and developed no complications.

**Diagnosis**

Because of the rapid progression of disease, antibiotic therapy should be initiated promptly following clinical or laboratory suspicion of anthrax infection, and immediate notification should be made to the local or state health department and public health laboratory. In the United States, the Laboratory Response Network (LRN) has been established by the Association of Public Health Laboratories and the CDC to provide the appropriate laboratory response for acts of bioterrorism, and includes the state public health laboratories. Diagnostic laboratories receiving specimens associated with potential bioterrorist events should contact a LRN laboratory for instructions on testing and handling the specimen. Preliminary diagnostic testing can be performed in hospital laboratories; however confirmatory testing including biochemical and antibiotic susceptibility testing is recommended. Genetic testing, including polymerase chain reaction (PCR) should be performed by LRN laboratories. Guidelines for the collection of specimens and testing procedures can be found on the internet at [http://www.bt.cdc.gov/labissues/](http://www.bt.cdc.gov/labissues/).

**Treatment**

Successful treatment of anthrax infections with the use of antiserum was demonstrated in 1903, to which the use of neosarphenamine was added in 1926, and the use of penicillin for treatment was first reported in 1944. B. anthracis is susceptible to a variety of antibiotics including penicillin, chloramphenicol, tetracycline, erythromycin, streptomycin, and the fluoroquinolones. Testing of the isolates from the bioterrorism-related cases in the United States in 2001 showed susceptibility in vitro to rifampin, vancomycin, chloramphenicol, imipenem, clindamycin, and clarithromycin. Although the isolates were sensitive to penicillin and ampicillin, the presence of inducible beta-lactamases led the CDC to advise against the use of either of these drugs alone for therapy of anthrax cases associated with the 2001 bioterrorism event. The CDC issued interim recommendations for treatment of cases and exposure related to the bioterrorism event; however the agency cautioned that there were no clinical trials on which to base these recommendations. Penicillin has been used extensively for the treatment of cutaneous anthrax, and rapidly clears anthrax bacilli from cutaneous lesions. However, antibiotic treatment does not prevent progression to the eschar phase. Surgical excision of the cutaneous lesions is not recommended. During the bioterrorist event of 2001, the CDC recommended continuous therapy for 60 days with oral ciprofloxacin or doxycycline for treatment of cutaneous anthrax cases associated with the event based on the possibility of aerosol exposure in patients with cutaneous anthrax. Treatment with ciprofloxacin or doxycycline was recommended for children and pregnant women, despite usual contraindications against their use, because of the seriousness of the disease and exposure. Treatment regimens used for inhalational anthrax were recommended for patients with cutaneous disease and signs of systemic involvement, extensive edema, or involvement of the head and neck.

Antibiotic therapy should be initiated promptly in any patient with suspected inhalational anthrax. Early clinical results from treatment of the inhalational anthrax cases from the bioterrorism event in 2001 suggested that intravenous therapy with two or more antibiotics improved survival. The antibiotic regimens used in the cases which survived included ciprofloxacin, rifampin, and vancomycin, or ciprofloxacin, rifampin, and clindamycin. Penicillin was not recommended due to the presence of inducible beta-lactamase in the B. anthracis isolates. Cephalosporins and trimethoprim-sulfamethoxazole should not be used for inhalational anthrax therapy. Corticosteroids have been recommended as adjunctive therapy for some patients with inhalational anthrax because of toxin-related morbidity, including patients with extensive edema, respiratory failure, and meningitis.

There are few well studied cases of gastrointestinal anthrax or studies of its treatment. In the absence of clinical or study data, the CDC recommends following the treatment protocol for inhalational anthrax for the treatment of cases of gastrointestinal anthrax.

**Animal origin antiserum** was previously used successfully in the treatment of anthrax. In animal models, passive immunization with immune serum containing antibodies against PA administered up to 24 hours after exposure proved effective in preventing infection, and high-affinity antibodies from persons immunized against anthrax protected rats from injection of anthrax toxin. Immunoglobulin from plasma harvested from persons immunized against anthrax is available from the CDC under an investigational new drug (IND) protocol for the emergency treatment of persons with life-threatening disease caused by anthrax infection and not responding to antibiotic therapy.

Postexposure prophylaxis (PEP) antibiotic therapy has been demonstrated in animal studies to be effective in preventing the development of inhalational anthrax following aerosol exposure to anthrax spores, and PEP may include vaccination in addition to antibiotic therapy. Three oral antibiotics have been approved by the Food and Drug Administration (FDA) for PEP. Ciprofloxacin (500 mg PO BID) and doxycycline (100 mg PO BID) are approved for use in adults and children, and levofloxacin (500 mg PO Q24h) is approved for use in adults 18 and older. The recommended duration of PEP antibiotic therapy is 60 days. The CDC recommends the use of amoxicillin (500 mg PO TID) for PEP when other antibiotics are not as safe to use, such as for children and nursing and pregnant women, in cases where the penicillin antibiotic susceptibility of the anthrax strain has been demonstrated, however this indication has not been approved by the FDA. Anthrax vaccine is available through the CDC as part of the PEP protocol for inhalational anthrax exposure as part of an investigational new drug (IND) protocol. Vaccine should be administered at time zero, two weeks, and four weeks in conjunction with antibiotic therapy, and antibiotic therapy should be continued for at least 7–14 days following the last vaccine dose.

**Prevention and Control**

Prevention of human anthrax infection is primarily dependent on the control of the disease in animals, especially livestock. Annual immunization of livestock in areas of endemic anthrax is recommended. The animal anthrax vaccine that is most commonly used is the avirulent Sterne strain live spore vaccine. Livestock should be vaccinated 2–4 weeks before the start of the season when outbreaks may be expected.

Animal anthrax cases and outbreaks should be reported to agriculture and public health officials. Affected premises or areas should be quarantined and any slaughter, butchering, and marketing of infected animals or their parts prevented. Antibiotic treatment of affected animals and immunization of all susceptible livestock on affected and surrounding premises is recommended. Investigation for sources of infection other than contaminated pastures may identify other sources, such as contaminated bone meal or feed, to be eliminated to prevent further infection. Carcasses of animals that die of anthrax, bedding, and other contaminated material should be either buried deeply or burned completely. Regulation of the processing, importation and use of bones or bone meal for use in animal feeds or fertilizer requires heating at sufficiently high temperatures to ensure destruction of anthrax spores. Dairy herds in an outbreak area...
Brucellosis
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Brucellosis is a bacterial zoonosis of worldwide distribution and great economic importance for affected countries. This disease has been known by many colloquial names, including Malta fever, Mediterranean fever, and undulant fever. It remains endemic in many regions, particularly in the Middle East and Mediterranean.1 However, several countries have been able to eliminate animal brucellosis through considerable effort.

Malta fever, as brucellosis was then known, was a common infirmity of British troops garrisoned on the island in the 1880s. Sir David Bruce first identified the causative organism of Malta fever in 1887 and named it Micrococcus melitensis. Approximately 20 years later, Themistokles Zammit, a Maltese physician, recognized raw goat milk as a vehicle of transmission of the bacterium to humans. Banning the consumption of goat milk by British soldiers greatly reduced the incidence of disease. Bernhard Bang, a Danish veterinarian and contemporary of Bruce, first identified the causative agent of contagious abortion in cattle. He named the organism Brucella abortus. It was not until the 1920s that Alice Evans of the U.S. Public Health Service recognized that the two organisms were related and renamed the genus after Bruce. Since then many other species of Brucella have been recognized. Brucella suis was identified in 1914, and at least four species have been described since the 1950s.

Note: The findings and conclusions in this chapter are those of the authors and do not necessarily represent the views of the Centers for Disease Control and Prevention.

The Agent

Historically, the genus Brucella has been divided into species and biovars based on host specificity, metabolic requirements, and antigen characteristics. This taxonomy is supported by molecular genotyping methods that can be used to differentiate among these species, although high DNA homogeneity suggests that Brucella may actually be a monospecific genus with multiple subspecies.2 The current classification system is based on the historically recognized species.3 Identified Brucella species include B. abortus, B. melitensis, B. suis, B. canis, B. ovis, B. neotomae, and there is at least one recently described marine mammal species. Most human disease is caused by B. abortus, B. melitensis, and B. suis, though B. canis and the marine mammalian species have also caused disease in humans.

All species of Brucella are partially host adapted. They have preferred hosts, but can infect other species. B. abortus is found primarily in cattle, but also in bison, buffalo, elk, camels, and yak. The major host reservoirs of B. melitensis are goats and sheep, however it can also be found in other large ruminants. B. suis principally infects swine, both domestic and feral, as well as reindeer and caribou. Cattle and bison can also become infected with B. suis. The primary reservoir for B. canis, B. ovis, and B. neotomae are dogs, sheep, and the desert wood rat, respectively.

Brucellae are small, nonmotile, Gram-negative coccobacilli that are nonencapsulated and nonspore forming. These intracellular pathogens are aerobic, but some species may require supplemental CO2 for isolation. Brucella species are further subdivided into biovars, differentiated in part by their substrate utilization, growth on selective media with dyes, and phenotypic characteristics. They are slow growing, fastidious organisms that may require prolonged incubation (up to 6 weeks) for isolation.4 Growth is best at 20–40°C (37° C optimal)
with a pH of 6.6–7.4. The organisms are resistant to drying and survive for long periods at low temperatures. They are destroyed by heat, acid, and common disinfectants including hypochlorite, iodophores, phenols, and formaldehyde.

The major cell surface antigen of *Brucella* is the surface lipopolysaccharide (LPS). The LPS is an immunodeterminant and a virulence factor. It has two forms, smooth and rough, that differ based on side chain length and morphology. Smooth strains are generally pathogenic, while rough strains are attenuated or not pathogenic to humans. Commonly employed serologic assays detect antibodies to the smooth LPS (S-LPS). Other Gram-negative bacteria such as *Vibrio cholerae*, *Yersinia enterocolitica*, and *Francisella tularensis* possess very similar S-LPS antigens, and antibodies directed to these bacteria may cross-react on anti-brucella antibody assays.

Definitive diagnosis of brucellosis is made by isolation of the organism in culture from tissue, blood, bone marrow, or other body fluids. Bone marrow culture may have increased sensitivity over blood culture, especially in chronic disease. While *Brucella* are slow growing organisms, automated inoculation techniques employed by many clinical microbiology laboratories generally allow for isolation of the organism within 7 days. The diagnosis of brucellosis can also be made based on serologic testing for anti-brucella antibody in the absence of isolation of the bacteria. Although many types of serologic test exist, the standard agglutination test (SAT), or tube agglutination, is simple and commonly used. It remains the gold standard for comparing other test methods. However, a modified format of the SAT, the microagglutination test (MAT) uses smaller volumes of serum and reagents, has a shorter incubation time, and may be more sensitive than the standard agglutination test. Agglutination tests for *Brucella* detect antibodies of IgM, IgG, and IgA classes and these tests can be conducted in the presence or absence of 2-Mercaptoethanol (2-ME). 2-ME is a reducing agent that digests IgM and is therefore useful in distinguishing IgM from IgG activity and acute from chronic infections. Enzyme-linked immunosorbent assay (ELISA) techniques are rapid relative to other serologic methods, and have been employed to diagnose brucellosis.

A fourfold or greater rise in antibody titer in paired serum obtained at least two weeks apart is considered confirmatory for brucellosis. In practice, a rising titer or a single high titer may indicate active infection. A predominantly IgM response may indicate recent infection, while a predominantly IgG titer suggests chronic infection. Typically these tests use *B. abortus* antigen, to which antibodies directed to *B. melitensis* and *suis* also react. Antibodies directed to rough species of *Brucella* do not cross-react with *B. abortus* antigen, therefore routine anti-brucella antibody testing will not detect infection with *B. canis* or the RB51 vaccine strain of *B. abortus*.

Using either agglutination or ELISA methods, false negative reactions can occur as a result of extremely high concentrations of antibody, such as with the prozone phenomenon or competitive inhibition. Cross reactions of antibodies directed to other Gram-negative organisms can cause false positive results. Therefore, confirmatory testing with an additional test, such as the MAT, or histopathologic examination may be helpful.

Immunohistochemical staining may be used to demonstrate the presence of *Brucella* antigen in clinical specimens, but this method is not routinely available in clinical facilities. Molecular identification methods using polymerase chain reaction (PCR) have been developed for *Brucella*. These techniques provide a rapid, sensitive, and in some cases species-specific method for identifying isolates. They remain to be validated for use in detecting *Brucella* DNA from clinical specimens. Until novel molecular and rapid serologic methods achieve wider use, isolation in culture and traditional serologic tests will remain the mainstay for diagnosis of brucellosis.

### The Disease

*B. abortus*, *B. melitensis*, *B. suis*, *B. canis*, and marine mammal species can cause symptomatic infection in humans. *B. melitensis* and *B. suis* are considered to have increased virulence in humans; however, all zoonotic species, including the attenuated animal vaccine strains REV-1 and strain 19, can cause severe disease.

Brucellosis may manifest in almost any organ or system. It can cause hematologic, hepatobiliary, osteoarticular, cutaneous, neurologic, pulmonary, gastrointestinal, genitourinary, and rarely renal or cardiovascular disease. Clinical signs and symptoms are nonspecific and resemble many other febrile illnesses. The most common clinical manifestations include intermittent fever, night sweats, malaise, arthralgias, and myalgias. Less common manifestations include weight loss, anorexia, weight loss, and headache. The most common physical finding is arthritis, seen in up to 70% of patients, while hepatosplenomegaly and lymphadenopathy are present in approximately 20–30% and 10–20% of the cases, respectively. Brucellosis may cause abortion in pregnant women, most commonly in the first and second trimester. Other serious complications are rare and include meningitis, endocarditis, and osteomyelitis. Neurological and psychiatric symptoms, including prolonged mental depression, have been infrequently reported as sequelae of brucellosis.

The incubation period of brucellosis is variable and may depend on the infecting dose, route of exposure, and virulence of the organism. The average incubation period is 1–3 weeks, but may range from five days to several months. Onset of illness can be acute or insidious, and if untreated, disease may last for months or years. Recurrence of signs and symptoms is common in untreated brucellosis, and relapse may occur with inadequate treatment, usually within 3–6 months following discontinuation of therapy. Chronic brucellosis is rare with appropriate treatment. Death, although rare, is most commonly caused by *B. melitensis* and results from endocarditis or neurobrucellosis.

Treatment of brucellosis requires combination antibiotic therapy for a prolonged period of time to decrease the incidence of relapse. The World Health Organization (WHO) recommends six weeks of combination therapy with doxycycline and rifampin or six weeks of doxycycline combined with 2–3 weeks of streptomycin sulfate. Oral doxycycline is the drug of choice; however oral tetracycline may be used. Oral trimethoprim–sulfamethoxazole is appropriate therapy for children younger than eight years of age, or other persons with contraindications to tetracyclines. Since there have been reports of treatment failures with the use of this regimen, some authors have recommended the use of an aminoglycoside (gentamicin sulfate or streptomycin sulfate) with doxycycline, at least initially. Monotherapy is not recommended for the treatment of clinical disease, due to the risk of relapse and resistance. Serious infections or complications, including endocarditis, meningitis, and osteomyelitis, should be treated with an aminoglycoside for the first 7–14 days of therapy in combination with doxycycline, followed by the use of rifampin and doxycycline for the remainder of the treatment. Surgical therapy may also be required and the duration of therapy may be extended for several months, depending on the clinical response.

**Transmission**

Brucellosis is transmitted to man from animals. In animals, *Brucella* typically cause chronic, lifelong infection. Bacteria localize in animal reproductive organs, and are shed in large numbers in milk, products of conception, and other reproductive tract discharges. Humans can become infected by ingestion of infected material, direct contact of material with cuts and abrasions of the skin, inhalation of aerosols, or inoculation of material into the conjunctival sac. Although it is rare, person-to-person transmission can occur via sexual intercourse, transplacental or prenatal transmission, breast feeding, and bone marrow transfusion. The common route for acquisition of brucellosis is through the consumption of unpasteurized infected milk or dairy products, including soft cheeses. The organism is killed by pasteurization or boiling of milk, or fermentation and aging of cheeses, which increases acidity. Since *Brucella* are not normally found in high concentration in muscle tissue and are killed at normal cooking temperatures, eating properly cooked meat from infected animals should not pose a risk for brucellosis.
Vaccines made from attenuated strains of Brucella are used to prevent brucellosis in livestock, including strain 19, RB51 (B. abortus) and REV-1 (B. melitensis). All three of the vaccine strains can cause disease in humans, although RB51 is considered to be of lower pathogenicity than strain 19 and REV-1. Human exposure to strain 19 and REV-1 has resulted in systemic disease. However, only localized infection has been documented in humans following exposure to vaccine containing RB51. Exposure to Brucella vaccine strains can occur by accidental injection or splashes onto mucous membranes and open wounds. Following inadvertent human exposure to livestock Brucella vaccine, antibiotics should be administered for 3 weeks, regardless of the route of exposure. Doxycycline and rifampin should be used in combination for exposure to strain 19 and REV-1. Serological testing can be performed to diagnose infection. A baseline blood sample should be collected with a second blood sample collected 2–3 weeks later. Since the RB51 vaccine strain is resistant to rifampin, doxycycline alone should be administered. Routine serologic testing is not currently available for detecting infection with the RB51 strain.

Brucellosis is the most commonly reported laboratory-acquired bacterial infection. Aerosolization of bacteria is considered to be the primary mechanism of transmission, but infection has also occurred following inoculation from spilled blood culture bottle contents and mucocutaneous exposure to sprays of organism-containing suspensions. Sniffing of culture plates has been implicated in laboratory-acquired infections, and infections have occurred during routine manipulation of Brucella cultures outside of biological safety cubicles. The Centers for Disease Control and Prevention recommends Biological Safety Level 3 practices, containment, equipment, and facilities for all manipulations of cultures of pathogenic Brucella species, because of the high risk of transmission from contact with nonintact skin, mucus membranes, and aerosols. Biological Safety Level 2 practices are recommended for activities with clinical specimens of human or animal origin containing or potentially containing pathogenic Brucella species, as the risk of transmission posed by these specimens is much lower.

Pathogenic Brucella species are considered U.S. Class B bioterrorism agents. The United States weaponized and stockpiled B. suis at the end of the 1940s and 1950s. By the 1970s, the biological warfare program was terminated and the stockpiles dismantled. Other countries are also suspected of developing Brucella as an offensive biological weapon. As a bioterrorism agent, Brucella organisms have the potential for widespread dissemination and transmission, but would be expected to cause only moderate morbidity. Their use as a biological weapon is also tempered by the prolonged incubation period and many infections are asymptomatic. Emergency preparedness plans for brucellosis include drug stockpiles and medical supplies readily available for mass treatment, and surveillance for recognition and treatment of cases in the event of a bioterrorism event.

Occurrence

In the United States the epidemiology of brucellosis has changed with time. Brucellosis in cattle was a significant cause of human disease in the first half of the twentieth century. In 1947, B. abortus was widespread throughout the country and disease peaked at 6321 reported human cases. Transmission was mainly by consumption of unpasteurized milk. Following full implementation of the Federal State Cooperative Brucellosis Eradication Program, established in 1934, and regulations requiring milk pasteurization, a decrease in human and cattle disease occurred. A correlation between cattle seroprevalence and the incidence of human disease was observed in subsequent decades. In the 1960s and 1970s, domestically acquired brucellosis became predominantly an occupational disease of veterinarians, abattoir workers, and farmers. Swine were the most common source and B. suis the most common cause of infection. Since the 1970s, reported cases of brucellosis have ranged from approximately 100 to 300 cases per year, with most cases occurring among returned travelers or immigrants from endemic areas. In the United States, brucellosis is a nationally notifiable disease, reportable to the local health authority. However, this passive surveillance system may underestimate the true frequency of brucellosis in the United States. Misdiagnosis of brucellosis may be common, due to the disease’s protean clinical manifestations, difficulty in diagnosis, and relative infrequency with which it is observed.

Brucellosis in domestic livestock in the United States is now extremely rare. B. melitensis has not been reported in domestic sheep and goats in the United States since 1977. In 2004, forty-seven states were free of Brucella, and there were only five cattle herds newly infected with B. abortus. However, brucellosis currently affects certain wildlife populations. B. suis is endemic in feral swine in the southeastern United States, and B. abortus is endemic in elk and bison in the greater Yellowstone National Park area. The continued presence of brucellosis in these populations will make it difficult to sustain the goal of nationwide eradication of brucellosis from domestic animals in the United States in the near future.

Brucellosis occurs worldwide and is an important endemic disease in the Middle East, Mediterranean Basin, Central Asia, and parts of Africa and Central and South America. Over 30,000 human cases and 200,000 animal cases are reported annually worldwide, although this number is likely a considerable underestimate of the true burden of illness.

Prevention

Eradication of brucellosis from animals, particularly domestic livestock, is the most effective method for preventing human disease. Until this can be accomplished, pasteurization of milk and dairy products will prevent foodborne infections. This has the added benefit of preventing other diseases transmitted by milk, including salmonellosis and tuberculosis. However, pasteurization alone will not prevent all human cases of brucellosis. Occupational and laboratory exposure can be decreased by encouraging safe handling of at-risk materials with an emphasis placed on the use of appropriate personal protective equipment. High risk groups should be educated about the clinical signs and symptoms of disease, as well as the need for early diagnosis and treatment. Currently there is no human vaccine for brucellosis available in the United States.

Postexposure prophylaxis should be offered to laboratory workers exposed to Brucella following a laboratory accident or manipulations of isolates without the recommended biosafety precautions. Exposed workers should receive doxycycline and rifampin for 3–6 weeks. Any workers developing a febrile illness consistent with brucellosis during this time should consult their physician.

Livestock brucellosis control programs involve vaccination and testing and slaughter of infected animals, used alone or in combination. These programs should be designed based on the overall prevalence of animal disease and tailored to the local epidemiology and epizootiology of brucellosis. For a control program to be effective, a country must have the veterinary and laboratory resources needed to administer the program, adequately identify livestock, and control animal movements. Surveillance for animal and human brucellosis is needed to develop and monitor the program. Although brucellosis control programs are costly and can be difficult to sustain, adequate control of brucellosis is cost-beneficial to a country in the long run. Countries that have successfully eradicated brucellosis include Sweden, Denmark, Norway, and Switzerland.

Conclusions

Brucellosis is a disease of protean manifestations, and should be included in the differential diagnosis of febrile illness of unknown origin. While rare in the United States, it remains a significant cause of morbidity and economic losses in many developing countries. Control strategies should be locally relevant and sustained over many years to achieve reductions in human disease.
Leptospirosis is currently recognized as a zoonotic bacterial infection with worldwide distribution. Weil’s disease, or severe icteric leptospirosis associated with renal failure, was described in 1886, though a similar syndrome was recognized in sewer workers earlier in the same decade. Reports of illnesses that most likely represent leptospiral jaundice date back to the early part of the 1800s, however, and the recognition of leptospirosis as an occupational risk dates back as far. The causative organism of leptospirosis was recognized simultaneously in Japan and Germany in 1915. Prompt recognition and treatment of leptospirosis continue to be problematic, due to the wide spectrum of clinical manifestations and imperfect diagnostic tests. The reported burden of leptospirosis likely only represents a small proportion of incident disease worldwide.

The Agent
Leptospires are slow growing, obligate aerobes and members of the spirochete family. Structurally they are thin and tightly coiled about their long axis. They are actively motile, rotating with a whip-like motion. Surface lipopolysaccharides constitute the primary determinants of the host immune response, and allow characterization of antigenically related serovars of Leptospira into serogroups. Based on this phenotypic characterization, the genus Leptospira has traditionally been divided into two species: Leptospira biflexa, containing the nonpathogenic saprophytic serovars, and Leptospira interrogans, containing well over 200 known pathogenic serovars comprising 24 serogroups.

More recently, Leptospira have been classified into genomospecies based on DNA relatedness. Such studies have described a high degree of heterogeneity among serovars of Leptospira. Genomospecies do not equate with traditional serovar and serogroup classifications, or with the traditional species divisions. Genomospecies may contain both pathogenic and saprophytic serovars of Leptospira, as well as serovars from more than one serogroup. Serovar and serogroup designations will likely remain in use, therefore, as they are valuable in both the serologic diagnosis and epidemiologic characterization of leptospirosis. Current phenotypic and genotypic techniques for characterization of Leptospira are problematic, especially for clinical microbiology laboratories. Among molecular typing methods applied to leptospires, pulsed-field gel electrophoresis (PFGE) has yet to be thoroughly evaluated, but holds promise as a clinically relevant technique for identification and subtyping of leptospiral strains.

Leptospirosis is definitively diagnosed by isolation of leptospires in culture from clinical or autopsy specimens. Leptospiuria precedes symptom onset and generally lasts through the first week of illness (Fig. 16-2). Leptospires survive in blood culture media for several days, though blood should be inoculated into semisolid media as quickly as possible. Leptospires grow slowly, so cultures should be incubated and examined weekly for up to 13 weeks before discarding. Isolation of pathogenic leptospires from environmental sources is problematic, due to the variety and prevalence of saprophytic serovars.

In practice, the mainstay of leptospirosis diagnosis is serology. Microscopic agglutination testing (MAT) remains the reference serologic method, in which sera from patients are reacted with a panel of live antigen suspensions using a variety of leptospiral serovars. Serial dilution of sera is performed, and the serum-antigen mixtures incubated and examined by darkfield microscopy for agglutination. The highest titer at which 50% agglutination occurs is the end-point. Agglutinating antibodies consist of IgM, IgG, and IgA, and become detectable approximately 5–7 days after symptom onset, though the sensitivity is highest after 10–14 days (Fig. 16-2). Due to cross-reactivity of antibodies among antigenically related serovars, MAT is considered a serogroup-specific test. In general, at least one serovar from a wide range of serogroups is included on an MAT panel, as are all locally important serovars. A large and diverse antigen panel increases the likelihood of detecting infections with rare or new serovars, but adds to the complexity of interpreting the assay as it increases the likelihood of detecting cross-reacting antibodies. MAT requires technical expertise, maintenance and weekly subculturing of live antigen stocks, and considerable effort to minimize inter- and intra-observer variation in interpretation of results. Reference laboratory services, including MAT, are available at several World Health Organization (WHO) Collaborating Centers for Leptospirosis around the world, including at the U.S. Centers for Disease Control and Prevention.

While a single high titer by MAT in the context of a compatible febrile illness suggests acute leptospirosis, demonstration of a fourfold or greater rise in titer between acute and convalescent sera is required to confirm the diagnosis. Patient sera may demonstrate elevated titers to more than one serovar, resulting from cross reactivity of antibodies among serovars. The serovar to which the highest antibody titer is detected is generally considered to represent the most likely infecting serogroup. Patients who have past infection with a different leptospiral serovar may demonstrate an anamnestic response, in which the initial rising antibody titer resulting from the current infection is directed toward the previously infecting serovar. Antibody titers specific to the current infecting serovar subsequently develop. Even in the absence of antibody cross reactions and paradoxical responses, MAT results correlate only moderately with definitive determination of infecting serovars by isolation in culture and identification by cross-agglutinin absorption. In practice, definitive conclusions about the infecting serogroup and serovar in individual cases require isolation of leptospires in culture. In the aggregate, MAT results may give an impression of important serogroups, and therefore animal reservoirs, in populations. Moreover, patient titers may be very high and take months or years to fall following infection. MAT is therefore currently the most useful tool for epidemiologic serosurveys.

Rapid screening serologic tests are available, most of which use enzyme-linked immunosorbent assay (ELISA) methods to detect IgM. IgM antibodies are produced and become detectable as early as day 3 of illness. IgM detection is more sensitive than MAT when employed on specimens obtained in the acute phase of illness, making these tests useful for diagnosing leptospirosis and initiating treatment when it is most likely to be effective. However, IgM antibodies may persist for many months following onset of illness, making interpretation of positive IgM assay results problematic in endemic areas, especially when single specimens are tested. Confirmation of positive results by MAT on paired sera is recommended. IgM assays have many forms, including a dot-ELISA dipstick test, and are broadly reactive and genus specific, in contrast to MAT. Polymerase chain

Note: The findings and conclusions in this chapter are those of the author and do not necessarily represent the views of the Centers for Disease Control and Prevention.
reaction (PCR) techniques have been applied to detection of leptospires, using a variety of primers and clinical specimen sources. Though currently not commonly available in clinical laboratories, in the future PCR may provide a sensitive, specific, and rapid means of detecting leptospires in clinical specimens, before the development of antileptospiral antibodies (Fig. 16-2). Other detection methods include immunohistochemical staining of tissue, and visualization by direct microscopy, though the latter is difficult and prone to both false positive and false negative readings.

The Disease

Like many other infectious diseases that are characterized as "influenza-like," the spectrum of symptoms and clinical presentations in leptospirosis is broad and nonspecific. The clinical course of infection is classically biphasic and follows a 2–20 day incubation period. The acute, leptospiremic phase lasts about one week, followed by an immune phase of up to 30 days or more that coincides with localization of leptospires in the kidneys and development of leptospiruria (Fig. 16-2). The immune phase is characterized by increased antibody production and resolution of symptoms in most cases. Localization of leptospires in tissues can result in severe multiorgan dysfunction.

Leptospirosis is categorized into anicteric and icteric forms. The great majority of infections with leptospires are anicteric, and usually subclinical or mildly symptomatic and self-limited. Symptomatic infections present with an acute febrile illness of sudden onset. Headache, myalgias, and conjunctival suffusion are generally reported in more than 50% of cases in most published series. Myalgias are often prominent and frequently affect the legs and lower back. The headache may be severe, with retro-orbital pain and photophobia. Nausea, abdominal pain, diarrhea, and arthralgias occur less frequently, reported in less than 50% of cases in most published series. In the absence of jaundice, mortality is very low.

In 5–10% of cases, more severe and sometimes rapidly fatal icteric leptospirosis develops. Acute renal failure may occur, and oliguria is associated with increased mortality. A pulmonary syndrome consisting of cough, dyspnea and hemoptysis associated with intra-alveolar hemorrhage has been increasingly recognized in both outbreaks and sporadic cases. It occurs in up to two-thirds of severe cases, and may progress to acute respiratory distress syndrome (ARDS). Cardiac involvement is probably more common than has been traditionally described. In some series, EKG abnormalities are present in up to 40% of patients in whom cardiac monitoring is performed. Arrhythmias and repolarization abnormalities are associated with poor prognosis. Severe myocarditis associated with the pulmonary syndrome resulted in a mortality rate of 54% in one series. Other manifestations of leptospirosis include abortion or fetal death during pregnancy, aseptic meningitis, cerebrovascular accident, cranial nerve palsies, and reactive arthritis. Ocular manifestations are present in the majority of cases of icteric leptospirosis, and conjunctival suffusion with scleral icterus is highly suggestive of Weil’s disease. Rarely, recurrent anterior uveitis may occur during recovery.

The differential diagnosis of leptospirosis is broad, and includes other viral, bacterial, mycotic, rickettsial, and parasitic infections of the tropics. These include dengue fever, yellow fever, viral hemorrhagic fevers, typhoid fever, disseminated histoplasmosis, louse- or tick-borne relapsing fever, malaria, and other vector-borne disease. Nonspecific signs and symptoms, a paucity of diagnostic testing options, especially in developing countries, and a low index of suspicion in temperate climates make misdiagnosis of leptospirosis common. Misdiagnosis may result in delayed administration of appropriate antibiotics and worse outcomes in individual cases, as well as to delayed recognition of and response to outbreaks.

Treatment of leptospirosis differs based on clinical presentation. While many patients with mildly symptomatic anicteric leptospirosis recover without specific antibiotic treatment, worsening symptoms or the development of jaundice may herald severe, multi-system
involvement. Doxycycline (100 mg twice daily for 7 days) was shown in one study to reduce the duration and severity of anicteric leptospirosis by an average of two days. Two randomized studies of intravenous penicillin produced conflicting results. In the first study, which included both icteric and anicteric cases, six million units per day for seven days reduced the duration of fever by half. In a second study of icteric leptospirosis cases, no difference in outcome or duration was observed between control patients and patients who received eight million units per day for five days.

No treatment trials have compared doxycycline and penicillin. Differences in response to penicillin treatment between studies may have resulted in part from the late presentation of patients with severe icteric leptospirosis, after leptospires have localized in tissues. For this reason, specific antibiotic treatment should be initiated as soon as possible in the course of illness. Treatment should be initiated based on clinical suspicion if timely diagnostic testing is unavailable or inconclusive. Severe icteric leptospirosis requires supportive care, often in an intensive care unit. Dialysis may be needed for renal failure, which can last several weeks, and cardiac monitoring, at least initially, is encouraged.

Mode of Transmission

Pathogenic leptospires have their reservoirs primarily in wild, domestic, and peridomestic mammals, referred to as maintenance hosts. Many leptospires are highly adapted to their maintenance hosts, such as icterohaemorrhagiae with rats and mice, and pomona with cattle and swine. Infection in these animals by host-adapted serovars is usually endemic and asymptomatic. Maintenance hosts typically acquire leptospirosis early in life through animal-to-animal contact, and develop chronic infection of the renal tubules with shedding of leptospires into the environment. Accidental hosts, in contrast, may develop symptomatic and sometimes severe leptospirosis without persistent renal infection and shedding. Humans are accidental hosts of leptospires, and do not contribute significantly to their transmission. Animals may be maintenance hosts for some serovars and accidental hosts for others, and geographic variations in maintenance hosts and their associated serovars are observed throughout the world. The degree to which accidental hosts are exposed to and infected with pathogenic leptospires results from multiple factors, including climate, population density, and the degree to which they interact with maintenance hosts. Understanding the prevalent serovars and their maintenance hosts is essential in understanding the local epidemiology of leptospirosis and its prevention.

Humans acquire infection with leptospires primarily through contact with the urine of leptospiuric animals. Infection may also be acquired through direct contact with infected animal tissues or body fluids. Infections may be sporadic or outbreak-associated, and can result from occupational, recreational, or avocational exposures. Occupational groups who work with animals are at increased risk of leptospirosis from direct exposure to animals or animal urine. Infection can also occur indirectly, through exposure to leptospires in urine-contaminated soil and surface water. Sewer workers, gardeners, or those who swim or raft in contaminated rivers are at increased risk of infection through indirect exposure. The route of entry is usually through breaks in the skin, though mucous membrane contact, inhalation, and perhaps prolonged immersion or ingestion can lead to infection. Infection has also occurred following animal bites, and consumption of contaminated food and water. Human-to-human and sexual transmission of leptospires has been documented, though the risk is very low.

Occurrence

Leptospirosis is found worldwide. While attempts have been made to compile leptospirosis incidence data, accurate figures on the true burden of morbidity and mortality are lacking for this often overlooked and underreported infection. It occurs with higher incidence in warmer climates, relating to increased numbers of maintenance hosts and leptospirosercine environments, and the frequency of exposure to environmental leptospires through daily living activities. Leptospirosis is more common during late summer and early fall, while infections in tropical areas tend to increase in number during rainy seasons. Urban, primarily rat-associated leptospirosis, has also been described. Large leptospirosis outbreaks have occurred following flooding or exposures of large numbers of persons to contaminated surface water sources. Outbreaks related to recreational water activities such as occur during adventure travel, are reported with increasing frequency. Historically, a male predominance has been noted, though this is likely to be a result of the association of leptospirosis with many traditionally male occupations, such as farming and mining.

More recently, cases associated with recreational exposures and among females and younger age groups are increasingly recognized.

Prevention and Control

Efforts to control and prevent leptospirosis may be divided into three broad categories based on the target of the intervention: the source or reservoir of infection, the route of transmission, or the human host. An understanding of the locally relevant serovars, animal reservoirs, and environmental conditions that promote infection is necessary to find specific means of controlling leptospirosis in endemic areas. Furthermore, careful investigation of occupational, avocational, and recreational pursuits and exposure histories may point to the likely source of infection in human cases, and therefore a potential target for intervention. Of critical importance, then, are thorough epidemiologic characterizations of incident human cases and prompt recognition of outbreaks.

Humans acquire infection primarily from animals shedding leptospires in their urine. Domestic, agricultural, feral, or nuisance animals all may serve as reservoirs for leptospirosis. In small or well-defined animal populations such as dogs or farm herds, infected animals may be treated with antibiotics to control leptospiral shedding. Animal vaccines are available and may be useful, but vaccine-induced immunity is serovar specific, requires frequent revaccination, and protects against symptomatic disease but not necessarily against infection or urinary shedding. When rodents or feral animals are known or suspected to be reservoirs, they may be trapped, poisoned, or excluded from human living spaces through fences or other engineering controls. Access of these animals to food and water sources should be limited, and strict environmental hygiene employed.

Interventions may also attempt to prevent transmission. Exposures to infected animals, tissues, or body fluids should be minimized or personal protective equipment worn when exposures are unavoidable. Contact with water sources known or suspected to be contaminated with leptospires should be avoided, but if contact is unavoidable, any open wounds present on the skin should be covered with occlusive dressings. Care should be taken to prevent submersion of the face, and washing or showering is recommended following exposure.

Finally, interventions may be aimed at the level of the human host. In endemic areas, educational campaigns may be conducted to promote awareness of the clinical manifestations and prevention of leptospirosis. Members of at-risk groups or the general public should be made aware of risk avoidance measures. Health care professionals should maintain an index of suspicion for leptospirosis, and should inquire into occupational, avocational and recreational exposures, animal contacts, and travel histories. Health care providers may consider recommending antibiotic prophylaxis for travelers to endemic areas for whom exposure to infected animals or contaminated environments is unavoidable. Two studies have suggested that doxycycline 200 mg in one dose or once weekly may prevent symptomatic infection when used during brief, high-risk exposures such as military training exercises conducted in wet environments or floods. Doxycycline 200 mg once weekly also reduced clinical illness and mortality, but not infection as determined by seroconversion or leptospiral isolation, in an endemic area.
Nontyphoidal Salmonellosis

John A. Painter • Michael Perch • Andrew C. Voetsch

Salmonellosis is a convenient etiological term to describe a variety of conditions that affect humans and many animal species. In humans, the clinical manifestations of Salmonella infection range from asymptomatic carriage to invasive illness, and infection is primarily the result of consuming contaminated foods. Except for Salmonella Typhi, which only infects humans and is the causative agent of typhoid fever, animals are the main reservoir of Salmonella. In the early twentieth century, public health interventions such as sewage treatment, drinking water chlorination, and pasteurization resulted in a dramatic decline in Salmonella Typhi infections (Fig. 16-3). Infection and illness with the nontyphoidal strains of Salmonella, increased in many areas with adequate sanitation and are now an important cause of morbidity and expense in many developed and developing countries.

Taxonomy

Bacteria of the genus Salmonella are Gram-negative bacilli that have many microbiological properties and antigens in common with other members of the family Enterobacteriaceae. There are two Salmonella species, S. enterica—which is divided into six subspecies—and S. bongori. Nearly all clinically important isolates of Salmonella are S. enterica and all named serotypes belong to S. enterica subspecies I. Thus, the species name is often dropped; for example, S. enterica serotype Enteritidis is referred to as Salmonella Enteritidis (serotype names are capitalized without italics). Individual serotypes are identified by their somatic (O) and flagellar (H) antigens. Salmonellae are grouped by O antigens (Group A, B, C1, C2, D, E1, E4, and so on). Within each O group, individual serotypes are distinguished by their H antigens. S. Enteritidis, for example, belongs to group D (O9), and is characterized by its O (9,12) and H (g, m) antigen. Unlike other enteric bacteria, Salmonella serotypes often express two antigenically different flagellae, referred to as Phase 1 and Phase 2 H antigens. An individual salmonellae cell expresses either Phase 1 or Phase 2, but not both. The format for writing a serotype formula is: Subspecies [space] O antigens [colon] Phase 1 H antigen [colon] Phase 2 H antigens. An individual Salmonella cell expresses either Phase 1 or Phase 2, but not both. The format for writing a serotype formula is: Subspecies [space] O antigens [colon] Phase 1 H antigen [colon] Phase 2 H antigen. All serotypes can be referred to by their antigenic formula but certain serotypes are referred to by name for historical reasons. S. Typhimurium, for example, belongs to subspecies I, group B(O4), has three O antigens (4, 5, 12), and two flagellar antigens (i) and (1,2); the antigenic formula is 1,4, 5, 12:i:1,2. Individual serotypes can be sub-divided for surveillance and investigative purposes using pulsed-field gel electrophoresis (PFGE), as well as by phage typing, and antibiotic resistance patterns.

Environmental Characteristics of the Bacteria

Temperatures used in routine pasteurization of milk destroy salmonellae. However, salmonellae within meat or other products may survive if cooking temperatures and time of cooking are adequate only to cook the surface of the food. Refrigeration does not destroy this bacterium and growth has been recorded at as low as 10°C (50°F). In the environment, salmonellae survive for long periods in water and soil and on or within foods.

Clinical Characteristics

The most frequent symptoms of Salmonella gastroenteritis—diarrhea, abdominal cramps, fever, headache, nausea, and vomiting—resemble those of many other causes of gastroenteritis. The bacteria invade the gut wall, particularly in the ileum, producing fever and generalized symptoms. The incubation period is most often between 12–48 hours, although longer incubation periods (over 10 days) have been documented. Many infections are asymptomatic. Following gastrointestinal infection, the median duration of enteric carriage is approximately five weeks; carriage lasts for one year or more in 1% of infected persons. Young children have longer periods of carriage than other age groups. Practice guidelines that address the diagnosis, treatment, and public health control of this and other infectious diarrheas exist.

In persons who are very old, very young, have underlying immunodeficiencies, or who receive an overwhelming dose, Salmonella can invade the bloodstream, producing a septicemic illness resembling typhoid fever, and cause infections in sites remote from the gut. Persons with human immunodeficiency virus (HIV) infections are particularly prone to bloodstream infections, which may recur after apparently adequate therapy. When salmonellae localize in extraintestinal sites, they can cause an abscess, meningitis, osteomyelitis, and other focal infections.

For severe salmonellosis, fluoroquinolones, such as ciprofloxacin, are the most effective antibiotics for adults and cephalosporins, such as ceftriaxone, are effective for children. Antimicrobials are indicated in the treatment of systemic illness; however, antimicrobial agents are not indicated for uncomplicated gastroenteritis because they do not shorten the illness and have been shown to prolong bacterial shedding. Approximately 20% of patients with laboratory-confirmed infection are hospitalized and the case fatality rate for reported infections is <1%.

Diagnosis

Laboratory diagnosis of Salmonella infection is made by culture of feces, blood, or other clinical specimens, followed by determination of biochemical reactions and by specific agglutination with polyvalent and monovalent typing sera. Although serological response may occur to the O and H antigens of the infecting Salmonella, serologic diagnosis is not useful routinely because of nonspecific cross-reaction with other agents.

Transmission

Salmonellosis is predominantly a foodborne illness. Cattle, swine, fowl, and other food animals are reservoirs for Salmonella. Infections in food animals are primarily in the intestinal tract, but occasionally involve lymph nodes. Infections in animals may be initiated when animal feed or feed supplements are contaminated with Salmonella.
Infections may be amplified when animals are moved or held before slaughter.11 Salmonella enter the human food chain on raw meat brought into the kitchen and lead to human infection if the meat is cooked only superficially or contaminates other food. Several common serotypes (Enteritidis, Typhimurium, and Heidelberg) can cause a chronic ovarian infection in hens and can invade the egg contents before the shell is formed.12 Consumption of raw and undercooked shell eggs is currently the predominant source of Salmonella Enteritidis infections.13 More recently, sporadic S. Heidelberg infections were associated with consumption of undercooked eggs.14 Although the great majority of Salmonella infections are sporadic, without an identified link to other cases, Salmonella are a common cause of outbreaks, or clusters of illness related to the same exposure. A mean of 113 foodborne outbreaks of salmonellosis was reported to the Centers for Disease Control and Prevention (CDC) each year during the period 1998–2003; 45% occurred in restaurants or delicatessens.15 Eggs, poultry, meat, and dairy products were the most commonly reported food vehicles. Outbreaks due to produce, including alfalfa sprouts, mangoes, cantaloupe, and tomatoes, increased significantly between 1973–1997.16 Outbreaks of salmonellosis typically resulted from foods of animal origin. Contamination at the source, inadequate cooking, cross-contamination, and prolonged holding at inappropriate temperatures were the usual contributing errors. Although foodhandlers may be found to be infected in the course of an investigation, this is often because they ate the contaminated foods; they are more likely to be victims than sources of the contamination.17

Antimicrobial resistant salmonellae transmitted through the food supply are an increasing public health problem. Patients infected with antimicrobial resistant Salmonella strains are more likely to have Salmonella bacteremia and are hospitalized at a greater frequency and duration compared to patients with susceptible strains.18 Two multiple-resistant strains account for 9% of all salmonellosis.19 A particular phage type of Salmonella Typhimurium called definitive type 104 (DT104) is resistant to ampicillin, chloramphenicol, streptomycin, sulfonamides, and tetracycline. It increased from <1% of S. Typhimurium in 1979–1980 to 34% in 1996 and accounted for 22% of isolates in 2003.20 In the United States, outbreaks of DT104 infections have been associated with consumption of ground beef and cheese made from raw milk.20,21 Salmonella Typhimurium DT104 has been isolated from retail ground beef, pork and chicken.22 Beginning in 1999 a S. Newport strain (Newport-MDRAmpC) emerged that was resistant to amoxicillin/clavulanic acid, cephalothin, cefoxitin, and ceftriaxone (a cephalosporin used in animals) in addition to the five antimicrobial agents to which DT104 is resistant. By 2001 Newport-MDRAmpC represented 25% of all S. Newport isolates.23 In 2002, a multistate outbreak of S. Newport-MDRAmpC infections was associated with consumption of undercooked ground beef.24 There is strong evidence that use of antimicrobial agents in food animals is responsible for the emergence of these strains, which are transmitted to humans generally through the food supply.25–28

Salmonella is also transmitted by routes other than food. Many infections are related to direct or indirect contact with animals, especially reptiles and birds. Before their distribution was banned in 1975, small pet turtles were the single most commonly identified source of salmonellosis in the United States.29 In recent years, many serotypes of Salmonella have caused illness in children exposed to pet iguanas, snakes and other reptiles.26,27 An infant in the same house with a reptile can become infected without direct contact.27 Pet baby chicks and ducklings have also been associated with salmonellosis.28,29 Direct person-to-person transmission of Salmonella can occur, although this is not common, and transmissibility varies by serotype.28,29 Waterborne transmission of Salmonella is uncommon but possible when municipal water treatment fails. Of the 416 waterborne outbreaks reported to CDC between 1991 and 2001, Salmonella was the confirmed etiology in only three (two S. Typhimurium outbreaks and one S. Bareilly outbreak) of the 173 drinking water outbreaks and none of the 243 recreational water outbreaks. Volunteer studies have suggested that a large dose (>10⁹ organisms) of Salmonella is necessary to initiate infection in most persons.30 This high dose may explain the low frequency of secondary illnesses in households where a primary case is identified. However, in some circumstances the infectious dose can be substantially smaller.20 For example, in a large outbreak of S. Enteritidis infections associated with ice cream, the infective dose was estimated to be as few as 10 organisms per 100 g of ice cream.31 The virulence of the organism, the nature of the food vehicle, and host factors, such as underlying disease and reduced gastric acidity in infants and the elderly, may increase the risk of infection with a low infectious dose. Use of antibiotics for other reasons shortly before or during exposure increases the susceptibility of the host to infection with resistant strains by reducing competitive flora and thereby lowering the infectious dose.32

Institutional Salmonellosis

Outbreaks of salmonellosis in hospital nurseries were common and severe in the decade after the Second World War, but virtually disappeared as infection control practices improved. Outbreaks of salmonellosis in hospitals and nursing homes are associated with especially high mortality.33–35 Nosocomial Salmonella transmission may be foodborne, but can also spread among patients in a ward, either by person-to-person contact or occasionally by fomites. Fomites have included dust, delivery room resuscitators, bedside tables and cribs, thermometers, waterbaths, suction tubing, and endoscopes. The vehicles identified in institutional outbreaks are most often foods. For example, an outbreak of S. Saintpaul infections in a nursery was associated with enteral feedings of formula mixed in the hospital.40 Occasionally, medicinal and pharmaceutical products of animal origin, such as carmine dye, pancreatin, pepsin, bile salts, gelatin, vitamins, extracts of various tissues, and trans fused platelets have been responsible for in institutional outbreaks. Salmonella are also common causes of outbreaks reported in institutional settings: 36% of foodborne outbreaks of known etiology that occurred in schools from 1973 through 1997 and 37% of foodborne outbreaks that occurred in prisons from 1974 through 1991 were caused by Salmonella.36,37 Because of the susceptibility of newborns, intensive care patients, children and those with immunosuppressive conditions, special precautions are warranted to prevent transmission of Salmonella in these populations.

Occurrence

Approximately 33,000 laboratory-confirmed Salmonella cases are reported annually through national surveillance.38 Similar to other foodborne pathogens, a low proportion of Salmonella cases are confirmed

Figure 16-3. Reported combined incidence of typhoid fever and nontyphoid salmonellosis in the United States from 1920 to 2003.
by a laboratory. CDC estimates that for each case reported through laboratory-based surveillance, 39 cases are undiagnosed in the community. Therefore, an estimated 1.4 million cases of salmonellosis occur in the United States each year, resulting in 15,000 hospitalizations and 400 deaths. Among foodborne illnesses due to known pathogens, Salmonella is estimated to represent 10% of total cases, 26% of hospitalizations, and 31% of deaths. Among foodborne outbreaks in the United States between 1998 and 2003, Salmonella represented 28% of outbreaks with a confirmed etiology.

The highest reported infection rates occur in infants and children up to four years of age, accounting for approximately 25% of isolates. The age-specific incidence varies considerably by serotype, perhaps because different serotypes contaminate different vehicles. The annual frequency of individual serotypes is not stable (Fig. 16-4) and may reflect changes in the vehicles of transmission, changes in surveillance, and recognized outbreaks. For example, the incidence of Salmonella Enteritidis infections rose from less than 1 case per 100,000 in the early 1980s to 3.9 cases per 100,000 in 1995 as a result of widespread infection in egg laying poultry flocks. The incidence of salmonellosis shows strong seasonality, though the specific pattern varies with the serotype, vehicle, mode of spread, and local circumstances. The reasons for seasonality may include increased warm season transmission among food or other reservoir animals, heavier contamination at slaughter plants, and greater opportunity for rapid bacterial growth should refrigeration be inadequate in the warmer months. The age-specific incidence varies considerably by serotype, perhaps because different serotypes contaminate different food vehicles.

Some Salmonella serotypes have specific reservoirs (Salmonella Dublin in cattle, Salmonella Choleraesuis in pigs, Salmonella Pullorum in poultry, and Salmonella Typhi in humans), whereas others have broad host ranges. Some serotypes are globally distributed while others are restricted to certain geographical areas, for example, Salmonella Javiana in the Southeastern region of the United States, and Salmonella Weltevreden in the South Pacific and Southeast Asia.

### Prevention
Because lapses in hygiene can occur at any point in production, control measures need to be applied at multiple points along the food chain from “farm to fork.” Milk pasteurization, and the regulation of precooked beef have reduced salmonellosis in the United States, but a better understanding of the ecology of Salmonella in animals and plants is needed to improve current prevention strategies. Studies to determine risk factors for Salmonella infection in farm animals and to characterize farms where infected herds are found would be helpful in formulating effective farm-based prevention measures. Salmonella are frequent contaminants of the feeds that farm animals themselves eat, so efforts are needed to prevent Salmonella from infecting food animals from this and other routes. Good agricultural practices, including using chlorinated water for processing and minimizing contamination from nearby animals, are necessary to reduce contamination of produce. Although not currently in widespread use, irradiation of half of meat and poultry products could reduce the total burden of salmonellosis by an estimated 300,000 cases per year.

To reduce contamination of meat and poultry products at slaughter, the United States Department of Agriculture’s Food Safety Inspection Service (USDA-FSIS) issued the Pathogen Reduction: Hazard Analysis and Critical Control Point (HACCP) systems final rule in 1996. The HACCP approach to engineering safety means addressing the likely sources of contamination and cross-contamination with strategies to reduce or eliminate them. Preliminary evidence suggests that the prevalence of Salmonella on meat and poultry products has a decrease concurrent with the implementation of these programs. For example, the prevalence of Salmonella on broiler carcasses declined from 20% in pre-HACCP baseline surveys to 11.5% in 2002. Concurrent declines in the incidence of human salmonellosis by 17% between 1996–2003 were reported in the Foodborne Diseases Active Surveillance Network (FoodNet).

The World Health Organization advocates restricting the use of antimicrobials in animal feed to reduce the frequency of antimicrobial-resistant Salmonella. The experience of several European countries demonstrates the effectiveness of controlling antimicrobial-resistant pathogens by banning the use of certain antimicrobial in animals.

In restaurants, inspecting food service areas to ensure that safe food handling procedures are well understood, refrigeration is

---

**TABLE 16-4. THE TOP 20 MOST FREQUENTLY REPORTED SALMONELLA SEROTYPES FROM HUMAN SOURCES IN THE UNITED STATES, 2003**

<table>
<thead>
<tr>
<th>Rank</th>
<th>Serotype</th>
<th>Percent Reported</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>S. Typhimurium</td>
<td>19.7</td>
</tr>
<tr>
<td>2</td>
<td>S. Enteritidis</td>
<td>14.5</td>
</tr>
<tr>
<td>3</td>
<td>S. Newport</td>
<td>11.5</td>
</tr>
<tr>
<td>4</td>
<td>S. Heidelberg</td>
<td>5.4</td>
</tr>
<tr>
<td>5</td>
<td>S. Javiana</td>
<td>4.9</td>
</tr>
<tr>
<td>6</td>
<td>S. Montevideo</td>
<td>2.5</td>
</tr>
<tr>
<td>7</td>
<td>S. Saintpaul</td>
<td>2.5</td>
</tr>
<tr>
<td>8</td>
<td>S. Muenchen</td>
<td>2.3</td>
</tr>
<tr>
<td>9</td>
<td>S. Oranienburg</td>
<td>1.6</td>
</tr>
<tr>
<td>10</td>
<td>S. Infantis</td>
<td>1.6</td>
</tr>
<tr>
<td>11</td>
<td>S. Braenderup</td>
<td>1.6</td>
</tr>
<tr>
<td>12</td>
<td>S. Agona</td>
<td>1.5</td>
</tr>
<tr>
<td>13</td>
<td>S. Thompson</td>
<td>1.5</td>
</tr>
<tr>
<td>14</td>
<td>S. 1,4,[5],12:i-</td>
<td>1.5</td>
</tr>
<tr>
<td>15</td>
<td>S. Mississippi</td>
<td>1.3</td>
</tr>
<tr>
<td>16</td>
<td>S. Typhi</td>
<td>1.1</td>
</tr>
<tr>
<td>17</td>
<td>S. Paratyphi var. L(+) tartrate+</td>
<td>1.0</td>
</tr>
<tr>
<td>18</td>
<td>S. Hadar</td>
<td>0.8</td>
</tr>
<tr>
<td>19</td>
<td>S. Bareilly</td>
<td>0.7</td>
</tr>
<tr>
<td>20</td>
<td>S. Stanley</td>
<td>0.7</td>
</tr>
</tbody>
</table>

*Typhimurium includes variant 5 (Formerly variant Copenhagen)
adequate, storage facilities are appropriate, and hand washing is frequent are critical to preventing salmonellosis outbreaks. Control of *Salmonella* in food handlers is difficult to achieve because excretion of *Salmonella* may be prolonged, and no treatment regimen has been shown to reduce carriage. Although many health departments recommend particular prevention measures, the most common measures directed at food handlers to control salmonellosis are educating them in good personal hygiene and proper food handling practices. Consumers who prepare food in their homes should be aware of basic food safety practices, such as those outlined in the *Fight Bac!* program (clean, cook, chill, separate).1

**Toxoplasmosis**

Jeffrey L. Jones • Jacob K. Frenkel

---

**INTRODUCTION**

*Toxoplasma gondii*, the etiologic agent of toxoplasmosis, is one of the most common protozoan parasites of man. *T. gondii* was described in 1908 both by Nicolle and Manceaux at the Pasteur Institute in Tunis from gondis used as laboratory animals in typhus research, and by Splethore at the Hygiene Institute in Sao Paulo, Brazil, from a laboratory rabbit. Human infection was first discovered in 1924 in the eye of an infant by Janku in Czechoslovakia. This was followed, starting in 1937, by several diagnoses in infants by Wolff, Cowan, and Paige at Colombia University in New York City. After the development of a serologic test, the dye test by Sabin and Feldman in 1948, it became clear that infections in humans and animals were found worldwide and were highly prevalent in many areas. The identification of the sexual cycle of *Toxoplasma* in cats led to its classification as a coccidian.1 Only then it became clear that the infections of gondis and rabbits were linked to cats, which at the time were kept in laboratories to catch wild rodents and laboratory animals that had escaped.

**Life Cycle and Modes of Transmission**

The three forms of the protozoan—the tachyzoite, the bradyzoite, and the sporozoite—are similar in appearance, being crescent-shaped and 4 to 8-µm long. The tachyzoites (Fig. 16-5) are the rapidly proliferating intracellular forms seen in many tissues and organs during the acute phase of infection. Bradyzoites occur in cysts (Fig. 16-6) and are formed primarily in brain, eye, heart muscle, and skeletal muscle. Bradyzoites multiply slowly and persist in tissues for many years, possibly for the lifetime of the host. The sporozoite occurs in the mature oocyst (Fig. 16-7). It is the stage resulting from the sexual reproduction phase, which takes place in the small intestine of cats. Tachyzoites and bradyzoites occur in all hosts susceptible to this infection, but oocysts occur only in felines, where they develop during the sexual phase of the enteric phase cycle.

Cats usually acquire infection by ingesting bradyzoites in fresh tissues and rarely from tachyzoites or sporulated oocysts. Kittens are more susceptible than older cats. The prepatent period of infection, that is, the time between ingestion of infective stages and the passage of oocysts in host stools, is evident from the high prevalence of seropositive individuals with no history of a diagnosed infection. The most common feature in the immunocompetent host is local or generalized lymphadenopathy. Tender cervical nodes often are accompanied by fever, sore throat, myalgia, a maculopapular rash sparing the palms and soles, abdominal pain from enlarged retroperitoneal nodes, hepatosplenomegaly, and atypical lymphocytosis suggestive of infectious mononucleosis. With rare exceptions, symptoms resolve over a period of several weeks without chemotherapy, although lymphadenopathy may persist for many months, often raising the suspicion of lymphoma, such as Hodgkin’s disease.2 Studies in laboratory animals have demonstrated the persistence of cysts in brain and skeletal muscle for long periods after the initial mild acute stage, but data on the proportion of recovered human cases with persistent cysts are not available. In a few instances the acute infection was accompanied by pneumoniitis, myocarditis, pericarditis, hepatitis, polymyositis, encephalitis, and meningoencephalitis. Whether or not these patients with illness were immunocompetent was not reported in most of these cases. It has been estimated that only 10–20% of immunocompetent individuals are symptomatic during mild acute infections. In adolescents and adults, retinchoroiditis may be the only manifestation of toxoplasmosis, and the majority of these infections are now thought to be acquired postnatally.3 The lesions, which may be unilateral or bilateral, and may be recurrent, consist of active lesions without a scar, old scars with active satellite lesions, or inactive scars.

---

*Note: The findings and conclusions in this chapter are those of the author and do not necessarily represent the views of the Centers for Disease Control and Prevention.*
Congenital toxoplasmosis can occur when a woman acquires her initial infection during pregnancy. Although the infection is usually inapparent in the woman, the lesions in the fetus show a wide degree of severity, depending on the gestational age at which transplacental transmission occurred. Although congenital transmission is less likely to occur earlier in gestation, fetal damage is usually more severe the earlier during gestation transmission occurs. Results can be (a) a spontaneous abortion of a severely damaged fetus, (b) a fully developed stillborn infant with evidence of severe lesions, (c) a live infant with classic signs, such as hydrocephalus or microcephalus, cerebral calcifications, and retinochoroiditis, (d) a premature infant who fails to thrive or in whom retinochoroiditis or other symptoms of central nervous system involvement may be found, or (e) a seemingly normal infant in whom retinochoroiditis or symptoms of central nervous system involvement develop later. Evidence suggests that if a woman becomes infected a few weeks before conception, it is unlikely that the infant will be born infected. Since physical examinations and antibody titers of infants born to women who acquired *Toxoplasma* infection during pregnancy may be inconclusive, these infants should be observed over a period of one year for the development of antibody, or the development of lesions such as retinochoroiditis or cerebral calcifications. If found, or suspected to be, infected, prompt therapy should be given in an attempt to prevent more serious injury to the brain and retina.\(^5\)

The persistence of *T. gondii* in the tissues of individuals who have recovered from a primary infection, and the high percentage of such individuals in many populations, are problematic when HIV infection is contracted. The development of immunodeficiency in these individuals may result in a recrudescence of the latent or
chronic *Toxoplasma* infection. It has been estimated that toxoplasmic encephalitis will develop in about 30% of persons with AIDS in the United States who are seropositive for *Toxoplasma*. Furthermore, individuals who acquire HIV infection and who have not been infected previously with *Toxoplasma* are more likely to develop a severe primary infection with this organism. Toxoplasmic encephalitis is life-threatening in persons with AIDS; however, with the advent of prophylactic medication and highly active antiretroviral therapy in the mid-1990s, the frequency of toxoplasmic encephalitis among persons with AIDS has been reduced in countries with good access to these medications. In some instances the CNS symptoms occur before a diagnosis of HIV infection is made, which emphasizes the need for early HIV testing and appropriate initiation of prophylactic therapy. The prognosis is poor if the patient is in a coma when first seen. Ocular lesions are less common than encephalitis in HIV-infected persons, but can lead to blindness. Involvement of other organs has also been described occasionally. Patients who receive organ transplants may acquire *T. gondii* infection from the donor organ, or they may suffer from recrudescence of their latent infection as a result of reactivation immunosuppressive therapy.

**Epidemiology**

Most *T. gondii* infections are acquired by the ingestion of tissue forms in undercooked meat or oocysts passed into the environment by felines. Cats usually cover their feces with sand or soil, thus protecting the oocysts, which measure 10 µm by 13 µm and may remain viable for up to a year or more in moist soil. An area where cats abound may be contaminated continually with infective oocysts as generations of cats inhabit the area. Where domestic water supplies are not filtered, *Toxoplasma* oocysts may contaminate drinking water.

A population-based study conducted in the United States from 1988–1994 showed that 22.5% of the population ≥12 years old, and 15% of women 15–44 years old, were infected with *T. gondii* as determined by the presence of IgG antibodies. Other serologic surveys have shown that up to 95% of various populations throughout the world have been infected with *Toxoplasma*. Such studies have shown that the percentage of seropositive individuals increases with age, indicating continued exposure throughout life. The presence of cats has also been associated with a higher percentage of seropositive individuals. Prevalence of infection is highest in hot, humid climates and lowest in dry or cold climates, as well as at high altitudes. A 10-year study in Panama showed that antibody prevalence rose from 25% at five years of age to 50% at 10 years and increased gradually, reaching 90% by 60 years of age. In a collaborative project involving 12 university medical centers located throughout the United States an analysis of antibody titers to *Toxoplasma* in 22,845 pregnant women was conducted in relation to clinical and laboratory findings in the mothers and children through seven years of age. Based on more than 900 observations considered for each mother and child, the major findings were in children and included a doubling in predicted frequency of deafness and a 60% increase in microcephaly among children born to women with antibody to *Toxoplasma*. A high antibody titer (1:256 to 512) in the mothers was associated with 30% increase in low IQ (<70) in their offspring.

**Diagnosis**

A diagnosis can be made by demonstrating the characteristic crescent-shaped zoites in CSF or tissue imprints made from patient material and stained with Giemsa (Fig. 16-5). Biopsies of bone marrow, lymph nodes, brain, placenta, and other involved tissues can be sectioned and stained with hematoxylin to identify the spherical nuclei of *Toxoplasma*. Material from patients can be inoculated into cell cultures or stained with hematoxylin to identify the spherical nuclei of *Toxoplasma*. The dye test (DT), indirect fluorescent antibody test (IFA), and enzyme immunoassays (ELISA, immunoblots) detect specific IgG, IgM, or IgA titers within several weeks of infection. IgM and IgA levels will decline to nil within 1–2 years, but IgG titers slowly decline and remain detectable at low levels for the patient’s lifetime. If acute *Toxoplasma* infection is suspected, the patient’s serum specimen should be tested for the presence of *Toxoplasma*-specific IgG and IgM antibodies. If the results are negative, the patient is probably not infected. If the IgG is positive and IgM is negative, the patient was most likely infected more than six months ago. If both IgG and IgM are positive, the results may indicate acute infection or a false-positive IgM result. In this case, the specimen should be submitted for *Toxoplasma*-specific IgG avidity status. If the IgG avidity is high, acute infection may be ruled out (depending on the specific test with the high avidity result, infection may have occurred 12 or more weeks previously). If the IgG avidity is low, recent infection is possible, but low avidity may be present for a year after infection. If the patient with low IgG avidity is pregnant, a second sample should be obtained three weeks after the first and both samples should be sent to a *Toxoplasma* reference laboratory for confirmation of results and additional testing by differential agglutination and other tests before any clinical intervention is undertaken. A toxoplasmosis reference laboratory is essential for provision of a serologic profile to assist with the diagnosis, particularly in pregnant patients.

Serologic tests are sometimes unreliable in immunosuppressed patients; tests for *Toxoplasma* DNA are available at some labs and may be useful in some patients. However, in immunosuppressed patients both positive PCR and serologic results need to be linked to the presence of active infection because of the persistence of *Toxoplasma* cysts and antibody in asymptomatic chronic latent infections. Histologic study of a tissue biopsy can often help to distinguish active from latent toxoplasmosis. In addition to the applications above, *Toxoplasma* PCR performed on amniotic fluid has been shown to be helpful in determining fetal infection following acute acquired infection in the mother.

**Treatment**

Most immunologically competent individuals recover from the acute phase of toxoplasmosis without chemotherapy. In the presence of illness, combinations of pyrimethamine with either sulfadiazine or trimethoprim-sulfamethoxazole have been shown to be effective. Where unavailable, the fixed combination of trimethoprim with sulfamethoxazole has been used. Specific inhibition of the parasite’s folate-metabolizing enzymes is the mode of action of these combinations. Frequent differential blood and platelet counts are required to check for bone marrow toxicity. Folinic acid (not folic acid) has been employed to counteract toxicity without impairing the chemotherapeutic effect. If the patient has a hypersensitivity reaction to the pyrimethamine-sulfonamide combination, most often it is to the sulfonamide component: pyrimethamine plus clindamycin can be substituted. Treatment during pregnancy, and of the newborn and infant, has been successfully carried out in immunocompetent individuals, although this treatment does not eliminate the parasite completely. Women who are acutely infected with *T. gondii* during pregnancy usually receive an amniocentesis and PCR test of amniotic fluid at ≥18 weeks gestation to determine if the infant is infected with *T. gondii*. When a pregnant woman is found to be acutely infected with toxoplasmosis, spiramycin is given prior to the amniocentesis in an effort to prevent infection of the fetus, and if the fetus is not found to be infected at the time of amniocentesis, throughout the pregnancy. In a patient with AIDS, recrudescence or a newly acquired active toxoplasmic infection generally requires chemotherapy until significant clinical improvement has been achieved. Thereafter, maintenance therapy in lower doses is necessary for the life of an AIDS patient, or as long as the patient remains immunosuppressed. Reactivation and progression of ocular or cerebral toxoplasmic lesions in AIDS patients after therapy is discontinued has been reported. Empirical treatment of suspected *Toxoplasma* encephalitis based on radiographic findings has been satisfactory, thereby avoiding a brain biopsy. Severely immunosuppressed HIV-infected
adults and adolescents who have never had an active *T. gondii* infection, but are *T. gondii* antibody seropositive, should receive primary preventive therapy with trimethoprim-sulfamethoxazole or alternative medications.10

Preventive Measures
Even though clinical toxoplasmosis is likely to be more severe in the immunosuppressed patient, the preventive measures are identical for both immunosuppressed and immunocompetent individuals (including pregnant women). Although hard freezing of meat kills most *Toxoplasma* stages, there is no assurance that an occasional organism does not survive. Meat can be safe only if it has been thoroughly heated during cooking, till the color changes and the juices are clear (160°F, 72°C). It is essential that meat is completely thawed and that the thicker cuts are sufficiently heated. Women who are seronegative to *Toxoplasma* should take precautions to avoid infection. Pregnant women in particular should not eat raw or undercooked meat. Pregnant women should be advised to wash their hands after contact with meat, soil, outdoor cats and their litter boxes, and before eating. Because some dogs have the habit of eating or rolling in cat feces, hand washing after contact with dogs should also be recommended.9 Contact with soil should be avoided by wearing gloves when one is working in the garden, and then afterwards thoroughly scrubbing one’s hands, including under the nails. Cats do not recognize property lines and a neighbor’s cats may use the yard of another, especially if the soil is well cultivated for flowers or vegetables. Children’s sandboxes should be covered when not in use. Ideally, cat box litter should be bagged daily for disposal because *T. gondii* oocysts take more than one day to sporulate and become infectious. Only cooked meat, dried food, or canned food should be fed to cats. Stray cats should be controlled. If possible, house cats should be belled to diminish their chances of catching rodents and birds, becoming infected and leaving millions of infectious oocysts in yards, flower beds, or children’s sandboxes. Transmission through blood transfusion or organ transplant should be of concern if the recipient is immunocompromised; the donor’s and recipient’s blood should be serologically tested.27

Two types of vaccines have been developed; one to potentially immunize humans, such as seronegative transplant recipients, and meat animals; and another, to vaccinate cats against oocyst shedding.28,29 Both vaccines are live and need to be kept frozen until used. In New Zealand and England, a vaccine similar to the first one is used to immunize sheep against abortion from toxoplasmosis. Efforts are underway to develop stable recombinant vaccines.

Trichinosis
Michael P. Stevens • Michael Edmond

Introduction

Trichinosis is human disease caused by infection with the nematode *Trichinella* spp, and occurs when improperly prepared meat that is contaminated with worm larvae is ingested. The disease has a worldwide distribution, being found on every continent save Antarctica and being present in numerous animal species, including mammals, reptiles, and birds.1 The prevalence of human disease globally is estimated at 11 million.2 To date, there have been eight individual species identified, as well as an additional three genetically distinct potential species that have not yet been fully classified (see Table 16-5). One of the principal differentiating characteristics between *Trichinella* species is the presence or absence of capsule formation in host tissue.1 As clinical signs and symptoms are often nonspecific, diagnosis can be difficult. Definitive diagnosis relies on serological tests and occasionally on results from muscle biopsies. Treatment often involves the use of benzimidazoles and sometimes corticosteroids.2

Life Cycle
All stages of the *Trichinella* life cycle occur within a particular host.3 Contaminated skeletal muscle is ingested and the encysted larvae are released via the action of digestive juices, and these travel to the small intestine, where they invade columnar epithelial cells. The freed larvae (L1 stage) rapidly mature into adult worms, copulate, and the adult females begin producing newborn larvae (NBL) at approximately 6–7 days following initial infection. This process can continue for up to three more weeks before expulsion of the adult worms occurs.2 The larvae gain access to the bloodstream via lymphatic channels and travel throughout the body and burrow into striated muscle. Although the NBL can transiently invade other tissues (including the retina, myocardium, brain, liver, and lungs) they can only complete their life cycle from within striated muscle cells. They continue to develop for approximately two more weeks before they achieve their infective (L1) stage. Depending on the species of *Trichinella* involved, these larvae will then encyst and are themselves infective around 17–21 days following initial infection. These larvae can remain viable for a number of years. The cycle ends when the infected muscle is eaten by another host. The body will eventually destroy the larvae and calcification occurs.1

Epidemiology
This is a worldwide disease, with species of *Trichinella* found on every continent except Antarctica.2 The two major patterns for transmission include domestic and sylvatic animal reservoirs, and a large number of animals exist that are capable of hosting this organism. Human disease is most often due to *T. spiralis*, usually from infected domestic pork. Although single-source outbreaks from infected pork play a significant role in the epidemiology of this disease,1 many outbreaks have been secondary to sylvatic species of *Trichinella*,4 including such animals as bears, foxes, dogs, walruses, wild boars, and cougars.7 Significantly, between the years of 1997 and 2001 in the United States there were 72 cases of trichinellosis reported, 31 of which were secondary to the ingestion of infected wild game.7 Herbivores such as horses, sheep and goats have been associated with disease, as well.4 Political, economic and cultural factors have significantly influenced the epidemiology of this disease. In the 1990s, political and economic turmoil led to the breakdown of infection control systems in some eastern European countries, leading to significant increases in the prevalence of *Trichinella* infection in swine.8 Additionally, infections in Italy and France have been associated with the importation of infected horse meat, and outbreaks have been associated with groups preparing traditional foods containing raw or undercooked pork, as well.4

Disease expression is highly variable and is dependent on numerous factors, including the species of *Trichinella* involved, the total number of viable larvae ingested and the age, sex, ethnicity, and immune status of the host.1 Importantly, in many cases of infection patients may...
have few or absent symptoms. Acute disease can be broken into the two distinct stages of enteral and parenteral illness. The enteral stage is characterized by nonspecific gastrointestinal symptoms with diarrhea, nausea, vomiting, and abdominal pain. Mild fever and constipation can also occur. Symptoms can begin as early as two days following initial infection and can persist for weeks. Diarrhea can be seen as far out as 3 months from initial infection. Although death is uncommon during this phase, it can occur secondary to diarrhea or enteritis.

Parenteral disease occurs with the dissemination of larvae throughout the body, and symptoms can be directly attributed to both their passage and to the immunological response to their presence. Notably, there can be an overlap between the enteral and parenteral phases of illness that can last from several days to weeks. The manifestations of clinical illness during this phase are myriad, with the key elements of disease including fever, periorbital edema and myalgia. Fever is common, with temperatures occurring up to 40°C. With severe disease fever can continue for three weeks. Symmetrical periorbital edema can occur, and edema often involves the face in its entirety. Edema of the eyelids is often seen with concurrent lacrimation, itchng and conjunctival hyperemia. Additionally, patients frequently have pain with movement of the extraocular musculature. Muscles of the neck, trunk, extremities, and less frequently the masseters can be involved. Neurologic involvement is seen in 10–24% of patients. The neurologic manifestations that occur are mostly vascular in etiology. Headaches are common, and focal signs such as tinnitus, facial nerve paralysis, and transient hemiparesis can be seen, as well. Computed tomography (CT) imaging can reveal multiple brain lesions, variously described as 3–8 mm ring-like or nodular masses that usually enhance with contrast. Additionally, some of these lesions will also show ring calcifications. However, in some cases consistent with neurotrichinellosis, brain CT has revealed no pathologic changes. Magnetic resonance imaging (MRI) has also been utilized and can reveal multifocal lesions in the white matter and cerebral cortex.

Larvae can infiltate the myocardium and myocarditis can ensue. Additionally, arrhythmias and heart failure can be seen. EKG changes can occur and usually do in the second week of infection and can persist into the third and fourth weeks of infection. Dyspnea, cough, and hoarseness are also possible, with the dyspnea sometimes related to larval infiltration into the muscles of respiration. A macular or maculopapular rash may develop, and conjunctival, subungual, and nail bed hemorrhages can be seen, as well. Additionally, thromboembolic phenomena such as pulmonary embolism, deep thrombophlebitis, and intraventricular thrombi can occur.

The stage of convalescence occurs once there are no more larvae being produced in the small intestine and the larvae embedded in the skeletal musculature have fully developed. This usually occurs at 6–8 weeks following initial infection, and is associated with clinical improvement. Importantly, patients can continue to have muscle pain as late as six months following infection. However, ultimate recovery is usually complete. The phenomenon of chronic trichinellosis, characterized by chronic pain and psychiatric symptoms, has been described, but the diagnosis is contentious.

### Diagnosis

In sporadic cases the diagnosis can be difficult to make, as the symptoms are fairly nonspecific and can be attributed to numerous other illnesses. In outbreaks, the disease is easier to identify. The ingestion of possibly contaminated meat, gastrointestinal symptoms, facial edema, myalgia, and an associated eosinophilia should heighten suspicion for disease with *Trichinella*.

Characteristic laboratory findings associated with this illness include eosinophilia, leukocytosis, elevated muscle enzymes and an increased total IgE level. Leukocytosis is commonly seen with levels as high as 18,000 cells per mm³ with an associated eosinophilia with levels as high as approximately 8/00 cells per mm³. Some degree of eosinophilia is present in nearly every patient. It is possible that eosinopenia can occur with very severe disease, and this can be a poor prognostic indicator. Additionally, eosinophilia can be absent with concurrent bacterial infections and decreases following corticosteroid administration. Creatine phosphokinase (CPK), aspartate aminotransferase (AspAT) and lactic acid dehydrogenase (LDH) levels can be elevated, reflecting skeletal muscle involvement. The total IgE level can be elevated, although this is not seen in all cases.

There are a number of serologic tests available to aid in diagnosis. The most frequently used tests for human disease detection include enzyme-linked immunosorbent assay (ELISA), indirect hemagglutination (IHA), latex agglutination, bentonite flocculation and indirect immunofluorescence assay (IFA). Of these, ELISA is the most frequently used modality and is the most sensitive. Seroconversion usually will occur between weeks 2 and 5 after initial infection, and antibodies can be positive for a year or longer. Importantly, there is no direct association between antibody levels and disease severity. Polymerase chain reaction (PCR) technology has been used to detect *Trichinella* DNA in mouse blood, and this technology has potential utility for human serologic diagnosis.

Conduction changes are often seen with electromyography (EMG) during the parenteral phase of illness, although these findings...
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**Death**

Death is an uncommon occurrence with this disease process. When it does occur, it is usually secondary to myocarditis related heart failure, pneumonitis, encephalitis, or from thromboembolic complications. Significantly, between 1997 and 2001 in the United States there were 72 reported cases of infection with \( T. albidus \), with no deaths reported.

**Prevention and Control**

Control of \( T. albidus \) at the animal reservoir level is essential in preventing human illness. This includes measures to prevent disease transmission to domestic swine. Such control practices minimize swine exposure to potentially infected rodents and prevent the use of meat scraps and animal carcasses as food sources. As well, hunters should be educated about both the appropriate processing of wild game meat and the disposal of animal remains. Although the inspection of slaughtered pork is a common practice in many developed countries, in the United States it is not mandated. The United States Department of Agriculture has put forth regulations regarding the safe processing of meat to prevent human infection with \( T. albidus \). These include specific guidelines for rendering meat safe via both heating and freezing. For example, they recommend that pork be cooked to an internal temperature of at least 52.2°C for a minimum time period of two hours, and, for sections of pork not greater than six inches in thickness, they recommend freezing at –23°C for at least 10 days. When the technology is not available to fully monitor the heating process, it is recommended that meat be cooked until it is gray throughout and individual muscle fibers can be separated from one another easily. Additionally, when it is not possible to fully monitor the freezing process it is recommended that meat should be frozen solid (at a temperature at least as low as –15°C) for 3–4 weeks, depending on the thickness of the cut of meat involved.

Clonorchiasis and Opisthorchiasis

Kenrad E. Nelson

---

Three parasitic trematodes of the family Opisthorchiidae—
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the encysted stages of the parasite are eaten, the larvae are set free in the duodenum of the final host and enter the bile ducts within a few hours after being ingested. In about four weeks, the flukes reach maturity and begin to shed eggs into the bile ducts. When the embryonated eggs are passed in the stool and reach fresh water, the life cycle of the parasite is completed. The complete life cycle, from one infected person to another, requires at least three months.

**Geographic Distribution**

The geographic distribution of endemic clonorchiasis or opisthorchiasis is determined by three factors: (a) the presence of suitable intermediate hosts, (b) the preference of the people in these areas to eat raw fish, and (c) exposure of these aquatic environments to sewage containing parasite eggs. Infections with *C. sinensis* are common in populations in Korea, China, parts of Japan and Taiwan, and among refugees from Vietnam and Cambodia. Infections with *O. viverrini* are endemic in Thailand, Laos, Cambodia, and the Philippines; *O. felineus* infections occur among populations in Siberia and other areas of Central Russia and the Ukraine. Clonorchiasis or opisthorchiasis in humans can be long-lived (up to 25 years) if left untreated. The infection affects Asians worldwide; nevertheless there is no evidence that Asian migrants have introduced the parasite into new environments, likely due to the absence of suitable intermediate hosts.

**Clinical Illness**

The flukes injure the bile ducts and produce chronic cholangitis characterized by marked hyperplasia of the cylindrical epithelium, frequently associated with numerous mitoses. Eventually, nonspecific changes caused by chronic inflammation and subsequent reinfections lead to a progressive fibrous thickening of the walls, causing partial or complete obstruction of terminal bile ducts, pressure necrosis of the surrounding parenchyma, and in severe cases, biliary cirrhosis. Development of cholangitic cirrhosis is enhanced by intermittent acute episodes of complicating bacterial cholangitis, especially from *Escherichia coli* and other gut flora, which produces abscesses that lead to chronic cholecystitis. A causal relationship between chronic clonorchiasis or opisthorchiasis and biliary tract carcinoma (cholangiocarcinoma) has been established.2,3 Approximately two-thirds of patients from northeastern Thailand having obstructive jaundice secondary to malignant disease have cholangiocarcinoma related to liver flukes.1 In contrast in persons living in Western nations, carcinoma of the head of the pancreas is by far the most frequent cause of obstructive jaundice secondary to malignant disease.

The signs and symptoms of clonorchiasis and opisthorchiasis are nonspecific. Most infected persons are asymptomatic; only about one-third of chronic infections are symptomatic. In patients who do have symptoms, gradual onset of discomfort in the upper abdomen, anorexia, indigestion, and abdominal pain or distention can occur. In the late stages obstructive jaundice, portal hypertension, ascites, and gastrointestinal bleeding can occur. Recurrent pyogenic cholangitis is the most frequent serious acute complication of clonorchiasis. These episodes can be followed by the formation of biliary stones in the gall bladder and bile ducts.1

**Diagnosis**

Diagnosis is based on recovery of the typical eggs from stool specimens. Field surveys for the eggs in the stool can be made using standard fecal examination techniques, such as the sedimentation or the modified cellophane fecal thick-smear technique (Kato-Katz technique); these are simple and reproducible methods for the detection of trematode eggs. The Kato technique also permits storage of slides for later reexamination for quality control. Sometimes, eggs may be found only in the bile or duodenal contents after intubation and aspiration. The eggs of *C. sinensis* are among the smallest produced by trematodes that are pathogenic for humans, and measure only 27 by 16 μm. They are yellow-brown and have a characteristic operculum that fits into the rim of the shell, like a lid on a sugar bowl, and a small knobbly protuberance located at the opposite pole.

Intradermal and complement-fixation tests, with purified antigens prepared from *C. sinensis* or *O. viverrini*, are helpful in establishing the diagnosis. Among the modern immunodiagnostic tests, an enzyme-linked immunosorbent assay (ELISA) gives highly predictive results. The test combines a high degree of sensitivity with specificity and is a good tool for epidemiologic investigations.6,7

**Community Patterns of Infection and Disease**

In hyperendemic areas, there is a rapid increase in the prevalence of infection from the age of 1 to about 20 years. Thereafter, the prevalence stabilizes and may fall among persons over 40 years of age. In rural areas of the Republic of Korea, along the Nak Tong river, it is not unusual to find as many as 80% of the villagers infected with *C. sinensis*. Although raw fish is eaten by both sexes, males are more often infected. This sex difference is probably related to local customs of serving raw fish with alcoholic beverages at the many social gatherings, which are attended exclusively by males.

Community studies in rural areas of China, Korea, and Indochina may yield age-specific prevalence rates close to 100%. In rural areas of northeastern Thailand and Laos the prevalence of *O. viverrini* infection can be over 80% in some populations. The disease has a pronounced focal distribution, depending on the availability and the habit of eating uncooked fish containing the metacercaria of the fluke. Spread of infection has been related to the use of aquaculture to develop sources of fish protein for consumption in areas where sanitary disposal of human waste is not available and consumption of uncooked fish is common.

Liver cancer is one of the most common malignancies in Southeast Asia. In many areas hepatocellular liver cancer, associated with chronic hepatitis B virus infection, is most common. However, in some areas the types and causes of liver cancer differ. Khon Kaen, in northeastern Thailand, has one of the world’s highest incidence rates of liver cancer.1 The high incidence of cholangiocarcinoma, which in many other populations accounts for only a minority of liver cancer cases, is particularly striking. In 1988 in Khon Kaen, 89% of liver cancers were cholangiocarcinomas. The age-standardized incidence rates for 1988 were 89.2 per 100,000 males and 35.5 per 100,000 females. In contrast, a cancer registry established in the province of Chiang Mai in northern Thailand, where the prevalence of *O. viverrini* infection is much lower, reported rates of cholangiocarcinoma of 5 per 100,000 males and 3 per 100,000 females. A retrospective study of hospital records in Khon Kaen yielded estimated annual age-standardized incidences of cholangiocarcinoma of 135.4 per 100,000 males and 43.0 per 100,000 females. Nearly all patients with diagnosed cholangiocarcinoma had heavy egg burdens of *O. viverrini* in their stools.

In the central part of the Tyumen region in Russia, where the prevalence of *O. felineus* infection was 45%, the rate of cholangiocarcinoma was 49.8 per 100,000 population.1 In contrast, in the southern part of the Tyumen region only 0.5% of the population were infected with *O. felineus*, and the average prevalence of cholangiocarcinoma was reported to be 4.4 per 100,000.1

The full public health importance of *C. sinensis* infection has not been adequately evaluated in relation to the prevalence and intensity of infection, the frequency of reinfections and the risks of developing chronic liver disease or cancer of the bile ducts. Although *C. sinensis* infections and cholangiocarcinoma have been associated, fewer studies of the public health importance of *C. sinensis* infection have been reported.

**Treatment and Control**

Praziquantel—2-((cyclohexylcarbonyl)-1,2,3,6,7,11b-hexahydro-4H-pyrazino(2,1-a) isquinolin-4-one—is the most effective drug for the treatment of human clonorchiasis or opisthorchiasis. The recommended doses are 25 mg/kg body weight of praziquantel three times daily (i.e., 75 mg/kg given in three doses on a single day).1 Mass treatment with a single dose of 40 mg/kg has been used in public health campaigns in northern Thailand.1 Cure rates as high as 90% have been reported in mass treatment campaigns. Of course,
reinfeciton with the organism can occur readily unless public health practices are instituted that change the preparation and consumption of fish and/or the disposal of contaminated fecal material in endemic areas.

Poverty, pollution, and population growth are the triad of underlying determinants that directly influence the incidence of food-borne trematode infections. Although thorough cooking of all fish in endemic areas is an effective safeguard against infection, shortage of fuel in some poor homes may mandate the consumption of uncooked fish products. Traditional dishes in Southeast Asia that contain fermented freshwater fish may promote the transmission of food-borne trematodes.

Sanitary disposal of contaminated feces using latrines is another important method of public health control of the infection. In areas where night soil is used as a fertilizer in fish ponds, treatment of the feces with a 0.7% solution of ammonium sulfate can be used to kill the miracidia in the eggs and interrupt the chain of infection. In Thailand public health efforts, which involve annual mass treatment of populations with praziquantel and distribution of cooking pots, have been successful in dramatically reducing the high prevalence of infection in some populations.1

The recent and future exponential growth of aquaculture required to meet the growing need for human food may increase the risk of infection, especially in Asian areas endemic for food-borne trematode disease.9,10 Also increased travel to endemic areas and consumption of exotic foods containing uncooked fish (e.g. sushi) from these areas poses a potential risk of human infection. Dried or pickled fish shipped from endemic areas may be sources of infection in nonendemic areas. Therefore, more effective control of these imported food products is needed.

### Cestode Infections

### Taeniasis and Cysticercosis

Kenrad E. Nelson

Taeniasis refers to an intestinal infection with the adult stage of the beef tapeworm (*Taenia saginata*) or the pork tapeworm (*Taenia solium*). Cysticercosis is the somatic infection with the larval stage of the pork tapeworm. Neurocysticercosis is central nervous system infection with *T. solium* larvae. Both beef and pork tapeworms have been known as parasites of humans since ancient times, but infection of humans by the larval stage of the pork tapeworm was not recognized until the sixteenth century.1

**Life Cycle**

Cestodes of the family Taeniidae complete their cycle in two mammalian hosts, typically a carnivore and a herbivore between which a well-defined predator-prey relationship exists.1,2 Humans are the definitive hosts for two species of *Taenia: Taenia saginata* and *Taenia solium*. The larval stages of the species occur in cattle (*T. saginata*) and in swine (*T. solium*). The larva of *T. solium* can develop in dogs and humans also. Humans contract taeniasis through the ingestion of infective cysticerci in raw or undercooked beef, pork, or dog meat.2

In the small intestine, the cysticercus inserts its scolex to attach to the mucosa and develops into the adult worm. Adult *T. saginata* can measure 4–12 m in length and can survive up to 30 years in the human intestine. Release of segments containing eggs infective for the intermediate host begins in the human intestine after 8–10 weeks for *T. saginata* and 9–13 weeks for *T. solium*. A tapeworm carrier releases between 6 and 9 proglottids daily, each containing about 50,000 fertile eggs. Humans acquire cysticercosis by ingestion of *T. solium* eggs, either from exogenous surroundings or from their own stool. Internal autoinfection, in which the eggs of *T. solium* are swept back into the stomach by reverse peristalsis, is also possible.

**Distribution**

According to recent estimates, about 45 million people worldwide are infected by *T. saginata* and about 3.5 million by *T. solium*. *Taenia saginata* is common in some regions of the former Soviet Union, Southeast Asia, Africa, and some South American countries. The highest rates of human infection have been reported in Africa among nomadic cattle herders.2,3 *T. saginata* is uncommon in North America, north of Mexico, but its prevalence seems to have increased locally in the southwestern United States. In that region, workers harboring the adult worms may contaminate sewage used in irrigation, which are the sources of infection for cattle.4,5 *T. solium* is uncommon in most developed countries, but it is relatively common in some regions of Africa, southern Asia, Mexico, and Central and South America.

**Clinical Picture**

The presence of these cestodes in the human intestine is often asymptomatic. The symptoms, when present, are vague and include abdominal pain, nausea, flatulence, diarrhea, and weight loss. Patients, especially those infected with *T. saginata*, may sense the active migration of proglottids through the anus. *T. solium* proglottids do not migrate spontaneously.

In humans, systemic infection with *T. solium* larvae causes cysticercosis. This cestode is unique in the Taeniidae family in that both stages of its life cycle can develop in a single mammalian host; but larvae in skeletal muscle do not usually develop into mature cysts and generally are not symptomatic unless present in large numbers. However, significant functional disturbances may result when cysticerci localize in tissues of the central nervous system. Neurocysticercosis can be associated with a variety of clinical symptoms. Seizures are by far the most common clinical manifestation and occur in about 80–90% of cases.6 Neurocysticercosis is the most frequent cause of adult onset epilepsy worldwide.7 Less commonly, patients can present with headache, symptoms of elevated intracranial pressure, depressed mental status (including coma), stiff neck, or focal neurologic findings. The clinical presentation depends on the location, number, and viability of the cysts as well as the host response to their presence.4,8
**Hydatid Disease (Echinococcosis)**

Pedro L. Moro • Peter M. Schantz

Hydatid disease (echinococcosis) is the infection of humans by the larval stages of taeniid cestodes of the genus *Echinococcus*. Four species of *Echinococcus* are currently recognized, of which three cause distinctive forms of disease: *Echinococcus granulosus* (cystic hydatid disease), *Echinococcus multilocularis* (alveolar hydatid disease), and *Echinococcus vogeli* (cystic hydatid disease). The fourth species, *E. oligarthus*, has only rarely (<5 cases) been identified as a cause of human disease. Diverse subpopulations of *E. granulosus*, distinguished by morphologic and biologic characteristics, have long been recognized; the taxonomic significance of these differences remain unresolved and controversial. However, recent demonstrations

---

**Diagnosis**

The diagnosis of taeniasis is based on the characteristic eggs or proglottids found in the stool. The eggs of *T. solium* and *T. saginata* are indistinguishable, but the species can be differentiated by examination of the gravid proglottids. The number of main uterine branches of *T. saginata* is 15–20, and that of *T. solium* is 7–13.

The diagnosis of cysticercosis involving the central nervous system is sometimes difficult. Cysticercosis should be considered in the differential diagnosis of epilepsy, basilar meningitis, obstructive hydrocephalus, and other neurologic disorders in patients with a history of residence or travel in regions where *T. solium* is endemic.

The cysts are sometimes seen radiologically in skull films after the death and calcification of the larvae. Imaging techniques such as computed tomographic (CT) scanning and nuclear magnetic resonance imaging (MRI) are the main diagnostic tools in neurocysticercosis.

CT is the best method for detecting the calcification associated with a previous infection. Most parenchymal cysts will appear as low-density cysts, with enhancement of the cyst wall or surrounding tissues, usually accompanied by surrounding edema. MRI is more sensitive than CT for revealing cysts in the brain parenchyma or extraparenchymal sites and in basilar cisterns.

Cysticerci localized in subcutaneous tissues or skin can form palpable nodules that are readily identified by biopsy. Rarely, patients with massive deposition of cysts in their muscle will develop muscular pseudohypertrophy.

Ophthalmic cysticercosis occurs in 1–3% of patients with cysticercosis.

Immunodiagnostic tests for cysticercosis are available. Both antibody and antigen have been detected in serum or cerebrospinal fluid by enzyme-linked immunosorbent assay (ELISA) or a combination of other immunochromatographic techniques based on ELISA. Highly purified specific antigens are required for reliable results. The enzyme-linked immunoelectrotransfer blot (EITB) method, using lentil-lectin affinity-purified glycoprotein antigens for immunodiagnosing human cysticercosis, has been reported to be nearly 100% sensitive and specific.

The test is more sensitive with serum than CSF samples. However, the sensitivity is lower in patients with only calcified lesions.

The best available diagnostic assay for intestinal taeniasis is a coproantigen ELISA, which has about 95% sensitivity and 97% specificity. In contrast, microscopy has a sensitivity of 60–70% compared to the coproantigen ELISA. Cysticercosis appears to have increased in frequency recently. However, some of this increase in prevalence may be related to more sensitive methods of diagnosis, using ELISA or EITB, coupled with neuroradiologic techniques such as CT scanning and MRI.

Since humans can acquire cysticercosis through fecal-oral contamination with *T. solium* eggs from tapeworm carriers, vegetarians and people who do not eat pork can acquire cysticercosis. In fact, neurocysticercosis has been described among members of an orthodox Jewish community due to transmission from a person from Latin American with Taeniasis.

Also, increased travel from areas of the world where *T. solium* is endemic may have increased the frequency of the disease in the United States and Europe.

**Treatment**

In treating taeniasis, good results have been obtained with niclosamide and dichlorophen, both of which cause some disintegration of the strobiolae. Niclosamide is the drug of choice for the treatment of intestinal Taeniasis, because the drug is not absorbed. Praziquantel is 100% effective against *T. saginata* and other cestodes when administered in a single dose of 10 mg/kg. Side effects of treatment are minimal in patients with taeniasis. However, praziquantel can induce an inflammatory response in some persons with neurocysticercosis when organisms degenerate.

Treatment of parenchymal neurologic cysticercosis has relied on the use of anticonvulsive drugs to control epileptiform attacks. Treatment has been advocated with praziquantel in doses of 50 mg/kg per day in three daily doses for 15 days or albendazole in doses of 15 mg/kg per day for 8 days. Some investigators recommend that corticosteroids be used routinely as an adjunct to the antiparasitic therapy. Others use steroids only in patients who develop symptoms.

Controlled trials suggested that treatment with these antiparasitic drugs is associated with only modest improvement in the rate of resolution of cysts. Disorders attributable to interference with the flow of cerebrospinal fluid due to extraparenchymal racemose cysticerci can sometimes be alleviated surgically by removing the cysts or by performing shunting procedures.

**Prevention and Control**

Requisite conditions for the infection of humans by *T. saginata* and *T. solium* are poor sanitation and consumption of beef and pork insufficiently cooked to kill the cysticerci. The use of raw sewage containing human feces to fertilize crops completes the life cycle of these organisms. The best preventive measures include maintaining strict personal hygiene and environmental sanitation, and protecting cattle and hogs from contact with human excretions. Individual infection is prevented by thorough cooking of beef and pork to 55°C or freezing at −17°C for five days or irradiating the meat.

In endemic regions, educational programs are needed to alert the public to the risks of eating inadequately cooked beef and pork. In the United States, federal meat inspection includes direct examination for the presence of cysticerci (i.e., looking for “measly” meat). However, interrupting the infection cycle in animals by good sanitation is the preferred public health approach to prevention.

---

*Note: The findings and conclusions in this chapter are those of the authors and do not necessarily represent the views of the Centers for Disease Control and Prevention.*
of consistent genetic differences has prompted calls for splitting this species. As a cause of morbidity in humans, *Echinococcus* species rank high among the helminths.

**Life Cycle**
The life cycles of *Echinococcus* species involve carnivores as final hosts and herbivores or omnivores as intermediate hosts. In their adult stage, these cestodes are small, ranging from about 2–12 mm in length, with three to six segments. They typically localize in the lower duodenum and jejunum of the final host. Embryophores containing infective embryos are expelled in large numbers in the feces of the final carnivorous host. After ingestion by the intermediate host, the embryo is released into the small intestine, which it penetrates, and soon enters the portal circulation. The site of localization and development of the embryo to the larval or hydatid stage differs with the species of *Echinococcus* and may be influenced as well by species of the intermediate host. Humans are an incidental intermediate host, since further development of these cestodes depends on ingestion of their larvae (hydatids) by a carnivore.

**Distribution and Transmission Patterns**
Cystic hydatid disease (CHD) is caused by the larval stage of *E. granulosus*. Molecular studies using mitochondrial DNA sequences have identified nine distinct genetic types (G1-9) within *E. granulosus*. These include two sheep strains (G1, G2), two bovid strains (G3, G5), a horse strain (G4), the camelid strain (G6), a caprid strain (G7), and the cervid strain (G8). A ninth genotype (G9) has been described in swine in Poland. The sheep strain (G1) is the most cosmopolitan form that is most commonly associated with human infections. The other strains appear to be genetically distinct, suggesting that the taxon *E. granulosus* is paraphyletic and may require taxonomic revision.

The “cervid,” or northern sylvatic genotype (G8), is maintained in cycles involving wolves and dogs and moose and reindeer in northern North America and Eurasia. Human infection with this strain is characterized by predominantly pulmonary localization, slower and more benign growth, and less frequent occurrence of clinical complications than reported for other forms. The presence of distinct strains of *E. granulosus* has important implications for public health. The shortened maturation time of the adult form of the parasite in the intestine of dogs suggests that the period for administering antiparasite drugs to infected dogs will have to be shortened in those areas where the G2, G5, and G6 strains occur. *E. granulosus* is prevalent in broad regions of Eurasia, in several South American countries, and in Africa. Humans become infected through association with dogs that have been fed viscera from slaughtered animals or have had access to carcasses or discarded offal of domestic ungulates in which the larvae are present. Populations at risk in the United States include Basque Americans in California, Mormons in central Utah, and Navajo and Zuni Indians in New Mexico. However, the number of autochthonous cases appears to have declined substantially in the last 30 years. Most cases are diagnosed in immigrants from endemic countries.

Alveolar hydatid disease is caused by *E. multilocularis*, which has an extensive geographical range in the northern hemisphere. The natural cycle involves foxes and small rodents as final and intermediate hosts, respectively. *E. multilocularis* is endemic in the central part of Europe, parts of the near East, Russia, and the central Asian Republics, China, northern Japan and Alaska. Recent surveys in central Europe have extended the known distribution of *E. multilocularis* from four countries at the end of the 1980s to 11 countries in 1999, although the annual incidence of disease in humans remains low. There is evidence of parasites spreading from endemic to previously nonendemic areas in North America and north Island, Hokkaido, Japan, due principally to the movement or relocation of foxes. In North America, the parasite has been recorded in two distinct geographic regions: the north Tundra zone (western Alaska) and central North America. Despite the presence of infected definitive and intermediate hosts in 12 of the states in central North America, only one human case of alveolar echinococcosis (AE) has been described in Minnesota.

China is a newly recognized focus of AE in Asia. *E. multilocularis* occurs in three areas: Northeastern China including Inner Mongolia Autonomous Region and Helongjiang Province; Central China including Gansu Province, Ningxia Hui Autonomous Region, Sichuan Province, Qinghai Province and Tibet Autonomous Region; Northwestern China including Xingjiang Uygur Autonomous Region. The highest prevalence of AE in the world was found in Qinghai Province with 800 per 100,000 inhabitants. The infection of humans by the larval *E. multilocularis* is often the result of association with dogs and perhaps cats that have eaten infected rodents. Villages within the zone of Tundra may constitute hyperendemic foci because of the interaction between dogs and wild rodents that live as commensals in and around dwellings. In central Europe, rodents inhabiting cultivated fields and gardens become infected by ingesting embryophores expelled by foxes and, in turn, may be a source of infection for dogs and cats. A recent case-control study demonstrated a higher risk of alveolar hydatidosis among individuals who owned dogs that killed game, dogs that roamed outdoors unattended, individuals who were farmers, and individuals who owned cats. In rural regions of central North America, the cycle involves foxes and rodents of the genera *Peromyscus* and *Microtus*. Keeping uncontrolled dogs and cats in these regions may be hazardous.

**Clinical Picture**
Cystic Hydatid Disease. In humans, hydatid cysts of *E. granulosus* are slowly enlarging masses comparable to benign neoplasms; most human infections remain asymptomatic. Hydatid cysts are frequently observed as incidental findings at autopsy at rates much higher than the reported local morbidity rates. The clinical manifestations are variable and are determined by the site, size, and condition of the cysts. Hydatid cysts in the liver and the lungs together account for 90% of affected localizations. The average liver-to-lung infection ratio varies from 2:1:1 in clinical cases to 6:1:1 in asymptomatic individuals with hydatid disease. The chronic signs of hepatic cystic echinococcosis include hepaticomegaly with or without the presence of a mass in the upper right quadrant. Obstructive jaundice accompanied by symptoms such as mild epigastric pain, indigestion, and nausea may occur occasionally. Cysts may also become secondarily infected with bacteria and manifest as an abscess. Features of lung involvement include coughing, hemoptysis, dyspnea, and fever. In about 10% of cases the cysts occur in organs other than the lungs and liver. Other known complications include anaphylaxis, secondary spread following rupture, pathological fracture of bones and formation of hepatopulmonary fistulae. The northern form (G7 genotype) causes a milder form of the disease with smaller lung cysts.

Alveolar Hydatid Disease. The embryo of *E. multilocularis* seems to localize invariably in the liver of the intermediate host. Development of the larval *E. multilocularis* is inhibited in humans, so that it persists indefinitely in the proliferative phase. As a result, the hepatic parenchyma is gradually invaded and replaced by fibrous tissue in which great numbers of vesicles, many microscopic, are embedded. Proliferation continues peripherally, with the result that the entire hepatic lobe may be replaced over a period of years. As the lesion enlarges, it usually undergoes degenerative changes that lead to central necrosis, often with liquefaction, and abscesses with a volume of several liters may be produced. Uneven calcification of necrotic tissues is typical in lesions of long standing. Hepatomegaly
is characteristic and maybe extreme. The disease takes a chronic course, with deterioration of health often occurring around middle age. Patients eventually succumb to hepatic failure, invasion of contiguous structures, or, less frequently, metastases to the brain. However, instances of spontaneous death of the cyst during its early stage of development have been reported in people with asymptomatic infection.19

Polycystic Hydatid Disease. In human cases, hepatomegaly or tumortlike masses in the liver have been typical findings. Proliferation of vesicles may lead to destruction of much of the liver, and involvement of adjacent structures by extension does not appear to be unusual. The prognosis in polycystic hydatid disease is poor. The known cases have been described by D’Alessandro and associates.14

Diagnosis. The presence of a cystlike mass in liver or lungs of a person with a history of exposure to sheepdogs in areas in which E. granulosus is endemic supports the diagnosis of cystic hydatid disease.16 However, echinococcal cysts must be differentiated from benign cysts, cavitary tuberculosis, mycoses, abscesses, and benign or malignant neoplasms. A noninvasive confirmation of the diagnosis can usually be accomplished with the combined use of radiologic imaging and immunodiagnostic techniques. Chest roentgenography permits the detection of echinococcal cysts in the lungs; this is the most common means of diagnosis of the northern form that most commonly localizes in the lungs. In other sites, calcification is necessary for roentgenographic visualization by x-ray. Computerized axial tomography (CT), magnetic resonance, and ultrasound imaging are useful for diagnosing deep-seated lesions in the liver and other organs and are further useful for defining the extent and condition of avascular fluid-filled cyst(s). The CT image of E. granulosus larval cysts typically shows sharply contoured cysts (sometimes with internal daughter cysts) and marginal calcifications.20 Portable ultrasonography machines have been applied for field surveys with excellent results.21,22

Serologic tests are useful to confirm presumptive radiologic diagnoses, although some patients with cystic echinococcosis (CE) do not develop a detectable immune response.18 Hepatic cysts are more likely to elicit an immune response than pulmonary cysts; however, it appears that, regardless of location, the sensitivity of serologic tests is inversely related to the degree of sequestration of the echinococcal antigens inside cysts. Enzyme-linked immunosorbent assay (ELISA) or the indirect hemagglutination test are highly sensitive procedures for the initial screening of sera; specific confirmation of reactivity can be obtained by immunodiffusion (arc 5) procedures or immunoblot assays (8/12 kD band).23 Eosinophilia is present in fewer than 25% of infected persons.

In seronegative patients, a presumptive diagnosis may be confirmed by demonstrating protoscoleces or hydatid membranes in the liquid obtained by percutaneous aspiration of the cyst. Although previously considered taboo because of the potential for anaphylaxis or dissemination of protoscoleces, with certain precautions percutaneous aspiration for purposes of diagnosis or treatment is now standard procedure. Ultrasonic guidance of the puncture, antihelminthic coverage, and anticipation of the possible need to treat an allergic reaction now minimize risks.24 Protoscoleces can sometimes be demonstrated in sputum or bronchial washings; identification of hooklets is facilitated by acid-fast stains.

Diagnosis of AE may be difficult, particularly in regions where its possible occurrence is not known to clinicians and pathologists, as in central North America; the disease is typically seen in persons of advanced age in whom it closely mimics hepatic carcinoma or cirrhosis. Plain roentgenography shows hepatomegaly and characteristic scattered areas of radiolucency outlined by calcified rings 2–4 mm in diameter. The usual CT image of E. multilocularis infection is that of indistinct solid tumors with central necrotic areas and perinecrotic plaque-like calcifications.25 Serologic tests are usually positive at high titers; highly specific antigens have been identified and synthesized that, when used in serologic assays, are highly sensitive and specific for diagnosis of AE and can distinguish this infection from CE (E. granulosus) and other forms of echinococcosis.26 Needle biopsy of the liver may confirm the diagnosis if larval elements are demonstrated. Exploratory laparotomy is often done for diagnosis and delineation of the size and extent of the invasion. Polycystic echinococcosis has characteristics intermediate between those of the cystic and alveolar forms.14 The relatively large cysts are filled with liquid and contain brood capsules with numerous protoscoleces. The primary localization is the liver, but cysts may spread to contiguous sites or occur in other primary localizations. Immunodiagnostic and other techniques useful for diagnosing cystic or alveolar hydatid disease are also of value in diagnosing polycystic hydatid disease. The hydatid cysts of E. vogeli can be differentiated from those of other species based on differences in the dimensions of the hooks of the protoscoleces.18

Treatment. Until recently, surgery was the only option for treatment of hydatid cysts; however, in the past 15 years chemotherapy has been introduced and evaluated and, more recently, combinations of cyst puncture, aspiration, and drainage, with or without injection of chemicals—called percutaneous aspiration, injection, reaspiration (PAIR)—have been evaluated and, increasingly, are seen to supplement or even replace surgery as the preferred treatment.27 Surgery remains the preferred treatment when cysts are large (>10 cm diameter), secondarily infected, or located in certain organs, that is, the brain or heart. The aim of surgery is total removal of the cyst while avoiding the adverse consequences of spilling its contents. Percytectomy is the usual procedure, but simple drainage, capitolmage, marsupialization, and resection of the involved organ may be used, depending on the location and condition of the cyst(s). At times, surgery may be impossible because of the patient’s general condition and the extent and location of the cysts. Under such conditions, treatment with benzimidazole drugs may be tried; approximately one-third of patients treated with benzimidazole drugs have been cured of their disease (e.g., complete and permanent disappearance of cysts), and an even higher proportion have responded with significant regression of cyst size and alleviation of symptoms.28,29 Both albendazole (10–15 mg per kg body weight per day) and mebendazole (40–50 mg/kg) have demonstrated efficacy; however, albendazole, because of its superior pharmacokinetic profile which favors intestinal absorption and penetration into the cyst(s), is slightly more efficacious. Similar adverse reactions (neutropenia, liver toxicity, alopecia, and others), reversible upon cessation of treatment, have been noted in most patients treated with both drugs. A minimum of treatment is three months. The long-term prognosis in individual patients is difficult to predict; therefore, prolonged follow-up with ultrasound or other imaging procedures is needed to determine the eventual outcome. The combination of praziquantel and albendazole has been used successfully in the treatment of hydatid disease.30–32 Praziquantel used at 50 mg/kg in different regimens (once daily, once weekly, or once every two weeks) in combination with albendazole produced very effective and rapid results compared with albendazole therapy alone. Further research is needed to determine the optimum dosage and length for this form of therapy. A third option for the treatment of echinococcosis cysts in the liver is PAIR which is based on percutaneous puncture using ultrasound guidance; aspiration of cyst fluid; injection of protoscolicidal substances (20% sodium chloride or 95% ethanol) for at least 15 minutes; and reaspiration of the cyst fluid content. PAIR is indicated for univescular hepatic cysts of >5 cm in diameter, for cysts with daughter cysts, for cysts with detached membranes, and for multiple cysts if accessible to puncture.33 PAIR is contraindicated for inaccessible or superficially located liver cysts and lung cysts. It is also contraindicated for homogeneous-like cysts; and cysts with calcified lesions, inactive cysts or calcified lesions; and cysts communicating with the biliary tree. To avoid sclerosing cholangitis cysts should be inspected for bilirubin prior to injection of protoscolicidal substances. Presence of bile indicates direct communication between cyst contents and biliary ducts. Concomitant drug treatment should be provided in the form of benzimidazoles before the procedure and should last for one month.
(albendazole) or three months (mebendazole) after the procedure. Risks include those associated with any puncture; anaphylactic shock or allergic reactions caused by leakage of cyst fluid; and secondary echinococcosis due to spillage.

Favorable results have been reported from more than 2000 PAIR interventions. A meta-analysis comparing the clinical outcomes for 769 patients with hepatic cystic echinococcosis treated with PAIR plus albendazole or mebendazole with 952 era-matched historical control subjects undergoing surgical intervention found greater clinical and parasitological efficacy, lower rates of morbidity and mortality and disease recurrence, and shorter hospital stays than surgical treatment. A policy of conservative management has been adopted generally in the treatment of infections by the relatively benign northern form of E. granulosus, and surgical intervention is considered only in cases of uncertain diagnosis (i.e., possible neoplasms) or in rare cases of symptomatic disease. Until recently, surgery has offered the only possibility for treatment of AE. The usual procedure has involved removal of the lesion with the entire affected hepatic lobe. Cases of advanced disease and those involving multiple lesions often are inoperable. With or without surgery, alveolar hydatid disease has a very high mortality rate. With metastases to the brain, death occurs within a few months after onset of neurologic disorders. Long-term treatment with mebendazole (50 mg/kg per day) or albendazole (10 mg/kg) inhibits growth of larval E. multilocularis, reduces metastasis, and enhances both the quality and length of survival; prolonged therapy may eventually be lethal in some patients. Liver transplantation has been employed successfully on otherwise terminal cases. In a Swiss study, therapy for nonresectable AE with mebendazole and albendazole resulted in an increased 10-year survival rate of approximately 80% (versus 29% in untreated controls) and a 16- to 20-year survival rate of approximately 70% (versus 0% in historical controls). The long-term efficacy of treatment of polycystic echinococcosis is limited. Because the lesions are so extensive, surgical resection may be difficult and usually incomplete. A combination of surgery with albendazole is most likely to be successful.

Prevention and Control. Infection of humans by larval cestodes of the genus Echinococcus is contingent on ingestion of eggs distributed in the feces of dogs and perhaps other carnivores that harbor the adult worms. Control of hydatid disease in humans depends on the means to prevent or to eliminate infection of dogs. These objectives, so simple in concept, generally have been unattainable and will probably remain so in many regions because of human attitudes and other factors that defy change. Little effort has been made to control the northern form of E. granulosus, in part because of the benign nature of the infection and perhaps also because the disease affects mainly scattered indigenous peoples. The significant decrease in incidence observed in recent years in Alaskan Eskimos and Indians has been attributable mainly to replacement of dogs by mechanized vehicles for winter travel. Some advantage, however, is being lost with the growing tendency of these people to adopt the European practice of keeping dogs as pets.

Few countries have shown significant accomplishment in attempts to control E. granulosus in life cycles involving synanthropic animal hosts. In most regions where hydatid disease is a serious medical and economic problem, the combination of uncontrolled slaughter, indiscriminate disposal of carcasses and offal, and an abundance of free-ranging dogs provides near-optimal conditions for the completion of the life cycle of this cestode. Large-scale programs of control have had noteworthy success only in Iceland, New Zealand, Australia, Tasmania, and Cyprus, which have in common the features of insularity, literate populations, satisfactory economies, and effective political organizations. In these countries, the programs have been based on public education combined with strict regulations directed particularly toward control of dogs. Near complete control of E. granulosus in the Greek-controlled area of Cyprus was accomplished during the period between 1971 and 1975 through elimination of excess dogs, destruction of all dogs found to be infected, and regulation of slaughter. Development of the effective echinococcicidal drug, praziquantel, permitted the use of an anthelmintic in conjunction with other measures for the control of hydatid disease. The mass treatment of dogs and strict control of slaughter is effective under some conditions but of little value where early reinfection is probable. A promising advance has been the development of a recombinant vaccine (EG95) which seems to confer 96–98% protection against challenge infection. Recent trials in Australia and Argentina using EG95 have reported that 86% of vaccinated sheep were completely free of viable hydatid cysts when examined one year after immunization. Vaccination reduced the number of viable cysts by 99.3%. Further research is needed to assess the cost-benefit of this intervention as part of control programs.

Control of E. multilocularis presents a difficult problem of potentially increasing importance. Measures for control of the cestode have involved anthelmintic treatment of dogs and destruction of stray animals. In Alaska, the general reduction of numbers of dogs and improvements in housing probably have had some effect on the prevalence of E. multilocularis. The implications of the spread of E. multilocularis in central North America are not now predictable. In some endemic areas in Central Europe, mass treatments of red foxes with baits containing praziquantel have demonstrated a significant reduction in the prevalence of E. multilocularis in the fox population. However other studies suggest this form of treatment may be too difficult and costly. Since the control of this cestode in its natural hosts does not appear to be possible, preventive measures must be directed toward domestic carnivores. In endemic areas, strict controls on the movement of pet dogs and cats as pets is necessary to prevent ingestion of infected rodents. Regular anthelmintic treatment of such animals might be practicable under some conditions.
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Opportunistic Fungal Infections

Michael A. Pfaller

Fungal infections, or mycoses, may be broken into two broad categories: (a) endemic and (b) opportunistic. The endemic mycoses are those in which susceptibility to the infection is acquired by living in a geographic area constituting the natural habitat of the particular fungus. The most commonly encountered endemic mycoses in North America are due to Histoplasma capsulatum, Coccioides immitis, Blastomyces dermatitidis, and Sporothrix schenckii. Infection due to these agents is usually acquired by inhalation of conidia from an environmental source. Although infections with these fungal pathogens are clearly important, a more pressing problem now is that of the opportunistic mycoses, which carry a particularly high mortality and appear to be increasing significantly.

The opportunistic mycoses occur primarily in immunocompromised patients, particularly those with malignancies and acquired immunodeficiency syndrome (AIDS) and after major surgery, severe burn injury, blood and marrow (BMT) and solid organ (SOT) transplantation. Contributing factors include exposure to broad-spectrum antibacterial agents, adrenal corticosteroids, and cytotoxic chemotherapeutic agents and prolonged use of indwelling catheters. The most important agents of the opportunistic mycoses are Candida spp., Cryptococcus neoformans, Aspergillus spp., and the Zygomyces.

The prevention, diagnosis, and therapy of opportunistic mycoses remain extremely difficult. Increased recognition of the importance of these infections has spurred efforts to develop new diagnostic and therapeutic approaches, as well as expand our knowledge of the epidemiology and pathogenesis of the mycoses.

CANDIDIASIS

Clinical and Epidemiologic Features

Candida species are commonly found as part of the endogenous microbial flora of the oropharynx, gastrointestinal tract, and vagina of a variable proportion of normal persons. Although Candida albicans remains the most common cause of local and disseminated infection, there has been an increase in infections caused by Candida tropicalis, Candida parapsilosis, Candida krusei, Candida glabrata, and Candida lusitaniae among others.

The clinical manifestations of candidiasis include local mucocutaneous infection and hematogenously disseminated candidiasis. Local mucocutaneous candidiasis is most commonly caused by C. albicans and may involve the oropharynx (thrush) and the entire gastrointestinal tract, including the esophagus, stomach, and large and small bowel. Genitourinary tract involvement includes cystitis and vulvovaginal candidiasis. Superficial infections of the skin are less common but may involve the axillae, groin, inframammary folds, perianal region, and other warm moist areas, particularly following antimicrobial therapy. Although vulvovaginitis commonly occurs in otherwise normal, healthy women, mucocutaneous candidiasis most commonly occurs in immunocompromised patients: neonates, the elderly, patients with AIDS, and patients hospitalized with various malignancies and following organ transplantation and major surgery. Prolonged exposure to multiple broad-spectrum antibiotics may promote mucosal overgrowth of Candida spp. and thus predispose these patients to superficial candidiasis.

Chronic mucocutaneous candidiasis is a rare syndrome associated with defects in T cell-mediated immunity. These patients have persistent superficial Candida infection of skin, scalp, nails, and mucous membranes. Disease onset may begin at any age and may be associated with various endocrinopathies (diabetes mellitus, hypoparathyroidism, hypothyroidism, or hypoadrenalism), and the clinical manifestations may be limited or quite extensive.

Hematogenously disseminated candidiasis is a serious infection of hospitalized and immunocompromised patients that has increased markedly over the past 10–15 years. Candidemia and disseminated candidiasis occur most commonly in hospitalized patients with neutropenia, malignancies, and following major surgical procedures. Disseminated candidiasis is also a frequent, serious problem in infants hospitalized in neonatal intensive care units. Hematogenously disseminated candidiasis is generally thought to originate from an endogenous, usually gastrointestinal, source and is most commonly caused by C. albicans followed by C. glabrata, C. tropicalis, C. parapsilosis, and C. krusei. Infection of peripheral and central venous catheters may result from endogenous or exogenous contamination of the catheter surface. The infected catheter may serve as a nidus for subsequent hematogenous dissemination. The clinical manifestations of hematogenously disseminated candidiasis are nonspecific, and infection may present with candidemia or focal involvement of specific “target organs” such as skin, liver, lung, bone, eye, or central nervous system.

Crude mortality rates reported for patients with candidemia and disseminated candidiasis have been as high as 90%; however, because these infections occur in patients with serious underlying disease, the actual contribution of the infection to the death of the patients has been difficult to estimate. Case-control studies have estimated the mortality directly attributable to nosocomial candidemia to range from 10–49%. These estimates of attributable mortality are comparable to data reported for primary aerobic gram-negative bacteria and are generally higher than the 13.6% reported for nosocomial bloodstream infections due to another opportunistic pathogen, Staphylococcus epidermidis.

The identification of risk factors for disseminated candidiasis has been difficult because of the complex nature of the patients at risk for these infections. Significant independent risk factors for disseminated candidiasis identified by multivariate analysis include prior colonization by Candida spp., central catheterization (including Hickman catheters), neutropenia, hemodialysis, and chemotherapy for hematologic malignancies. These factors may be important in
the development of serious candidal infection independent of the underlying disease state or other confounding factors and should serve as the focus for future studies concerning methods of prevention, diagnosis, and therapy.

Microbiology
Candida organisms are small (4–6 μm), oval, thin-walled cells that reproduce by budding and may also form pseudohyphae and hyphae in tissue. Although over 80 species of Candida have been identified, only a few have been isolated from humans, including C. albicans, C. tropicalis, C. glabrata, C. parapsilosis, C. krusei, Candida guilliermondii, Candida rugosa, and C. lusitaniae. Candida species grow well on most laboratory media and appear as white, creamy colonies and may be smooth, wrinkled, or fuzzy in appearance. Blastospores (yeasts), hyphae, or pseudohyphae may be seen directly in Gram-stained (gram-positive) or Calcofluor-KOH (potassium hydroxide)-treated preparations of clinical material. Special stains, such as the Gomori methenamine silver stain, may be used to visualize the organisms in tissue sections. Identification of Candida isolates to species level is accomplished by employing a series of biochemical and physiological tests. A number of prepackaged identification kits are commercially available that allow species identification within 48–72 hours. The germ tube test is a simple and rapid means of presumptively identifying isolates of C. albicans. This test takes advantage of the fact that most C. albicans, but not other species of Candida, will form germ tubes (hyphal evaginations) within 2 hours in the presence of serum.

Diagnosis
One of the major problems in the prevention and therapy of candidiasis in hospitalized patients is the difficulty in diagnosing infection versus colonization in these frequently complex patients. The clinical signs and symptoms associated with both local and disseminated candidiasis are nonspecific and are generally not helpful in distinguishing bacterial from candidal infection. The most common clinical presentation of superficial candidiasis is that of white or gray pseudomembranous plaques overlying the mucosal surface. Removal of the plaques reveals a red, painful base with ulcerations and necrosis. Oropharyngeal and esophageal involvement may be quite painful with considerable dysphagia and pain on swallowing. Vaginal and cutaneous involvement may be both painful and pruritic. Two major clues to diagnosis of hematogenously disseminated candidiasis are the presence of endophthalmitis and macronodular skin lesions. Candida endophthalmitis is marked by single or multiple raised, white, fluffy chorioretinal lesions, with or without an overlying vitreous haze. The lesions are usually in the macular area and are easily detected by ophthalmoscopic examination. Unfortunately they are rarely observed in neutropenic patients. In addition to endophthalmitis and macronodular skin lesions, several additional clinical presentations of disseminated candidiasis have been described in recent years, including suppurrative thrombophlebitis, hepatitis, purpura fulminans, and bullous dermatitis, epiglottitis, and osteomyelitis.1–3,8

Therapy
Deeply invasive infection such as severe esophagitis and disseminated candidiasis requires systemic therapy with one of several agents including amphotericin B, fluconazole, voriconazole, and caspofungin.16 Prompt removal of potentially contaminated devices such as intravenous catheters is important. The addition of 5-fluorocytosine may provide synergistic candididical activity; however, improved clinical efficacy has not been proved in properly designed clinical trials. Currently amphotericin B, fluconazole, and caspofungin are all considered acceptable alternatives for the primary treatment of invasive candidiasis.16 Voriconazole has recently been approved for the treatment of candidemia in non-neutropenic patients.16 Topical antifungal agents such as nystatin, clotrimazole, or miconazole may be useful in the treatment of superficial mucocutaneous infections. Oral therapy with fluconazole has proved extremely useful in the treatment of oral candidiasis in AIDS patients and other immunocompromised individuals. Prophylaxis with fluconazole has been shown to be efficacious in preventing invasive candidiasis in BMT patients and in liver transplant recipients.16 Its role as prophylaxis in other patient populations is not well defined.16

CRYPTOCOCCOSIS

Clinical and Epidemiologic Features
Cryptococcosis is a systemic mycosis caused by the encapsulated, basidiomycete, yeast-like fungus, C. neoformans. The fungus is worldwide in distribution and is found as a ubiquitous saprophyte of soil, especially that enriched with pigeon droppings.17 At least four serotypes of C. neoformans have been identified: A, B, C, and D. Serotype A has recently been classified as C. neoformans variety grubii and serotype D is classified as C. neoformans var. neoformans.18 Serotypes B and C are classified as C. neoformans var. gattii. C. neoformans serotypes A and D are common worldwide and may be recovered in large numbers from environmental sources contaminated with the droppings of pigeons and other birds. Serotypes B and C (var. gattii) are found in tropical and subtropical regions in association with Eucalyptus trees; however, recently an endemic focus of var. gattii has been identified in Vancouver Island, British Columbia.19–21

Cryptococcosis is usually acquired by inhaling aerosolized cells of C. neoformans from the environment. Subsequent dissemination from the lungs, usually to the central nervous system (CNS), produces clinical disease in susceptible individuals. Primary cutaneous cryptococcosis may occur rarely following transcutaneous inoculation. Cryptococcosis, particularly meningitis, commonly occurs in patients with underlying immunodeficiency; however, both local and disseminated infections are observed in patients with no known immunologic defect.21–24 Immunosuppressed patients at particular risk for cryptococcal infection include those with lymphoreticular malignancies or sarcoid and those receiving corticosteroid therapy, organ transplants, or immunosuppressive therapy. The most common immunologic defect in patients with disseminated cryptococcosis is a defect in cell-mediated immunity. The importance of cell-mediated immunity as a host defense mechanism is underscored by the fact that cryptococcosis is a major opportunistic pathogen of patients with AIDS.16 Those individuals with CD4 + lymphocyte counts of less than 100 per cubic mm are at higher risk for CNS and disseminated cryptococcosis. The incidence of cryptococcosis seems to have peaked in the United States; however, it remains a significant problem in other parts of the world.
States in the early 1990s (65.5 infections per million per year) and has progressively declined since due to the widespread use of fluconazole and the successful treatment of the HIV infection with new antiretroviral drugs. Cryptococcosis may present as a pneumonic process or, more often, as a CNS infection secondary to hematogenous and lymphatic spread from a primary pulmonary focus. A more widely disseminated form of the infection may also occur with cutaneous, mucocutaneous, osseous, and visceral involvement.

Pulmonary cryptococcosis is variable in presentation ranging from an asymptomatic process to a more fulminant bilateral pneumonia. Nodular infiltrates, usually without cavitation, may be either unilateral or bilateral becoming more diffuse in severe infections.

C. neoformans is highly neurotropic and the most common form of the disease is cerebromeningeal. The course of the disease is variable and may be quite chronic; however, it is inevitably fatal if untreated. Both meninges and the underlying brain tissue are involved and the presentation clinically is that of fever, headache, meningeismus, visual disturbances, altered mental status, and seizures. The clinical picture is highly dependent upon the patient’s immune status and tends to be more severe in AIDS patients and other severely compromised patients treated with steroids or other immunosuppressive agents.

Although both C. neoformans var. neoformans (and var. grubii) and var. gattii can cause meningoencephalitis, var. neoformans (and var. grubii) causes infection primarily in immunocompromised patients (e.g. AIDS), whereas var. gattii infections tend to occur in normal healthy hosts. Worse prognosis is usually associated with var. gattii. When compared with var. neoformans; infections caused by var. gattii are associated with cerebral or pulmonary cryptococonas, papilledema, and high serum/CSF antigen titers.

Microbiology
C. neoformans is a ubiquitous encapsulated soil yeast that reproduces asexually by budding. The perfect or sexual stage of C. neoformans can be produced by mating the fungus in vitro; however, the role of this stage in infectivity and pathogenesis is unknown. The yeast cell may vary from 4–20 µm in diameter and is surrounded by a polysaccharide capsule ranging from 1–30 µm. The narrow-based buds are usually single. The capsule may be visualized indirectly by the India ink or nigrosin technique and more specifically in clinical material with mucicarmine, which stains capsular mucopolysaccharide. In tissue, cryptococci stain poorly with hematoxylin and eosin but well with methenamine silver and periodic acid-Schiff. C. neoformans grows well on most bacterial and fungal media used in the routine clinical microbiology laboratory. A rapid presumptive identification of an encapsulated yeast as C. neoformans may be accomplished by demonstration of urease and phenoloxidase enzyme activity. C. neoformans is strongly urease positive and possesses a membrane-bound phenoloxidase enzyme that converts phenolic compounds to melanin. Phenoloxidase activity is readily demonstrable on media such as birdseed agar or caffeic acid agar, which contains 3,4-dihydroxyphenylic acid. Oxidation of the O-diphenol in medium produces dark colonies suggestive of C. neoformans. Confirmatory identification is accomplished by employing standard biochemical and physiological tests. Standard laboratory tests do not differentiate among the different serotypes. Media have been proposed for separating serotypes A and D from B and C but are not available commercially.

Diagnosis
The clinical presentation of pulmonary cryptococcosis may mimic a number of acute and chronic infectious processes as well as malignancies. Signs and symptoms include fever, malaise, pleuritic pain, cough, scanty sputum, and hemoptysis. Chest roentgenograms may reveal lobar infiltrates, single or multiple nodules, or tumor-like masses. Sputum cultures are positive in only 20% of cases, and the diagnosis is frequently made at thoracotomy for suspected malignancy. Patients with pulmonary cryptococcosis should be thoroughly evaluated for systemic infection, with cultures of blood, urine, and cerebrospinal fluid (CSF).

Central nervous system cryptococcosis may present as either meningitis (most common), encephalitis, or a more focal process suggestive of malignancy. Signs and symptoms in patients without AIDS include fever, headache, mental status changes, ocular symptoms, meningismus, nystagmus, vomiting, cranial nerve palsies, and seizures. Aside from fever and headache these signs and symptoms may be significantly less common in patients with AIDS. The chest roentgenogram may or may not be abnormal in patients with central nervous system or systemic cryptococcosis. Extraneural dissemination may present as cryptococemia or focal involvement of one of several target organs.

The laboratory diagnosis of cryptococcosis requires the isolation of cryptococci from normally sterile body fluids, histopathology showing encapsulated organisms, or detection of cryptococcal antigen in serum or CSF. A rapid diagnosis of extraneural infection may be facilitated by biopsy and staining with methenamine silver and mucicarmine. Examination of the CSF in patients with meningitis usually suggests a chronic lymphocytic meningitis with a low-grade (less than 500/mm3) lymphocytic pleocytosis, elevated protein, and low glucose. Microscopic examination of CSF mixed with India ink or nigrosin may reveal encapsulated organisms in approximately 50% of cases. Cultures of CSF and other clinical material are usually positive. Occasionally repeated lumbar punctures, cisternal taps, or sampling of large volumes (up to 10 mL) of CSF may be necessary to establish the diagnosis. In patients with AIDS, cryptococci are present in large numbers, but the CSF shows fewer abnormalities.

Detection of cryptococcal antigen in serum and CSF is extremely valuable in the diagnosis of cryptococcal infection. Antigen titers are particularly high in patients with AIDS. Both latex agglutination (LA) and enzyme immunoassays (EIA) are commercially available and are rapid, sensitive, and specific. Antigen is detected in the serum in approximately 50% and in CSF in more than 90% of patients with cryptococcal meningitis. High titers of cryptococcal antigen in CSF or serum are associated with a poor prognosis. False-positive results are rare but may be due to rheumatoid factor or cross-reactivity in patients infected with Trichosporon beigelli. The newer EIA methods lack reactivity with rheumatoid factor and are more specific than the LA methods.

Therapy
Pulmonary cryptococcosis may not require therapy as long as the process appears to be resolving and the patient is intact immunologically. Long-term follow-up is necessary in patients whose infection is diagnosed at thoracotomy, because there is a 3–10% risk of meningitis for up to three years after surgery. Patients with progressive pulmonary infection, particularly those who are immunocompromised, and all patients with extrapulmonary infection require systemic antifungal therapy. At present, such therapy consists of intravenous amphotericin B. Fluconazole may also be used although the efficacy of this agent in the treatment of pulmonary cryptococcosis has not been documented in clinical trials.

Cryptococcal meningitis and extrapulmonary cryptococcosis always require systemic antifungal therapy. Cryptococcal meningitis is almost universally fatal without therapy, but approximately 80–90% of patients (non-AIDS) can be cured with current therapeutic regimens. Current therapeutic recommendations are amphotericin B plus 5-fluorocytosine acutely for two weeks (induction therapy), followed by 8-week consolidation with oral fluconazole. AIDS patients generally require life-long therapy with fluconazole. In patients without AIDS, treatment may be discontinued after the consolidation therapy; however, relapse may be seen in up to 26% of these patients within 3–6 months after discontinuation of therapy.

Thus, a prolonged consolidation treatment with an azole for up to one year may be advisable even with patients without AIDS.

Infections caused by C. neoformans var. gattii demonstrate slower response to antifungal therapy than those caused by var. neoformans. Neurological and visual sequelae are often present despite prolonged amphotericin B therapy and placement of intraventricular shunts.
Aspergillosis

Clinical and Epidemiologic Features

The term aspergillosis refers to any one of a number of disease states caused by members of the genus *Aspergillus*. *Aspergillus* species are ubiquitous fungi that may be isolated from a variety of environmental sources, including insulation and fireproofing materials, soil, grain, leaves, grass, and air. The aerosolized conidia are present in large numbers and are constantly being inhaled. Although several hundred species of *Aspergillus* have been described, relatively few are known to cause disease in humans. *Aspergillus fumigatus* remains the most common cause of aspergillosis, followed by *Aspergillus flavus*, *A. niger*, *A. terreus*, and *A. versicolor.*

*Aspergillus* infections occur worldwide and appear to be increasing in prevalence, particularly among patients with chronic pulmonary disease and among the immunocompromised populations. *Aspergillus* species are particularly important causes of nosocomial infections in patients who are immunocompromised secondary to burn injury, malignancy, leukemia, and bone marrow and other organ transplantation. Several major outbreaks of invasive nosocomial aspergillosis have been described in association with exposure to *Aspergillus* conidia aerosolized by hospital construction, contaminated air handling systems, and insulation or fireproofing materials within walls or ceilings of hospital bed units. The crude mortality associated with these infections is high, approximately 90% in most series.

The clinical manifestations of aspergillosis include pulmonary colonization with bronchitis and aspergilloma formation, allergic syndromes such as allergic bronchopulmonary aspergillosis (ABPA), and invasive aspergillosis. Intracavitary or neoplasm secondary to ingestion of aflatoxin or other toxins produced by *Aspergillus* spp. contaminating grain and other foods is also a serious problem worldwide.

Pulmonary colonization by *Aspergillus* spp. may involve the bronchial mucosa or may become localized in a preexisting cavity, resulting in an aspergilloma. Superficial colonization of the tracheobronchial mucosa produces little inflammation and is not associated with tissue invasion. The expectation of bronchial casts containing mucus and hyphal elements may be observed. Patients in whom mucosal colonization is observed are those with preexisting pulmonary disease, including cystic fibrosis, chronic obstructive pulmonary disease, and chronic asthma requiring administration of corticosteroids.

Aspergillomas are masses of mycelia and amorphous debris localized in preexisting pulmonary cavities, usually in the upper lobes. The cavities are usually lined with modified bronchial epithelium and have been formed secondary to other disease processes such as tuberculosis, infarcts, or neoplasms. There is little surrounding inflammation, and invasion of the pulmonary parenchyma by *Aspergillus* spp. is rare. Aspergillomas may be clinically silent; however, hemoptysis secondary to ulceration of the epithelial lining of the cavity is observed in 50–80% of cases. The lesions may be stable, grow, or shrink with the surrounding cavity. Spontaneous lysis occurs in approximately 10% of cases within 3 years.

The allergic manifestations of aspergillosis are the result of tissue hypersensitivity to conidia or other antigens of *Aspergillus* spp. (almost always *A. fumigatus*). The clinical picture may vary from mild asthma to fibrosis and bronchiectasis secondary to allergic bronchopulmonary aspergillosis. Exposure to aerosolized *Aspergillus* conidia may produce bronchospasm in individuals with atopic asthma. Repeated and heavy inhalation of *Aspergillus* conidia and other antigens may result in extrinsic allergic alveolitis in nonatopic patients. Prolonged exposure may lead to micronodular changes and fibrosis. ABPA is the result of type I (IgE-mediated), type III (immune complex-mediated), and possibly type IV (cell-mediated) hypersensitivity reactions to *Aspergillus* antigens. This condition occurs in up to 20% of individuals with asthma and is associated with colonization of the bronchial mucosa by *Aspergillus* spp. These patients experience recurrent bouts of severe asthma, wheezing, fever, weight loss, chest pain, and cough productive of blood-tinted sputum. Eventually the disease becomes chronic, with the development of fibrosis, bronchiectasis, and mucus plugging with subsequent atelectasis or cavitation. This condition may be associated with nasal polyps and chronic sinusitis.

Invasive aspergillosis occurs most commonly in patients who are severely immunocompromised secondary to hematologic and lymphoreticular malignancies. Major risk factors include neutropenia, broad-spectrum antibacterial therapy, and administration of corticosteroids. Patients undergoing bone marrow transplantation are at particularly high risk, both during neutropenia and following engraftment during episodes of graft versus host disease (GVHD). The disease process is most commonly localized to the lungs, followed by the paranasal sinuses. The infectious process is typified by mucosal ulceration and direct extension of hyphae into surrounding tissues. Vascular invasion results in thrombosis, embolization, and infarction. Hematogenous dissemination occurs in 35–40% of cases of invasive pulmonary aspergillosis and may involve brain, liver, kidneys, gastrointestinal tract, thyroid, heart, skin, and other sites. Extension of paranasal infection into the orbit and brain may mimic rhinocerebral zygomycosis. Although the pulmonary process may occasionally be inapparent, it most commonly presents as a necrotizing, patchy bronchopneumonia with or without hemorrhagic infarction. In all infected foci, the infection is characterized by vascular invasion, tissue infarction, and necrosis. Massive hemoptysis, gastrointestinal bleeding, and cerebral infarcts and abscesses may occur.

Chronic necrotizing aspergillosis, a more indolent pulmonary infectious process, occurs predominantly in middle-aged patients with mildly compromised host defenses or preexisting pulmonary parenchymal damage. The locally invasive infection is slowly progressive and results in cavitation and aspergilloma formation. The infectious process is usually confined to the upper lobes but occasionally may involve an entire lung.

Microbiology

*Aspergillus* species are molds that reproduce by means of spores or conidia. The conidia germinate to form hyphae, which are the forms most commonly found in infected tissue. *Aspergillus* species grow well on most media and are identified to species level based on the microscopic identification of specific morphologic features. Over 600 different species of *Aspergillus* have been described; however, most clinical infections are due to *A. fumigatus, A. flavus* and *A. terreus*. *A. niger* is the most common cause of otoomycosis. At present, there are no commercially available kits to aid in the identification of *Aspergillus* spp. In tissue, *Aspergillus* hyphae stain well with Gomori methenamine silver stain and are uniform, 2–7 μm in diameter, septate, and dichotomously branched with angles of approximately 45°. These features are not diagnostic and are shared by several other opportunistic fungal pathogens.

Diagnosis

The clinical signs and symptoms of pulmonary aspergillosis are nonspecific and range from mild asthma to severe hemoptysis, acute bronchopneumonia, and pulmonary infarction. Extrapolmonary involvement may present as cellulitis, hemorrhage, or infarction depending on the specific site of infection. Chest radiographs may be useful in the diagnosis of aspergillosis with the appearance of a freely movable intracavitary mass surrounded by a crescent of air (Monod’s sign). The radiographic appearance of allergic bronchopulmonary aspergillosis varies with the stage and chronicity of the disease but may appear as bronchiectasis with bronchial thickening or dilation, consolidation, and atelectasis. The most common radiographic picture of invasive pulmonary aspergillosis is that of a patchy density or well-defined nodule, which may be single or multifocal with progression to diffuse consolidation or cavitation. However, invasive pulmonary aspergillosis is often inapparent on routine chest radiographs. Thus, high resolution CT (HRCT) scans play an important role in the early diagnosis of the disease. Early lesions in the lungs of neutropenic patients appear as small nodules with a surrounding area of low attenuation, the so-called halo sign. These nodules eventually
become larger with the disappearance of the halo sign, and eventually cavitate (the air crescent sign).30,31 The laboratory diagnosis of aspergillosis is generally unsatisfactory. Definitive diagnosis of invasive aspergillosis usually requires biopsy of the involved tissue. Unfortunately the severe underlying diseases and associated bleeding diatheses commonly seen in these patients often preclude such an invasive approach.

Isolation of *Aspergillus* spp. in cultures from the respiratory tract is problematic as this organism is common in the environment and may colonize the airways of individuals. Several investigators have shown that the interpretation of respiratory tract cultures yielding *Aspergillus* is aided by considering the risk group of the patient.37–39 Thus, it is clear that for high-risk patients, such as allogeneic BMT recipients, individuals with hematologic malignancies, those with neutropenia, and in liver transplant recipients, a positive culture alone that yields *Aspergillus* spp. is associated with invasive disease. Identification of fungi isolated from culture to the species level is also helpful: *A. niger* is rarely a pathogen, whereas *A. flavus* and *A. terreus* have been shown to be statistically associated with invasive aspergillosis when isolated from respiratory tract cultures.39

The rapid diagnosis of invasive aspergillosis has been advanced by the development of immunoassays for detection of *Aspergillus* glactomannan (GM) in serum.94,95 This test employs an ELA format and is available as a commercial kit, or from reference laboratories. The GM test appears to be reasonably specific but exhibits variable sensitivity. It is best used on serial specimens from high-risk (primarily neutropenic and BMT) patients, often in tandem with HRCT scans, as an early indication to begin empiric or preemptive antifungal therapy and to more aggressively pursue a definitive diagnosis.96 Skin tests and demonstration of serum precipitins have been useful in diagnosing ABPA; however, they are of no use in diagnosing invasive infection. Additional laboratory features of ABPA include elevated serum IgE and peripheral blood eosinophilia.

**Therapy**

Treatment of aspergillosis is difficult and is probably not indicated for aspergillosis unless life-threatening hemoptysis occurs, in which case segmental resection or lobectomy is indicated. Systemic antifungal therapy has been of no value. Likewise, neither systemic nor aerosolized antifungal therapy has been effective in treatment of the allergic syndromes such as ABPA. Corticosteroids are considered the treatment of choice.

Given the high mortality associated with invasive aspergillosis, an aggressive approach to diagnosis and treatment is required.30,31 In addition, return of bone marrow function or reversal of neutropenia is essential for survival. Specific antifungal therapy of aspergillosis usually involves the administration of amphotericin B or one of its lipid-based formulations.30 It is important to realize that *A. terreus* is considered resistant to amphotericin B and should be treated with an alternative agent such as voriconazole.30 The recent introduction of voriconazole provides a treatment option that is more efficacious and less toxic than amphotericin B.30 Concomitant efforts to decrease immunosuppression and/or reconstitute host immune defenses are important. Likewise, surgical resection of the involved areas, if possible, is recommended.

Prevention of aspergillosis in high-risk patients is paramount.30 Neutropenic and other high-risk patients are generally housed in facilities where air is filtered so as to minimize exposure to *Aspergillus* conidia. Prophylaxis with an echinocandin or an azole may also be beneficial.

**ZYGOMYCOSIS**

**Clinical and Epidemiologic Features**

Zygomycosis is a general term that includes infections caused by fungi in the order Mucorales and order Entomophthorales (class Zygomycetes). The Zygomycetes are ubiquitous worldwide in soil and decaying vegetation. Zygomycosis is not communicable and is acquired by inhalation, ingestion, or contamination of wounds with spores from the environment. Although *Rhizopus oryzae (arrhizus)* is the most common agent of human zygomycosis, additional species of *Rhizopus, Mucor, Absidia, Rhizomucor, Cunninghamhamella, Saksenaea*, and others have been causing infection with increasing frequency.42–44

Clinically zygomycosis is a fulminant infectious process that produces rhinocerebral disease in patients with diabetic ketoacidosis; rhinocerebral, pulmonary, or disseminated disease in immunocompromised patients; local or disseminated disease in patients with burns or open wounds; and gastrointestinal disease in patients with malnutrition or preexisting gastrointestinal disorders.42–47 In each case, the progression of disease may be rapid, with invasion and destruction of key anatomic structures in a matter of days. This is particularly true with rhinocerebral infection, wherein death may occur within 3–10 days in untreated patients.42,44–47 Although classically the major risk factor for zygomycosis is diabetic acidosis, it is now clear that neutropenia, hematologic malignancy, and cytotoxic or immunosuppressive therapy place patients at risk for these infections.42–47

The hallmark of zygomycosis is vascular invasion with thrombosis, hemorrhage, infarction, and tissue necrosis. The disease usually extends locally across tissue planes; however, hematogenous dissemination may also occur. Mortality is directly related to rapidity of diagnosis (extent of disease), aggressiveness of therapy, and underlying disease state. Estimates of crude mortality in patients with rhinocerebral zygomycosis are 40% in patients with diabetes and at least 80% in patients with other underlying diseases (malignancy, organ transplantation, neutropenia).45–47 The prognosis is poor in cases of disseminated zygomycosis: only about 4% of patients have been reported to have survived the infectious process.46

Focal outbreaks of zygomycosis have been related to the use of certain adhesive bandages or tape on open wounds. The resulting contaminated wounds act as a portal of entry. Zygomycosis may be also isolated from the bandage material.42–47 Recently, zygomycosis has been seen following blood and marrow transplantation in patients receiving antifungal treatment or prophylaxis with either voriconazole or caspofungin, two agents that are not active against the Zygomycetes.48–51

**Microbiology**

The agents of zygomycosis are molds that reproduce asexually by means of spores. All of the Zygomycetes appear identical in tissue and are seen microscopically following staining with hematoxylin and eosin or Grömori methenamine silver as broad (6–50 μm), irregular, branching, usually aseptate (pausiseptate) hyphae. Definitive identification requires isolation on agar medium and subsequent microscopic examination. Following primary isolation the Zygomycetes grow well on most media; however, primary isolation from clinical material is frequently difficult. Isolates are identified to genus and species level based on the microscopic identification of specific morphologic features.

**Diagnosis**

The clinical signs and symptoms of zygomycosis are dependent on the site of infection. Rhinocerebral disease may present with nasal stuffiness, blood-tinged nasal discharge, facial swelling, and facial or orbital pain. Major diagnostic clues are the presence of a black eschar on the nasal or palate mucosa and drainage of “black pus” from the eye.46–48 Radiographic examination of the sinuses may reveal clouding, thickening of the mucous membranes, and bone destruction. Progression of disease is manifested by orbital cellulitis, proptosis, and cranial nerve defects. Cerebral infection caused by vascular compromise is common. Examination of the CSF may reveal elevated protein, normal glucose, and a modest pleocytosis. Culture and microscopic examination of CSF is uniformly negative. Pulmonary zygomycosis may resemble invasive pulmonary aspergillosis presenting as an acute bronchopneumonia or pulmonary infarction. Radiographic findings are nonspecific and include a patchy, nonhomogeneous infiltrate.
progressing to consolidation and cavitation. Life-threatening hemoptysis may occur. Gastrointestinal infection may present with abdominal pain, diarrhea, and bleeding. Vascular invasion results in infarction and perforation of the bowel with subsequent hemorrhage and peritonitis. Cutaneous infection may present as chronic ulceration, papules, or black, necrotic areas of infarction.

The fulminating and life-threatening nature of these infections precludes the use of culture in the diagnosis of zygomycosis. Most of the Zygomycetes appear quite susceptible to amphotericin B and are generally not susceptible to azoles or echinocandins. Among the extended-spectrum triazoles; however, posaconazole has documented utility in the treatment of infections in immunocompromised patients. Echinocandin class as they are becoming more widely used in clinical practice hyphae in tissue obtained on biopsy. A negative histopathologic examination does not rule out infection, and additional material should be obtained if clinically indicated.

**Therapy**

Successful therapy of zygomycosis requires early diagnosis, systemic antifungal therapy with amphotericin B, aggressive surgical débridement of the involved area, and control of the underlying disorder. Most of the Zygomycetes appear quite susceptible to amphotericin B and are generally not susceptible to azoles or echinocandins. Among the extended-spectrum triazoles; however, posaconazole has documented utility in the treatment of infections in immunocompromised patients. In contrast, voriconazole is inactive against these agents and breakthrough zygomycosis has been reported in BMT patients receiving voriconazole prophylaxis. Similarly, breakthrough zygomycosis is now appearing among patients receiving agents of the echinocandin class as they are becoming more widely used in immunocompromised patients.
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Other Infection-Related Diseases of Public Health Import

Dermatophytes
Marta J. VanBeek

Dermatophytes are spread by direct contact from other people (anthropophilic fungi), animals (zoophilic fungi), soil (geophilic fungi), or indirectly from fomites. Fomites such as combs, towels, blankets, and pillows can disseminate fungus from a primary source to secondary contacts. However, person-to-person contact is the most common source of infection in the United States.

The incidence of dermatophytosis varies by geographic distribution, climate, season, race, and cultural habitats. Dermatophyte infections are more common in warm, humid climates, and in dense populations. Up to 20% of the U.S. population harbors a dermatophytosis at any time, with tinea pedis being the most common infection. Overall, peak prevalence of dermatophytosis occurs after puberty. In developed countries, it is estimated that 5% of patients with dermatological conditions have a dermatophytosis, and more than 90% of the male populations have experienced a transient fungal infection by the age of 40.

The etiologic species, geographic distributions, and population characteristics of specific tinea infections have changed dramatically over the past 50 years. The following sections will review the epidemiology, clinical morphology, common etiologic species, diagnosis, and treatment for the most common types of tinea infection.

Tinea Capitis

Epidemiology
Almost a million children this year may be infected with the highly contagious disease called tinea capitis, also known as ringworm of the scalp. Tinea capitis accounts for over 90% of fungal infections in children under age 10 in the United States. Globally, Microsporum canis has been the most common species causing tinea capitis. It remains the predominant agent of tinea capitis in rural areas and in some parts of Europe, the eastern Mediterranean, and South America.

In recent decades Trichophyton tonsurans has become the most common species causing tinea capitis in the United States (80% of cases) and United Kingdom. The reason for this etiologic shift remains unclear. T. tonsurans is an anthropophilic fungus, which spreads from person to person or from infected fomites. It has been responsible for a progressive, continent-wide epidemic over the past 50 years. Urban areas and minority communities have been particularly affected. M. canis, a zoophilic species, can be acquired from infected cats or dogs. This same species can also be transferred from human-to-human, resulting in small outbreaks or clusters of infections among those living in close proximity.

Clinical Presentation and Diagnosis
Clinically, tinea capitis appears as an inflammatory erythematous, scaly plaque with central alopecia, or hair loss (Fig. 18-1). Unlike other tinea infections, tinea capitis is rarely pruritic. However, if left untreated or misdiagnosed, the plaques can evolve into an inflammatory nodule, referred to as a kerion (Fig. 18-2). This nodule may be...
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Prevention and Control

Tinea capitis is easily transmitted from person-to-person, or from animals to humans. Up to 30% of children can be asymptomatic carriers of *T. tonsurans*. Consequently, outbreaks of tinea capitis are frequent within families and among school children. Such outbreaks require the identification and treatment of all active infections and asymptomatic carriers. Specifically, it is important to inspect all contacts of cases, including family and intimate contacts in order to identify and eliminate all possible sources of infection. Some animals or pets may also be inapparent carriers.

Treatment of tinea capitis requires oral therapy for 6–12 weeks. Topical therapy is not adequate primary therapy; however, it may be added to deter or decrease transmission during treatment with oral antifungals. In order to prevent reinfection, it is important to treat all infected family members and infected close contacts simultaneously.

Tinea Corporis

Epidemiology

Tinea corporis is a dermatophytosis of the glabrous skin of the trunk and extremities (excluding the scalp, beard, face, hands, feet, and groin). Tinea corporis may be caused by any of the dermatophytes of the genera *Trichophyton*, *Microsporum*, and *Epidermophyton*. Geography, race, and seasonality all seem to influence the etiologic dermatophyte in tinea corporis. In the United States, and throughout the world, *T. rubrum* is currently the predominant infecting dermatophyte of nonscalp skin infections. Other common pathogenic agents are *Trichophyton mentagrophytes* and *M. canis*. Children are frequently infected with *Microsporum canis*, especially those exposed to infected animals. Unlike tinea pedis or tinea cruris, tinea corporis infections are more common in women.

Clinical Presentation and Diagnosis

Tinea corporis, or ringworm, typically appears as single or multiple, annular, scaly lesions with central clearing, a slightly elevated, red-dened edge, and sharp margination on the trunk or extremities (Figs. 18-3 and 18-4). The infection may range from mild to severe
Other Infection-Related Diseases of Public Health Import

with variable pruritus. When a zoophilic dermatophyte, such as *Trichophyton verrucosum*, is the responsible organism, an intense inflammatory reaction can occur, resulting in inflammatory papules and pustules. Fungal hyphae may also invade the follicle and hair shaft, causing perifolliculitis or an inflammatory nodule (Majocchi’s granuloma). The diagnosis of tinea corporis is based on clinical appearance and KOH examination of skin scrapings from the advancing edge of the lesion.

**Prevention and Control**

Tinea corporis is particularly common in areas of excessive heat and moisture. Risk factors include close body contact with infected humans, animals, or soil. Considerable literature documents historical epidemics of tinea corporis among military recruits and athletes, emphasizing the risk associated with dense populations in humid conditions. Consequently, a dry, cool environment may play a role in preventing infection. Avoiding contact with infected individuals will also minimize risk of infection. Once infected, scales may be transmitted through direct contact between individuals, or indirectly through contact with objects that carry the infected scales.

Diagnosis is dependent on a positive KOH preparation. Scales for the preparation should be collected from the advancing edge of the lesion. Tinea corporis may be treated with topical antifungals in an immunocompetent patient with limited disease. When a large body surface area is affected, or the host is immunocompromised, oral therapy may be required.

**Tinea Cruris**

**Epidemiology**

Tinea cruris includes infections of the genitalia, pubic area, perineal skin, and perianal skin. The condition is common throughout the world, with men being affected more frequently than women. Otherwise known as jock itch, the infection is most commonly caused by *T. rubrum* or *Epidermophyton floccosum*. Infection is more common in summer months, when ambient temperature and humidity are high. Occlusion from wet or tight-fitting clothing also provides an optimal environment for infection.

**Clinical Presentation and Diagnosis**

Tinea cruris typically presents as annular lesions extending from the crural fold over the adjacent upper inner thigh (Fig. 18-5). In addition to affecting the proximal medial thighs, lesions may extend to the buttocks and lower abdomen, typically sparing the scrotum. Pustules or vesicles may be present at the active edge of the infected area; maceration may ensue at the inguinal crease. Patients with tinea cruris frequently complain of burning and pruritus. Diagnosis is based on clinical signs and symptoms in addition to a positive KOH preparation or fungal culture.

**Prevention and Control**

Poor hygiene, hyperhidrosis, tight-fitting clothing, and immunosuppression are factors that contribute to the onset of this condition. Frequent outbreaks are common among people who use communal exercise or bathing facilities. Some have observed a higher prevalence of tinea cruris in patients with concomitant tinea pedis and
Tinea Pedis

Epidemiology

Tinea pedis is the most common dermatophytosis, affecting up to 70% of adults worldwide. This is characteristically an infection of urbanized areas, occurring among people who wear shoes since heat and moisture are essential for the growth of the fungus. Frequent exposure to communal locker rooms and shower stalls also predisposes to infection. Consequently, prevalence is high among people frequenting swimming pools and involved in sporting activities. Men between 20 and 40 years of age are most frequently affected. One report found that dermatophytes could be recovered from the plantar surface of up to 7% of the U.S. population. In other studies, the incidence of tinea pedis has been estimated at 3% in the United States, but may be up to 5% in the elderly and in excess of 20% in populations who use communal showers or locker rooms. Tinea pedis in children is uncommon, with a frequency of 2.2% in children aged 7–10 years, and 8.2% in children aged 11–14 years. Though many species can manifest as tinea pedis, T. rubrum and T. mentagrophytes var. interdigitale are thought to be the most common pathogens.

Clinical Presentation and Diagnosis

Tinea pedis, or athlete’s foot, has three common presentations. The interdigital form is the most common and is characterized by fissuring, maceration, and scaling in the interdigital spaces of the fourth and fifth toes. Patients with this infection frequently complain of itching or burning. A second form, usually caused by T. rubrum, presents in a moccasin-like distribution with the plantar skin appearing scaly and thinned (Fig. 18-6). There is frequent hyperkeratosis and erythema of the soles, heels, and sides of the feet. The third form is vesiculobullous tinea pedis; it is characterized by the development of vesicles, pustules, or bullae on the soles. Diagnosis is based on clinical signs and symptoms in addition to a positive KOH preparation or fungal culture.

Prevention and Control

Many investigators suspect that the type and duration of exposure to a dermatophyte determine whether a person is likely to acquire tinea pedis. While tinea pedis is transmissible, not all people are equally at risk, likely due to a degree of innate resistance. Poor hygiene, hyperhidrosis, inadequate drying of the feet, and immunodeficiency are factors that contribute to disease. Minimizing exposure to infected individuals and to areas known to be at high risk of fungal colonization (public exercise and bath facilities) will reduce a personal risk of infection. If left untreated, tinea pedis may remain throughout life and exhibit periods of exacerbation and remission.

Adequate treatment requires prolonged therapy with topical antifungal agents. Despite this, recurrence occurs in up to 70% of patients. Such recurrence is often attributed to species persistence on fomites such as, socks and shoes. These cases can be eradicated with the addition of a preventative maintenance program of topical antifungal use 1–2 times per week indefinitely.

Tinea Unguium/Onychomycosis

Epidemiology

Onychomycosis is the invasion of the nail plate by a dermatophyte, yeast or nondermatophyte mold. “Tinea unguium” refers to onychomycosis caused only by dermatophytes. The prevalence of onychomycosis increases with age, reaching nearly 20% in patients over 60 years old. Onychomycosis has been reported to occur at a rate of 5–15% in various populations, and represents 30% of all cases of dermatophyte infections. Onychomycosis in children is rare, with an estimated prevalence of 0.2%.

The incidence of onychomycosis has been increasing worldwide, and at present accounts for almost half of all nail disorders. The increase is attributed to several factors, including the aging population, the growing number of immunocompromised patients, and the widespread use of occlusive clothing and shoes. Ninety percent of all nail infections are caused by dermatophytes (T. rubrum 71%, T. mentagrophytes 20%); 8% by nondermatophyte molds (Aspergillus, Fusarium); and 2% by Candida. Among the dermatophytes, T. rubrum is the dominant organism in both the United States and in Europe, usually accounting for greater than 90% of the isolates. Rarely, both yeasts and nondermatophyte molds can present as copathogens within the same infected nail.

Clinical Presentation and Diagnosis

Tinea unguium or onychomycosis is characterized by symptoms of pain, discoloration, thickening, onycholysis, accumulation of subungual debris, and brittleness of the nails (Fig. 18-7). Onychomycosis
Necatoriasis, Uncinariasis

Hookworm Disease: Ancylostomiasis, infections scattered Americanus with Ancylostoma duodenale throughout the world. Investigations in rural West Bengal have resulted in enormous human misery and suffering, as well as economic consequences. Over the past two decades, newer oral antifungals have improved the efficacy and rapidity of treatment. Despite this, dynamic changes in population susceptibility have contributed to a significant rise in the incidence of fungal infections. A weakened host defense and an impaired ability to complete activities of daily living, such as bathing, make the elderly patient especially susceptible to fungal infections. Currently, fungal infections are among the most prevalent dermatologic conditions in the elderly, second only to benign and malignant tumors. Similarly, immunosuppressed patients of any age are particularly susceptible to cutaneous fungal infections. With rising numbers of organ and bone marrow transplants, our iatrogenically immunosuppressed population has increased markedly. Transplant patients on chronic immunosuppressant medications have a significant risk of frequent and recalcitrant dermatophytoses in addition to systemic fungal disease. Despite many advances in the treatment of HIV, these patients are also at increased risk for both cutaneous and systemic fungal infections. Currently, the prevalence of fungal infections is 20% in HIV positive patients with T-cell counts below 400/mL.

It is clear that as the elderly and immunosuppressed populations swell, we will likely see increased numbers of infections and, perhaps changing trends in the most common offending dermatophytes. If properly anticipated, the public health community will be prepared to address these changes.

**Prevention and Control**

Onychomycosis presents with contiguous tinea pedis in 50% of cases. In these cases it is impossible to pinpoint the initial infection. It is plausible that one could minimize risk of onychomycosis by treating an existing tinea pedis in a patient with unaffected toenails. Groups of individuals such as the elderly, diabetics, and those with previous trauma to the nail unit may be predisposed to onychomycosis.

Treatment of onychomycosis requires at least 3 months of oral therapy. Since oral antifungal therapy only affects newly developed nail, it may take 12 months before the nail returns to normal. Even with apparently optimal diagnosis and treatment, one in five onychomycosis patients are not cured by current therapies. The reasons for the 20% failure rate include inaccurate diagnosis; misidentification of the pathogen; and the presence of a second disorder, such as psoriasis.

**DERMATOPHYTOSIS: EXPECTED TRENDS**

Over the past two decades, newer oral antifungals have improved the efficacy and rapidity of treatment. Despite this, dynamic changes in population susceptibility have contributed to a significant rise in the incidence of fungal infections. A weakened host defense and an impaired ability to complete activities of daily living, such as bathing, make the elderly patient especially susceptible to fungal infections. Currently, fungal infections are among the most prevalent dermatologic conditions in the elderly, second only to benign and malignant tumors. Similarly, immunosuppressed patients of any age are particularly susceptible to cutaneous fungal infections. With rising numbers of organ and bone marrow transplants, our iatrogenically immunosuppressed population has increased markedly. Transplant patients on chronic immunosuppressant medications have a significant risk of frequent and recalcitrant dermatophytoses in addition to systemic fungal disease. Despite many advances in the treatment of HIV, these patients are also at increased risk for both cutaneous and systemic fungal infections. Currently, the prevalence of fungal infections is 20% in HIV positive patients with T-cell counts below 400/mL.

It is clear that as the elderly and immunosuppressed populations swell, we will likely see increased numbers of infections and, perhaps changing trends in the most common offending dermatophytes. If properly anticipated, the public health community will be prepared to address these changes.

**Hookworm Disease: Ancylostomiasis, Necatoriasis, Uncinariasis**

Laverne K. Eveland

Hookworms are among the three most common soil-transmitted helminth infections, and cause one of the most important diseases of humans in tropical and subtropical climates. Estimates of 700–800 million people are infected with hookworms, most of whom live in sub-Saharan Africa and eastern Asia. Most human infections are caused by Necator americanus, with Ancylostoma duodenale infections scattered throughout the world. Investigations in rural West Bengal have resulted in enormous human misery and suffering, as well as economic loss in areas where overcrowding, poverty, and insanitary living conditions combined with inadequate health care and education prevail.

Immigration from developing countries has also changed the distribution of hookworms and other soil-transmitted helminth infections in developed countries. An analysis of 216,000 stool specimens examined in 1987 identified hookworms (1.5%), Trichuris trichiura (1.2%), and Ascaris lumbricoides (0.8%) as the leading causes of helminth infections in the United States, and the highest rates of hookworm infection were in California, Wisconsin, Rhode Island, Colorado, and Washington, all states lacking indigenous transmission. In fact, of the nine states reporting more than 2% rates of infection none were endemic for hookworm disease, suggesting that most infections were acquired outside the United States.

Hookworm disease is characterized by an iron-deficiency anemia and protein malnutrition, leading to higher infant mortality and lower birthweight, retarded growth, reduced worker productivity, and impaired learning and cognitive development. Disease manifestations are not dramatic, but silent and insidious, and have historically

---

**Tinea unguium: white superficial onychomycosis.**

Figure 18-8. Tinea unguium: white superficial onychomycosis.
been confused with innate shiftlessness. Although frank disease is usually not apparent in well-nourished persons with sufficient iron intake, significant protein is lost into the intestinal tract in the form of plasma, and the absorption rate of protein is significantly increased after deworming.

**The Parasites**

*N. americanus* and *A. duodenale* are often referred to as “new” and “old” world hookworms, respectively, but these designations are misleading. There are small nematodes, with males measuring 5–11 mm and females 9–13 mm. Hookworms have specialized mouthparts resembling one or more pairs of teeth in *A. duodenale* and a pair of curved cutting plates in *N. americanus* that bite into plugs of the intestinal mucosa which have been drawn into the large buccal capsule. *N. americanus* are bent dorsally at their anterior end. The two species are difficult to distinguish on the basis of egg morphology or size (60–70 × 40 µm). They are the only species that mature in humans, except for *C. ceylanicum* which causes rare human infections in South America and Asia. However, larvae of zoonotic hookworms that cannot develop to maturity in humans can cause dermatitis (Cutaneous Larva Migrans—see later on) when they migrate through human skin. In northeastern Australia sexually-immature stages of the canine hookworm *A. caninum* have been implicated as the cause of acute abdominal pain with peripheral blood eosinophilia and enteritis in humans. *N. americanus* and *A. duodenale* also differ in their life cycles and biology, including modes of infection and survival, with implications for their control. *A. duodenale* is apparently not as well adapted to its host as *N. americanus*. It is relatively short-lived but more pathogenic as measured by the severity of symptoms, with increased blood loss and anemia, its relative resistance to expulsion with anthelmintics, and increased activity of proteases presumed to be involved in skin penetration, tissue migration, and feeding. *A. duodenale* increases the probability of contacting its host by producing a greater number of eggs, and synchronizing maximal egg output with the season most favorable for development of free-living larvae, which are robust and capable of surviving longer outside the host and infecting both orally and percutaneously.

*N. americanus* has been the dominant species in southern China, southern India, Indochina, sub-Saharan Africa, southern United States, and Australia. *A. duodenale* predominates in southern Europe, northern coastal Africa, northern India, north China, and Japan. It has also been described in native Paraguayan Indians, in the hill tribes of Fukiien, China, and in the aborigines of western Australia. Where the two species are sympatric, their relative abundance varies geographically with host age, gender, and other factors. *N. americanus* coexists with *A. duodenale* in southern India, Myanmar, Malaysia, Philippines, Indonesia, Micronesia, Polynesia, and Portuguese West Africa, although it is the predominant species in these areas. However, *A. duodenale* predominates in coastal Peru and Chile.

The life cycles of the two species are similar, but differ in several important ways that influence their epidemiology, pathogenesis, diagnosis, treatment and control. Female *A. duodenale* lay up to 25,000 eggs per day, while *N. americanus* can only produce up to 10,000. The eggs are usually at the four-to eight-cell stage of development, and a pair of curved cutting plates in *N. americanus* that bite into plugs of the intestinal mucosa which cause rare human infections in South America and Asia. However, larvae of zoonotic hookworms that cannot develop to maturity in humans can cause dermatitis (Cutaneous Larva Migrans—see later on) when they migrate through human skin. In northeastern Australia sexually-immature stages of the canine hookworm *A. caninum* have been implicated as the cause of acute abdominal pain with peripheral blood eosinophilia and enteritis in humans. *N. americanus* and *A. duodenale* also differ in their life cycles and biology, including modes of infection and survival, with implications for their control. *A. duodenale* is apparently not as well adapted to its host as *N. americanus*. It is relatively short-lived but more pathogenic as measured by the severity of symptoms, with increased blood loss and anemia, its relative resistance to expulsion with anthelmintics, and increased activity of proteases presumed to be involved in skin penetration, tissue migration, and feeding. *A. duodenale* increases the probability of contacting its host by producing a greater number of eggs, and synchronizing maximal egg output with the season most favorable for development of free-living larvae, which are robust and capable of surviving longer outside the host and infecting both orally and percutaneously.

*N. americanus* has been the dominant species in southern China, southern India, Indochina, sub-Saharan Africa, southern United States, and Australia. *A. duodenale* predominates in southern Europe, northern coastal Africa, northern India, north China, and Japan. It has also been described in native Paraguayan Indians, in the hill tribes of Fukiien, China, and in the aborigines of western Australia. Where the two species are sympatric, their relative abundance varies geographically with host age, gender, and other factors. *N. americanus* coexists with *A. duodenale* in southern India, Myanmar, Malaysia, Philippines, Indonesia, Micronesia, Polynesia, and Portuguese West Africa, although it is the predominant species in these areas. However, *A. duodenale* predominates in coastal Peru and Chile.

The life cycles of the two species are similar, but differ in several important ways that influence their epidemiology, pathogenesis, diagnosis, treatment and control. Female *A. duodenale* lay up to 25,000 eggs per day, while *N. americanus* can only produce up to 10,000. The eggs are usually at the four-to eight-cell stage of development, when they are passed in human feces and measure approximately 60 × 40 µm. If they are deposited in suitable moist, shady, sandy soil, they develop and hatch in 1 or 2 days into first-stage rhabditiform larvae (0.25–0.30 mm × 17 µm), which have characteristics that distinguish them from Strongyloides stercoralis larvae and free-living larvae such as those of *Rhabditis* species. The rhabditiform larvae grow for 2 or 3 days, feeding on bacteria and organic debris. They then molt into second-stage rhabditoid larvae (0.5–0.6 mm), which continue to feed for several days, and then into third-stage filariform larvae. The filariform larvae may remain viable in the soil for several weeks under favorable conditions. Eggs of *A. duodenale* are more resistant to temperature and other environmental variations than those of *N. americanus*, and its larvae can survive longer outside the host.

Hookworms normally infect humans by penetrating the skin, after which the filariform larvae are carried in the blood to and through the right heart to the lungs, then up the respiratory tree and down the digestive tract into the small intestine. After a final molt they attach to the mucosa of the jejunum and upper ileum and develop into sexually differentiated adults. The lung migration is essential for the development of *N. americanus* but not for *A. duodenale*. Eggs of *N. americanus* usually appear in host feces within 40–60 days after the worms reach the intestine, while *A. duodenale* has a much more variable prepatent period, ranging from 43 to 105 days. *A. duodenale* larvae can infect equally well by the oral route, developing into adults without lung passage. In a study in China many children showed clinical manifestations and eggs in their feces within 3 months of birth, suggesting transplacental transmission of infective larvae. Although the evidence is indirect, because hookworm larvae have never been demonstrated in breast milk, the facts that *A. duodenale* infects nursing infants with no apparent exposure to other routes of infection, and that in a number of endemic areas there is a predominance of *A. duodenale* in infants also strongly argue for transmammary transmission.

The prepatent period for *A. duodenale* is long because before larvae that have penetrated the skin reach the intestine to become adults, they undergo arrested development for extended periods in deep tissues. Human patients dewormed as long as 200 days following infection have been reported positive for forth-and fifth-stage *A. duodenale* larvae. *A. duodenale* larvae sequester in the viscera of experimental animals up to 36 days and in the muscles for 66 days, and at least 27-day-old muscle larvae of *A. duodenale* from experimental animals develop into adult worms when fed to dogs. These observations indicate that meat-borne *A. duodenale* infection of humans is possible through the ingestion of larvae in food animals that can serve as paratenic hosts, although no work has been done to explore the actual epidemiological significance of this means of transmission. The duration of infections is highly variable; many worms are eliminated within a year, but records of longevity range from 4–20 years for *N. americanus* and 5–7 years for *A. duodenale*.

**Infection and Disease**

The pathogenesis of hookworm disease usually begins when the larvae enter any portion of the skin with which they make contact, although it is also probable that in places where people have no direct contact with contaminated soil, hookworms may also be acquired through the buccal mucosa and lower levels of the alimentary tract when people eat vegetables grown on soil containing hookworm larvae. Skin penetration by the larvae results in a stinging sensation of minor or moderate intensity, depending upon the number of larvae penetrating and the sensitivity of the host. Skin reactions varying from erythematous papules to vesiculation last from 7 to 10 days. Secondary bacterial infections may also occur, especially if the itching lesions are abraded by scratching. This so-called “ground itch” or “dew itch” must be distinguished from the characteristic *Cutaneous Larva Migrans* (CLM) caused by the zoonotic *Ancylostoma braziliense* and other nematodes of the family Ancylostomidae. CLM is characterized by tortuous inflammatory areas in the dermis associated with swelling, erythema, papular dermatitis, and pruritus. *N. americanus* sometimes migrates in the skin and produces a mild CLM, which is of shorter duration than that caused by *A. braziliense*.

Although migrating hookworm larvae do not usually produce pulmonary symptoms, they do produce minute focal hemorrhages when they break out of pulmonary capillaries, and may produce clinical pneumonitis in massive infections. Wakana disease, which has been described in Japan, sometimes results following the ingestion of *A. duodenale* larvae, penetration of the larvae into mucous membranes of the mouth and pharynx, and their migration to the lungs. The initial symptoms that occur shortly after the larvae are ingested are pharyngeal itching, hoarseness, salivation, nausea, and vomiting, followed by an illness of several days duration that includes coughing, dyspnea, wheezing, urticaria, nausea and vomiting. Chest roentgenograms may reveal pulmonary infiltrates, which presumably result from an allergic reaction to the larval antigens.

Although light infections are usually asymptomatic, acute, heavy hookworm infections can produce gastrointestinal symptoms similar...
to those of acute peptic ulcers, which may include fatigue, nausea, vomiting, and burning and cramping abdominal pain. Peripheral blood eosinophilia occurs, and Charcot-Leyden crystals may be present in the feces. The acute disease occurs more frequently with *A. duodenale* than with *N. americanus*.

As the infection progresses, anemia from chronic blood loss may be accompanied by a loss of appetite and symptoms suggestive of congestive heart failure. Geophagy and pica may develop, with constipation resulting from the dietary change. The worms ingest blood that nourishes so rapidly through their bodies that they probably utilize simple diffusible substances rather than the ingested erythrocytes.  

However, they also spill a significant amount of blood by lacerating the mucosa during feeding, and the bleeding continues for as long as 30 minutes. Blood loss from mucosal damage increases disproportionately in heavy infections because the worms attach and reattach more frequently because of mating competition, especially early in the infection. Adult worms produce potent anticoagulants to facilitate blood feeding that may also enhance blood loss through mucosal bleeding, and an inhibitor that blocks adhesion of activated neutrophils to vascular endothelial cells, thereby probably assisting the hookworm in evading the host's inflammatory response.

Classic hookworm disease is an iron-deficiency, microcytic, hypochromic anemia resulting directly from blood loss. Intestinal injury and changes in intestinal motility might contribute to malabsorption of nutrients in the host, but patients in general are no more malnourished than uninfected subjects. Good nutrition consisting of iron, other minerals, and animal protein mitigates the disease associated with light to moderate hookworm infections, even though it does not affect the existing hookworm population or protect an individual from infection. In heavy infections, disease cannot be ameliorated by diet alone. Although the disease is usually associated with heavy infections, it has long been a mystery why it occurs in some persons with only light infections while other persons with extremely heavy infections have no signs or symptoms. The answer appears to lie in the availability of dietary iron stores rather than diet per se, because in hookworm endemic areas dietary intake of iron appears to be generally adequate. It is likely that those more susceptible to disease cannot absorb sufficient iron due to intestinal morphological or functional abnormalities for reasons unrelated to their hookworm infection, such as tropical enteropathy or protein malnutrition.

Remote organs such as the corneal epithelium, central nervous system and heart may also be adversely affected indirectly by hookworm infection. On the other hand, the chronic anemia of hookworm disease may also result in physiological compensations within the host, such as increased pulmonary vital capacity, increased tolerance of tissue cells to anoxia, and lowered systolic pressure. Also, the risk of myocardial infarction may be reduced due to dilatation of the heart and increased collateral circulation of coronary arteries. Changes may occur in bone marrow because of blood loss; retroperitoneal lymph nodes may become enlarged secondary to antigenic stimulation; and the anemia and hypoxia of hookworm disease are sometimes associated with fatty deterioration of the heart, liver and kidneys.

Infections that produce more than 5000 eggs per gram (EPG) of feces are considered heavy; 2000–5000 EPG, moderately heavy; 500–2000 EPG, moderately light, and less than 500 EPG, light. Light infections do not usually result in clinical disease, but moderate and heavy infections are often associated with significant anemia. Diagnosis is complicated in early infections because anemia may actually begin before hookworm eggs are detectable in feces, when larval and immature hookworms first reach the mucosa and begin to cause blood loss. Hookworm disease should be suspected in a person who is the greatest source of infection for others, because infective larvae show a high degree of aggregation in the soil that depends on density independent factors influencing larval development and survival, such as moisture, shade and the vertical distribution of ova in the soil.

**Epidemiology**

The most favorable conditions for the development of hookworm larvae and completion of the life cycle include loose, moist, shady, sandy humus, promiscuous defecation or the use of improperly treated human feces (night soil) as fertilizer, and the opportunity for humans to come into contact with the soil. An important epidemiological factor appears to be the presence of dung beetles that thrive in such soil and bury human feces efficiently, thereby maintaining defecation sites acceptable for repeated use and enhancing the infection potential of particular spots in which the larvae hatch, develop and migrate upward through the sandy soil. Rainfall is required to provide adequate moisture for the larvae to migrate, aggregate, and reach human skin on grass or other moist surfaces. Temperature is an important factor in determining which species of hookworm is found, because *N. americanus* can tolerate higher temperatures than *A. duodenale*, while the latter can withstand low temperatures that retard or prevent development of the former. The infective larvae may remain viable in the soil for months during periods of drought or low temperatures. Eggs and infective third-stage hookworm larvae have also been found on the external body and in the gut of several fly species, some of which forage on human feces and moist skin and remain infective when regurgitated by common houseflies for up to eight hours postingestion.

Observations in the American south that whites are much more susceptible to infection than nonwhites of similar socioeconomic status suggests a genetic predisposition to infection, and gender-associated effects have been attributed to differences in habits and exposure to infection. It has been observed that approximately 10% of available hosts harbor 70% or more of the parasite population, further evidence suggesting that heavily infected persons may be genetically predisposed to such levels of infection. For epidemiological purposes, the extent of hookworm disease in a community depends on both the prevalence and intensity of infection as measured by egg output. There can also be high prevalence with low intensity of infections or heavy infections in regions of low prevalence. However, people who contribute large numbers of eggs to the environment are not necessarily those with the greatest source of infection for others, because infective larvae show a high degree of aggregation in the soil that depends on density independent factors influencing larval development and survival, such as moisture, shade and the vertical distribution of ova in the soil.

**Prevention and Control**

Theoretically, hookworm disease could be reduced by the sanitary disposal of human feces, wearing shoes and protective clothing, the use of ovicides or larvicides, vaccines, and adequate individual or mass chemotherapy. However, the mere availability of properly constructed sanitary latrines does not ensure their use, as local habits, customs, or beliefs regarding cleanliness and personal hygiene may be major obstacles. It has been demonstrated that children more often than adults tend to go barefoot, resulting in more contact with soil, and fail to use sanitary facilities even when they are present, but prefer the convenience of defecating among bushes in backyards or areas near their homes. Even in adults, shoes and protective clothing are often not a reasonable expectation because they are expensive, difficult to clean, and can be extremely uncomfortable in hot weather.

Health education encourages people to defecate where conditions are unfavorable for the development or survival of free-living stages, such as on saline soils, open, dry, fallow land, or in flooded fields. However, none of these control methods have been very successful in areas where soil pollution is the norm and poverty and unsanitary life styles promote the heaviest hookworm transmission. For this reason, more recent efforts are being made to eliminate worm burdens by the mass treatment of affected populations with anthelminitics, in an effort to lower the intensity of the infection, which will reduce
morbidities and gradually disrupt transmission. To further this objective, more research is also needed in (a) development of species-and stage-specific diagnostic tests, (b) investigation of the consequences of arrested development of hookworms, (c) study of hookworm transmission in various regions in the context of varied cultural factors, (d) quantification of the effects of morbidity on individuals and communities, (e) investigation of the relationships between hookworm disease and human nutrition, (f) elucidation of the human host response to infection, and (g) the search for potential vaccines.

At present, no effective vaccines are available. Although a cDNA clone encoding a specific antigenic protease has been proposed as a candidate immunogen in human beings, there is no direct evidence that protective immunity to hookworm develops in humans. A study in Papua New Guinea following mass chemotherapy showed that infection with _N. americanus_ returned to pretreatment levels after 2 years and that the predisposition to reinfection was independent of host age and sex. It has also been noted that the intensity of hookworm infection steadily rises with age or plateaus in adults. However, recent studies in dogs with _Ancylostoma caninum _asparic protease vaccine resulted in significantly lowered worm burdens and fecal egg counts, and prevented anemia in animals following challenge with infective larvae. A nonprofit partnership called the Human Hookworm Vaccine Initiative is currently attempting human vaccine trials using antigens derived from living L3 canine hookworm larvae that can partially protect laboratory animals against hookworm challenge. In general, only persons at highest risk for disease as determined by egg output and iron-deficiency anemia should be treated. Little benefit is gained from treating individuals with light infections in endemic areas, as reinfection commonly occurs in such foci within 4–6 months. Persons who return from endemic areas to good sanitary conditions and adequate nutrition may not require treatment. Albendazole, mebendazole, or pyrantel pamoate are drugs of choice for treating hookworm infection. Since thiabendazole was first introduced as an anthelmintic in 1961, the benzimidazoles (BZ) drugs have become the current drugs of choice to treat hookworm infections. Although thiabendazole is larvicial and mebendazole is ovicidal and larvicidal, albendazole kills both preintestinal and intestinal worms, but it is not known whether it affects arrested larvae of _A. duodenale_. Bephenium hydroxyumphoate is effective against _A. duodenale_, and also against _N. americanus_ when combined with tetrachloroethylene, although the latter is difficult to obtain for human use in the United States. Tetrachloroethylene is effective when used alone in higher doses but should not be used if _Ascaris_ worms are present. Pyrantel pamoate is useful against both species and is useful for combined infections with _Ascaris_. Praziquantel has also been shown to reduce hookworm infections from 93.5 to 64.8% in boys, and from 70.9 to 23.7% in female patients treated for schistosomiasis.

### Other Intestinal Nematodes

Mark R. Wallace • John W. Sanders • Shannon D. Putnam

Intestinal nematodes are the most common parasites in humans, infecting up to one-fourth of the world’s population. Most infestations occur in the developing world where warm, moist climates, poverty, and poor sanitation favor transmission. Since most helminths do not multiply in the human host (Strongyloides stercoralis and Capillaria philippinensis being notable exceptions), the overall worm burden is usually light and symptoms minimal. Heavy worm burdens occur in a sizable minority of infected persons (often children) and may cause severe illness, impaired school or work performance, stunted growth, and a variety of unusual manifestations. Through autoinfection, _S. stercoralis_ and _C. philippinensis_ have the potential to cause life-threatening hyperinfections.

The intestinal nematodes vary greatly in size, life cycle, and disease manifestations. In this chapter, we review the most common intestinal nematodes excluding the hookworms, which are discussed elsewhere. With the exception of _C. philippinensis_, all the intestinal nematodes discussed are primarily pathogens of humans.

### Strongyloides Stercoralis

Though strongyloidiasis is less prevalent than the other common intestinal nematodes and is often only minimally symptomatic, its potential for autoinfection allows for unusually chronic and/or severe infections.

**The Parasite**

The life cycle of _S. stercoralis_ is similar to that of the hookworms (Fig. 18-9). The adult worm, a parthenogenetic female, lives within the mucosal epithelium of the human small intestine and deposits eggs (usually less than 50 per day) in the mucosa. There they hatch into noninfective rhabditiform larvae, migrate into the small intestinal lumen, and are discharged with human feces into the soil. The larvae then develop into either the infective filariform larvae (direct cycle) or adult worms capable of producing additional generations of rhabditiform larvae, which subsequently moult into infective filariform larvae (indirect cycle). Human infection is acquired through skin penetration or (less commonly) ingestion of filariform larvae, which then traverses the venous circulation to the lungs. Once in the lungs, the larvae penetrate capillary walls, enter the alveoli, ascend the trachea to the epiglottis, are swallowed, and eventually reach the upper part of the small intestine where they develop into adult worms.

In the autoinfection cycle, the rhabditiform larvae mature to infective filariform larvae within the human gut and reinvade through the intestinal mucosa or perianal skin. This allows the infection to continue and the parasites to multiply without any additional exposure to soil-borne filariform larvae. Autoinfection accounts for the extremely long-lived infections (sometimes over 50 years) and the possible development of hyperinfection and disseminated strongyloidiasis in immunocompromised hosts.

**Epidemiology**

Strongyloidiasis is an infection of worldwide importance. It is endemic in the developing world, much of Europe, and the Appalachian region of the United States. The prevalence rates vary greatly between surveys with estimates of up to 100 million cases worldwide. Immigrants, travelers, and military personnel can acquire _S. stercoralis_ in endemic areas and then harbor the parasite with few (if any) symptoms for decades through autoinfection. Residents of mental institutions are also at particularly high risk for strongyloidiasis due to fecal-oral transmission and geophagia.
Infection and Disease
The initial entry of the filariform larvae through the skin may produce a transient pruritus similar to that of the hookworms. Cough and wheezing, indistinguishable from that seen in hookworm or Ascaris infection, may occur as the larval forms migrate through the respiratory tree. The pulmonary symptoms are usually mild and short-lived, but may be severe in hyperinfection.

Established infection in the immunocompetent host may be asymptomatic or manifested by intermittent vague abdominal pain, indigestion, nausea, anorexia, or diarrhea. The autoinfection cycle may perpetuate strongyloidiasis infection for decades. Patients with ongoing autoinfection may develop larva currens: an urticarial, serpiginous rash. This rapidly moving eruption (up to 5–10 cm/h) is due to autoinfecting filariform larva migrating under the skin after penetrating the perianal surface. Larva currens may last days and recur over months or years; it is said to be pathognomonic of strongyloidiasis. Children with heavy worm burdens may have malabsorption and growth retardation. Severe strongyloidiasis may resemble inflammatory bowel disease and lead to the (disastrous) initiation of immunosuppressive therapy and subsequent hyperinfection.

Hyperinfection and disseminated strongyloidiasis occur when autoinfection is amplified by the presence of immunosuppression or chronic illness. Common predisposing factors include corticosteroid therapy, immunosuppressive chemotherapy, renal failure, malignancy, chronic pulmonary disease, alcoholism, tuberculosis, or malnutrition. Hyperinfection strongyloidiasis may resemble inflammatory bowel disease and lead to the (disastrous) initiation of immunosuppressive therapy and subsequent hyperinfection.

Hyperinfection should always be considered in immunosuppressed patients with unexplained gastrointestinal or pulmonary processes or recurrent Gram-negative bacteremias. Eosinophilia, prominent in uncomplicated strongyloidiasis, is often absent in these seriously ill patients. Overall mortality of the hyperinfection syndrome is high even with appropriate therapy.

Diagnosis
The diagnosis of S. stercoralis infection rests on identifying the larval forms; eggs hatch before exiting and are usually not seen in the stool. Because of the low rate of egg production, examination of a single stool detects only about 30% of infections; three or more fresh stools should be examined for the presence of rhabditiform larvae. Various stool concentration methods may improve the yield, and Strongyloides stool cultures are available in a few laboratories. Duodenal aspirates or sampling by the “string test” are positive in over 90% of infections. When pulmonary symptoms are present, a sputum examination for filariform larvae is indicated. In some cases where strongyloidiasis is suspected but no larval forms can be demonstrated, an enzyme-linked immunosorbent assay (ELISA) serology may be helpful; this is both sensitive and specific. Serologic testing may be used to screen patients from endemic areas prior to the initiation of immunosuppressive therapies.

Therapy
Eradication is the goal of strongyloidiasis therapy. Simply reducing worm burden is inadequate as it leaves the patient exposed to the risk of subsequent hyperinfection. Ivermectin (100 µg/kg per day for 1–2 days) is highly effective (>90%) against chronic intestinal strongyloidiasis and is generally well tolerated. For patients with underlying immunodeficiencies, including human T-lymphotropic virus (HTLV)-I infections, treatment should be repeated at two weeks. Although not
FDA-approved for disseminated strongyloidiasis, it is the most effective and best tolerated drug, but some experts recommend dosing for 5–7 days, and repeating that in two weeks. Albendazole, dosed at 400 mg PO twice daily for 2–3 days, is another choice for treatment and is also well tolerated; but it is not as effective as ivermectin. Thiabendazole was the traditional therapy of choice for strongyloidiasis and is given for three days in uncomplicated cases and seven (or more) days in hyperinfection syndromes. It is effective, with 90% cure rates in uncomplicated cases, but virtually all patients treated with thiabendazole will develop some toxicity; disorientation, fatigue, and gastrointestinal complaints are the primary side effects.

Prevention and Control
The sanitary disposal of human feces is essential for the control of strongyloidiasis in endemic areas. Wearing appropriate footwear is a valuable adjunct to prevention, but may be impractical in warmer climates. Hyperinfection syndromes are prevented by the identification and eradication of strongyloidiasis infections.

**Ascaris lumbricoides**

*Ascaris lumbricoides* is the largest and most common of all the intestinal geohelminths infecting humans. Though usually asymptomatic, severe clinical manifestations occur in a significant minority of patients. The fecundity of the female ascarid and the prolonged egg survival in the soil guarantee that ascariasis will continue to be among humankind’s most prevalent infections for the foreseeable future.

**The Parasite**
The adult worms are 120–400 mm long and live in the small intestine for 1–2 years. The mature female produces approximately 200,000 unembryonated eggs daily. The eggs have a rough, mammillated coat and are discharged into the intestinal lumen and passed with the feces. Once deposited in soil, the eggs embryonate and become infectious, remaining viable for years despite extremes of temperature and moisture. After ingestion via contaminated soil or foods, the eggs hatch into rhabditiform larvae in the small intestine. The larvae penetrate the intestinal mucosa, invade the portal veins, pass through the liver, and continue to the lungs. Once in the lung, they penetrate into the alveoli, are coughed up, swallowed, and return to the small intestine where they develop into the adult worms.

**Epidemiology**
It is estimated that over one billion humans are infected with *Ascaris*. Ascariasis is most common in warmer climates with inadequate human waste facilities, but cases can occur in temperate climates with good sanitation; there are an estimated four million cases per year in the United States. Although the usual mode of transmission is usually fecal-soil-oral, egg-contaminated food or inhalation of airborne eggs may also produce infection.

**Infection and Disease**
Most infections with *A. lumbricoides* are asymptomatic. Clinical disease is most likely in heavily infected individuals, especially children. During the larval migration through the lungs in primary infection, a transient pneumonitis with eosinophilia may be seen, which is indistinguishable from the pulmonary phase of *Strongyloides* and hookworms. Gastrointestinal symptoms of ascariasis are often mild and vague, but wandering ascarids occasionally cause severe pancreatic or hepatobiliary disease. Children with heavy infections may develop bowel obstruction. The role of sustained heavy *Ascaris* burdens in childhood malnutrition and developmental delays is difficult to firmly establish but probably is a contributing factor.

**Diagnosis**
The diagnosis of ascariasis is easily made by identifying the large number of eggs in a single stool specimen. Pulmonary ascariasis is occasionally diagnosed by identifying the larvae in sputum. Adult worms may be found in the stools or emerging from the mouth or nose.

**Treatment**
There are many effective treatment choices for ascariasis. The primary drugs of choice are the benzimidazoles, mebendazole (100 mg twice daily for 3 days or 500 mg once), or albendazole (400 mg once), but as these are potentially teratogenic, pyrantel pamoate (11 mg/kg up to a maximum of 1 g once) should be used during pregnancy. Piperazine (50–75 mg/kg QD up to a maximum of 3.5 g for 2 days) should be used if intestinal obstruction or “wayward worms” are suspected, as it will paralyze the worms and reduce the risks of additional visceral injury. Ivermectin (200 μg/kg once) and nitazoxanide (adults: 500 mg twice daily for 3 days; children ages 4–11: 200 mg oral suspension twice daily for 3 days) are effective alternatives.

**Prevention and Control**
Proper human waste disposal is essential to control ascariasis. Targeted mass treatment aimed at groups at risk for heavy helminthic infections (usually children) are often conducted as a part of preventative medicine programs and may reduce overall morbidity and mortality.

**Trichuris Trichiura**

Trichuriasis is an extremely common infection, with approximately 800 million persons infected worldwide. Many are coinfected with *Ascaris* or hookworm, which share a similar geographic and socioeconomic distribution. Like *Ascaris*, most infections are asymptomatic, but severe disease can occur with massive worm burdens.

**The Parasite**
Adult *T. trichiura* are approximately 30–50 mm long and live for years in the cecal and colonic mucosa. The posterior section of the adult worm appears thick and tapers to a long threadlike anterior structure, resembling a bull whip (hence the name whipworm). The adult male worm’s tail is coiled while the female worm’s tail is straight. The females are oviparous, producing 2000–10,000 eggs each day, which pass into the environment with the fecal stream. Once in the soil, the eggs mature over the next 2–4 weeks developing into infective first-stage larvae. After ingesting fecally contaminated material, the first-stage larvae hatch in the small intestine and migrate to the colon where they develop into mature worms. There is no disease phase in the whipworm life cycle.

**Epidemiology**
*Trichuris* has a cosmopolitan geographic distribution with a preference for warm, moist regions where sanitation facilities are lacking. The use of human waste for fertilizer (“night soil”) facilitates infection and may reduce overall morbidity and mortality.

**Infection and Disease**
Most *T. trichiura* infections are asymptomatic, but abdominal pain, anorexia, and diarrhea can be seen. Heavy infections can produce the *Trichuris* dysentery syndrome when whipworm infiltrates the bowel from the cecum to the rectum. The dysentery syndrome may be so severe as to resemble inflammatory bowel disease and may result in anemia or rectal prolapse. As with other geohelminths, children are most often heavily infected with *Trichuris* and may suffer delayed development. *Trichuris* is usually not associated with eosinophilia.

**Diagnosis**
Diagnosis is made by identifying the eggs in the feces. The eggs have a thick, clear shell with distinctive bipolar plugs. More than 10,000 eggs per g of stool indicate heavy infection. The diagnosis is occasionally made endoscopically through direct visualization of adult worms in the colon.

**Treatment**
A 3-day course of mebendazole (100 mg twice daily for 3 days) is the optimal therapy for the individual patient as it is more effective than
single dose therapy; but single doses of either mebendazole (500 mg once) or albendazole (400 mg once) are often used in mass treatment eradication campaigns in heavily endemic areas. Single-dose therapy results in a 60–75% cure rate. Ivermectin also has activity against Trichuris, but the efficacy of single dose therapy has been disappointing. However, combining a single dose of albendazole and ivermectin was shown to be more effective than either drug alone, making this the best choice for mass treatment campaigns. Nitazoxanide has also shown promise as an effective therapy for trichuriasis.

Prevention and Control
As with most intestinal nematodes, the primary mode of prevention is to provide the proper disposal of human feces and to avoid ingestion of soil-contaminated material through careful hand washing and food preparation.

Capillaria philippinensis
Unlike the more common intestinal nematodes infecting humans, capillariasis is not primarily a human disease and almost always results in severe infection.

The Parasite
C. philippinensis is believed to exist primarily in a fish-bird life cycle. Birds, the proposed reservoir host, harbor the adult worms and in turn defecate eggs, which are fed upon by freshwater fish. Larval forms of C. philippinensis develop within the fish, which are then consumed by birds to complete the cycle. Humans inadvertently become infected by ingesting raw fish or crustaceans infected with the larval forms; the eggs are not infectious to humans. Following raw fish ingestion, the birds to complete the cycle. Humans inadvertently become infected by ingesting raw fish or crustaceans infected with the larval forms; the eggs are not infectious to humans. Following raw fish ingestion, the adult worms develop and reside in the proximal small bowel. Like strongyloidiasis, eggs can hatch into infective larvae within the human gut and produce autoinfection with extremely high parasite burdens and serious illness.

Epidemiology
Since first discovered in the 1960s, most cases of C. philippinensis infections have been reported from the Philippines and Thailand. More recently, cases have been reported from Japan, Iran, Taiwan, Egypt, Indonesia, Korea, and India.

Infection and Disease
Infection with C. philippinensis usually (if not always) leads to a serious illness characterized by abdominal pain, nausea, vomiting, borborygmi, and voluminous diarrhea. Severe chronic infection can cause malabsorption, electrolyte abnormalities, wasting, and eventual death. The untreated mortality has been estimated at 10–30%.

Diagnosis
Diagnosis is based on the identification of thick-shelled, striated, biform eggs in the feces. The eggs (35–45 µm long by 20 µm wide) somewhat resemble those of the closely related Trichuris. In chronic cases, larvae and adult worms may also be seen in stool specimens. Examination of small bowel aspirates or biopsies may occasionally be helpful in making the diagnosis when stool examinations are negative.

Treatment
A 10-day course of albendazole is the preferred treatment, as it kills all forms of the parasite. A 20-day mebendazole regimen is the best alternative. The previously used 30-day course of thiabendazole is too toxic for routine therapy. Shorter courses of treatment lead to an unacceptably high relapse rate and should be avoided.

Prevention and Control
Human capillariasis is entirely prevented by avoiding the consumption of raw fish. When cases occur, prompt treatment is essential to prevent mortality and to limit possible contamination of local waters with feces, which could create local outbreaks. As with all other intestinal nematodes, proper disposal of human waste is essential to prevent the disease.
Schistosomiasis, or bilharziasis, is a chronic debilitating disease with significant morbidity and mortality. It affects more than 200 million people in 74 countries worldwide and is second only to malaria in socioeconomic and public health importance in tropical and subtropical areas. Human disease is caused by five species of blood flukes of the genus Schistosoma: S. mansoni, S. haematobium, S. japonicum, S. mekongi, and S. intercalatum.

**Biology and Life Cycles**

The schistosome requires an intermediate and a definitive host to complete its life cycle. Asexual reproduction takes place in the moluscan intermediate host and sexual reproduction in the definitive vertebrate host. Briefly, free-swimming miracidia hatch from eggs deposited in freshwater during defecation or urination by an infected definitive host. These miracidia penetrate the appropriate snail host and develop into primary sporocysts, each of which produces multiple secondary sporocysts. Each of the secondary sporocysts produces a great number of cercariae, resulting in the production of hundreds to thousands of cercariae from an individual miracidium. The fork-tailed cercariae migrate out of the snail and propel themselves toward the surface of the water. Of note, both miracidia and cercariae have a limited life span in the absence of an appropriate host (6–24 hours under experimental conditions). Sporocysts, on the other hand, remain dormant during adverse conditions, and are able to resume cercarial production with the return of a favorable environment.

When humans contact schistosome-infested water, cercariae penetrate the skin, lose their tails, and are transformed into schistosomula. After several days, the schistosomula enter a venule or lymphatic vessel and migrate to the right side of the heart, then to the lungs, and finally to the liver sinuses, where they begin to mature. On reaching maturity, adult male and female worms pair and migrate to their final habitats. There, eggs are deposited in the venules of the intestine or urinary bladder, break through the submucosa and mucosa into the lumen, and are evacuated through the feces or urine completing the life cycle.

The mature female schistosome measures from 7.2 to 26 mm in length and 0.25 to 0.5 mm in width, whereas the mature male measures from 6.5 to 20 mm in length and 0.5 to 1 mm in width. They remain in copula for their entire lifespan, an average of 5–8 years, but sometimes for as long as 30 years. The preferred location of adult worms in the host is different among the schistosome species. S. japonicum and S. mekongi adult parasites are generally found in the superior mesenteric vein; S. mansoni and S. intercalatum in the inferior mesenteric vein; and S. haematobium, in the vesicular and pelvic venous plexuses. Daily egg production also varies with the species: from approximately 1500 to 3000 eggs per day per worm pair in S. japonicum infection to 250 eggs per day in S. mansoni and S. intercalatum infection and 50–100 eggs/day in S. haematobium infection. These biological differences between schistosome species are important in determining both the clinical manifestations and transmission rates of infection.

**Distribution**

Schistosomiasis is endemic in many tropical and subtropical countries and is a frequent cause of travel clinic visits, particularly in travelers to west Africa. The distribution of schistosomiasis is dependent on the existence of the appropriate snail host and necessary environmental conditions. S. mansoni (intermediate host: Biomphalaria spp.) has the most widespread distribution, ranging from the Arabian peninsula to South America and the Caribbean. S. japonicum (intermediate host: Oncomelania spp.) is confined to the Far East, distributed in parts of China, Indonesia (S. japonicum-like), the Philippines, and until recently, Japan. A related species, S. mekongi (intermediate host: Neotricula spp.), is found in Laos, Cambodia and Thailand. S. haematobium (intermediate host: Bulinus spp.) is endemic in the Middle East, Africa, Turkey, and India. Transmitted by the same intermediate host as S. haematobium, S. intercalatum is found only in regions of Central and West Africa. Important reservoir hosts for S. japonicum include mice, dogs, goats, rabbits, cattle, sheep, rats, pigs, horses, and buffalo. Although natural infection of non-human primates with S. mansoni and S. haematobium has been described, animals other than humans do not appear to be major reservoirs of infection with these species.

**Pathological and Clinical Manifestations**

Most of the pathological changes and clinical manifestations of schistosomiasis result from the host’s immunological response to the eggs. The severity of the disease depends on the species, strain, location of infection, intensity and duration of infection, frequency of reinfection, and the host’s reactivity. Mild infections without symptoms often occur. The course of infection may be divided into four progressive stages: invasion, maturation, established infection, and chronic infection with its attendant complications.

In the invasion stage, exposure of the sensitized host to cercarial or schistosomular antigens may lead to transient allergic manifestations. Although most infected individuals have no symptoms during cercarial penetration, a localized papular dermatitis (“swimmer’s itch”) may occur with repeated exposures. A similar, but more intense, reaction is provoked when schistosome species that normally do not infect humans penetrate the skin and die in the dermis releasing large quantities of parasite antigen. Petechial hemorrhages, foci of eosinophilia, and leukocytic infiltration may be produced in the lungs or in the liver when schistosomula migrate through the lungs and reach the liver. During this period, transitional symptoms of fever, malaise, cough, and a generalized allergic reaction may appear. When present, symptoms generally resolve in 5–15 days without treatment.

Active schistosomiasis starts with worm maturation and the beginning of egg production. Severe cases of active schistosomiasis, or Katayama fever, are not uncommon and occur 25–40 days after S. japonicum or heavy S. mansoni infection, coincident with the first two weeks of egg production. The clinical manifestations are characterized by a serum sickness-like syndrome of fever, chills, cough, arthralgias and myalgias, diarrhea, eosinophilia, hepatosplenomegaly, and generalized lymphadenopathy. Recovery usually occurs within several weeks, but fatalities do occur. The syndrome most likely reflects the strong host immune response to egg antigens and the formation and deposition of circulating immune complexes.

In the established stage, intense egg deposition and excretion takes place. The intestinal schistosomes (S. japonicum, S. mekongi, S. mansoni, and S. intercalatum) release eggs into the mesenteric veins. Some of these become lodged in the intestinal submucosa, where they secrete proteolytic enzymes that erode the tissue, and break through the intestinal wall. In heavy infection, this may cause diarrhea and blood in the stool. Other eggs may be trapped at the original site or swept back into the portal blood flow and distributed to the liver, spleen, or other ectopic foci, where they provoke an inflammatory tissue response and granuloma formation. This may cause thrombosis of vessels, formation of polyps in the intestinal wall, or hepatosplenic schistosomiasis (see later on). In S. mansoni infection, the rectum and colon
are affected more frequently than other parts of the gastrointestinal tract. The severity of early disease is closely correlated with the number of eggs and their anatomic location. Consequently, *S. japonicum*, which has the highest capacity for egg production and the widest egg distribution, is a more common cause of severe, disseminated disease.

Adult *S. haematobium* in the veins surrounding the urinary bladder deposit eggs into the vesicular plexus. These commonly break through the bladder wall and cause dysuria, urinary frequency, proteinuria, and hematuria. Inflammatory polypoid masses in the bladder or ureteral walls are common early in infection and are a significant cause of obstructive uropathy. Eggs may also be carried by the venous system to the genital organs, gastrointestinal tract, lungs, and liver.

The chronic stage with its attendant complications is generally observed only in heavy infection, and is consequently very uncommon in travelers. The acute symptoms (if present) resolve, and the level of egg secretion becomes stable. Although most individuals with chronic infection are asymptomatic, egg-induced granuloma formation, fibrous proliferation and vascular obliteration lead to chronic pathology in others (see later on). Once initiated, schistosome-induced fibrosis may progress despite resolution of the initial infection. Chronic intestinal schistosomiasis is characterized by fibrous patches, inflammatory polyps, thickening of the intestinal wall and adhesions of the thickened mesentery and omentum to the intestine. Complications include secondary bacterial infection and intestinal obstruction. Recurrent Salmonella bacteremia is particularly common. In hepatosplenic schistosomiasis, granulomas develop around eggs in the portal venules. Hepatosplenomegaly may be pronounced. Over time, the liver gradually shrinks in size as a result of increasing fibrosis in a periportal distribution, called Symmers' pipestem fibrosis. This may result in blockage of presinusoidal blood flow, leading to portal hypertension, ascites, and esophageal varices. An association between hepatosplenic schistosomiasis and nephrotic syndrome secondary to immune complex glomerulonephritis has been well-documented.

Pulmonary schistosomiasis has been reported in all five species of schistosome infection. Eggs may be carried to the lungs by venous shunting through systemic collateral vessels formed as a result of portal hypertension or because of aberrant migration of worms into the vena caval or vertebral venous systems. The resulting granulomatous arteritis of the pulmonary capillary bed may lead to obliterator arteriolitis, dilatation of the pulmonary arteries, and pulmonary hypertension. Rarely, this leads to cor pulmonale with right-sided heart failure.

Fibrosis and calcification of the eggs in the urinary bladder may impair bladder function. Fibrosis of the neck of the bladder and opening of the ureter result in obstruction of urine flow and may lead to the development of hydroureret, hydronephrosis, renal stones and, rarely, renal failure. Chronic ulceration and irritation of the bladder epithelium may in time lead to malignant transformation and the development of squamous cell carcinoma of the bladder.

Female genital schistosomiasis, as defined by the presence of schistosome eggs or worms in the upper or lower genital tract, is a recently recognized syndrome that is associated with the presence of visible lesions or “sandy patches” on the cervix on colposcopic examination. The potential role of these inflammatory lesions in enhancing the transmission of sexually transmitted infections, the development of malignancies of the genital tract and infertility rates remains controversial.

In cerebrospinal schistosomiasis, ectopic eggs may cause granuloma formation in the central nervous system, resulting in focal damage. Brain involvement is most common in *S. japonicum* infection, and may present acutely as meningoenephritis. In chronic infection, seizures are the predominant manifestations. *S. mansoni* and *S. haematobium* more commonly affect the spinal cord, causing transverse myelitis.

The immune response to helminth infections, including schistosomiasis, is characterized by a Th2 phenotype with eosinophilia, elevated serum IgE levels. In contrast, viruses and protozoa generally induce a Th1 type immune response. The immunological and clinical effects of coinfection with schistosomiasis and such pathogens reflect the balance between these opposing responses. In some infections, such as viral hepatitis C, coinfection with schistosomiasis leads to more severe liver disease, with higher viral titers and increased mortality. In other infections, such as malaria, coinfection with schistosomiasis appears to afford a modest protective effect against malaria, with decreased parasitemia and milder clinical disease in coinfected children. Finally, although the course of HIV infection does not appear to be altered by schistosomiasis, available data suggest that advanced HIV infection may decrease resistance to reinfection in schistosomiasis.

**Diagnosis**

Definitive diagnosis is made by identifying characteristic eggs in the stool or urine sample, or by tissue biopsy. Eggs of *S. japonicum* and *S. mekongi* are globular in shape without spines; *S. mansoni*, oval with a lateral spine; and *S. haematobium*, oval with a terminal spine. Concentration techniques should be employed for all urine and stool specimens, and multiple samples should be examined carefully before a negative report is given. The quantitative Kato-Katz (cellophane) thick fecal smear is a rapid, inexpensive method of detection of eggs in the stool. It has become a standard diagnostic tool in epidemiology for international comparison of data, and has largely replaced filtration and hatching techniques. Newer techniques, such as Visser filtration, allow examination of larger amounts of stool and may be useful in documenting light infections. If eggs cannot be found in a chronic symptomatic case, rectal biopsy snips should be taken, pressed between two slides and examined by light microscopy for eggs. Colposcopic biopsy with histologic examination may also be useful in such instances.

In urinary schistosomiasis, concentration and quantification of eggs in urine samples may be accomplished by centrifugation or a variety of filtration techniques. Since *S. haematobium* eggs are shed into the urine following a circadian rhythm, samples should be obtained between 10 a.m. and 2 p.m. Large volumes (>3 liters) of urine may need to be examined to detect eggs in light infections. In epidemiological studies, hematuria is often used as an indirect indicator of *S. haematobium* infection; however, the diagnostic value of hematuria at the individual level is limited by large variations in the predictive value of the test between different populations.

The detection of antibodies against schistosomes may be helpful in documenting recent infection in visitors to endemic areas; however, the inability of such tests to distinguish between past and current infection limits their utility in endemic areas. More recently, a variety of schistosome antigen detection tests have been developed, of which the cathodic antigen (circular anodic cathodic antigen) and urine CCA (circular cathodic antigen) are the best characterized. Since antigen titers become positive early in infection and are correlated with the intensity of infection, serum CAA and urine CCA may be useful in the diagnosis of acute schistosomiasis and in assessing cure after chemotherapy.

Although abdominal ultrasonography is sometimes helpful diagnostically, findings may be nonspecific early in infection. Consequently, it is most useful in assessing morbidity and monitoring the response to treatment in patients with chronic disease.

**Treatment**

Praziquantel, a heterocyclic pyrazinoisoquinoline, is the drug of choice for all species of schistosomes, with cure rates from 60% to 98% in most series. In patients with hepatosplenic involvement, periportal fibrosis may actually resolve with treatment. The drug is well tolerated, with only mild transient side effects, including abdominal discomfort, nausea, diarrhea, headache, dizziness, drowsiness, and pruritus. Three doses of 20 mg/kg given at 4-hour intervals are recommended for treatment of *S. japonicum* infections. In most cases, a single dose of 40 mg/kg is sufficient for treatment of infection with other schistosome species. Of note, HIV status does not appear to play a role in the response of schistosomiasis to praziquantel therapy.
Resistance to praziquantel has been induced in laboratory strains of *S. mansoni* with repeated exposure to the drug. Reports of decreased cure rates with praziquantel in epidemic foci in Senegal and the Nile Delta Region of Egypt coupled with decreased drug susceptibility of parasite isolates from individuals in these two regions in a murine infection model initially raised concern that the same phenomenon would occur in humans. However, praziquantel resistance has not been detected in other endemic regions, and there is no evidence that the proportion of parasite-resistant strains has increased in these regions over time despite continued use of praziquantel.

Concern over reliance on a single drug has led nevertheless to renewed interest in alternatives to praziquantel therapy, including artemisinin derivatives. Metrifonate, an organophosphorus ester, and oxamnique, a tetrahydroquinoline, used in the past as alternative therapies for the treatment of *S. haematobium* and *S. mansoni*, respectively, are no longer commercially available and will not be discussed.

Artemisinin derivatives, including artemesinin derivatives, are best known for their antimalarial properties; however, laboratory experiments and clinical trials have confirmed that these compounds also exhibit activity against all of the schistosome species that infect humans. Artemisinin derivatives are well-tolerated and may be administered orally or by intramuscular injection. Optimal regimens for artemisin treatment of schistosomiasis have not yet been determined. Unlike praziquantel, which is active only against adult worms, artemisinin compounds have activity against both the immature and adult stages of the schistosome life cycle and may be useful for chemoprophylaxis.

**Control and Prevention**

Control and prevention of schistosomiasis are among the most complex problems in public health. Success in control depends on having a well-organized program based on a profound understanding of the epidemiology of the disease, the biology, ecology, and distribution of the parasite intermediate snail host, and the geographic characteristics of the environment. It is also important to have sound knowledge of local socioeconomic conditions, support from health authorities, and cooperation of the communities.

The elimination of schistosomiasis through interruption of transmission has been attempted for the last five decades. It has been successful in some countries, such as Japan and large parts of China, but has proved to be beyond the resources of many endemic areas. Furthermore, ecological changes, both natural (e.g., drought) and man-made (e.g., water resource development projects, relocation of populations for political reasons), have led to schistosomiasis outbreaks in some regions where disease transmission was previously controlled. As a result, the World Health Organization has recommended the institution of integrated control programs targeted at reducing the morbidity and prevalence of the disease. The availability of geographic information systems (GIS) and sophisticated epidemiologic models is likely to enhance the effectiveness of such programs.

**Snail Control**

Molluscicides provide a rapid and effective means of reducing the snail population and decreasing disease transmission; however, their application must take into account the focal and seasonal patterns of disease transmission. A suitable molluscicide must be safe and nontoxic to mammals and aquatic organisms, stable in storage, and simple to apply. Niclosamide, a synthetic amide that has been used since the 1960s, fulfills most of these criteria and remains the molluscide of choice. The major limitations to its widespread use are cost (as much as $100 per kg in some areas of the world) and the high incidence of drug-associated fish mortality. Natural mollusci-cides of plant origin provide the theoretical advantage of decreased cost, local production, and low toxicity, but to date have not been as effective as niclosamide in field trials.

Long-lasting effects in the reduction of snail populations can be achieved by environmental modifications, such as the installation of overhead sprinklers and trickle-type irrigation systems, modification of canal design, alteration of water level, or lining of canals with cement. Simple methods, including weed control and drainage of unused standing water, can also reduce snail populations. Biological snail control methods are still in the experimental stages, and none has reached large-scale field trials. Preliminary studies using fish, insect, and molluscian competitors have met with only limited success.

**Chemotherapy**

Chemotherapy not only decreases the morbidity and prevalence of disease but also reduces transmission. Three basic strategies have been advocated: mass treatment, selective population-based therapy of infected individuals, and therapy targeted to subpopulations of infected individuals (e.g., those with high-intensity infection). The most appropriate treatment strategy depends on the endemicity of infection and the available resources. For example, in a highly endemic area, the cost of screening individuals for infection may exceed the cost of providing therapy for all persons living in the endemic area. Regardless of the strategy, reinfection generally occurs, especially in children where up to 40% may be reinfected one year after treatment. Even a small residual egg output can sustain disease transmission if the snail population is not controlled. Thus, a continuing schedule of screening and retreatment is required. The long-term side effects (if any) of repeated drug treatment and the potential effects on drug resistance also need to be considered.

**Education**

Health education is an integral part of any successful schistosomiasis control program and has been shown in several studies to have an effect on human behavior and ultimately on disease transmission and prevalence. It is much more likely that people will minimize contact with infested water, avoid polluting water sources and cooperate with community control programs if they understand the basic mechanism of disease transmission. Furthermore, simple and inexpensive water disinfection procedures, such as boiling, filtering, or storing for 24 hours, after which contaminating cercariae become noninfective, can be instituted. Finally, people who must have contact with contaminated water can be taught personal protection measures, including the use of repellents, rubber boots, and other barrier methods (e.g., wrapping the feet with cloth or puttees smeared with powdered *Thea oleosa* fruits), which may provide partial protection against infection.

**Sanitation and Water Supply**

Although expensive, the provision of safe water and adequate sanitation is crucial to the long-term control of schistosomiasis. In St. Lucia, the installation of individual household water systems was associated with a 75% decrease in the incidence of new *S. mansoni* infections in children. In theory, installation of latrines may protect snail-bearing waters from contamination with infectious human wastes; however, this has been less effective than provision of a safe water supply in decreasing transmission. The reason for this is likely multifactorial, and includes accessibility and social issues limiting the use of latrines in many communities. Finally, since water resource development programs may spread schistosomiasis to previously uninfected areas, such programs should be planned by multidisciplinary teams, including epidemiologists, ecologists, biologists, engineers, and public health officials.

Successful short-term control has been achieved with an integrated approach in some endemic areas. However, once prevalence has been reduced to the targeted level, a maintenance program is necessary to sustain it. This was highlighted by a recent study of community-based control of schistosomiasis in the Philippines, in which a marked increase in the incidence of hepatosplenomegaly was seen with suspension of antischistosomal chemotherapy for as little as two years. The cost of such long-term, multi-faceted control programs is not insignificant and may be as high as US$3 per protected subject per year (as compared to less than US$5 per capita total expenditure for health in sub-Saharan regions).
Toxic Shock Syndrome (Staphylococcal)

Arthur L. Reingold

INTRODUCTION

Staphylococcal toxic shock syndrome (TSS) is an acute, multisystem febrile illness caused by Staphylococcus aureus. A similar illness caused by group A streptococcal infections is discussed in Chap. 12.

The accepted criteria for confirming a case of TSS include fever, hypotension, a diffuse erythematous macular rash, subsequent desquamation, evidence of multisystem involvement, and lack of evidence of another likely cause of the illness (Table 18-2).

HISTORICAL BACKGROUND

TSS was first described as such in 1978 by Todd et al. However, cases of what we now believe to have been TSS have been reported in the medical literature since at least 1927 as “staphylococcal scarlet fever” or “staphylococcal scarlatina.” In addition, a number of patients reported in the medical literature in the 1970s as having adult Kawasaki disease probably had TSS. The association between illness and focal infection with S. aureus was, by definition, apparent in early reports of staphylococcal scarlet fever, but was reinforced by the findings of Todd et al. and later by the findings of other investigators.

TSS achieved notoriety in 1980 when numerous cases were recognized and an association between illness (in women), menstruation, and tampon use was demonstrated. While the early cases of staphylococcal scarlet fever and the report by Todd et al. clearly showed that TSS occurred in small children, men, and women who were not menstruating, most (but by no means all) of the cases associated with tampon use were reported in late 1979 and early 1980 when women were menstruating. Leading to the frequent misperception among the general public and many physicians that TSS occurred only in association with tampon use (and that the tampon disease”). This misperception undoubtedly led to subsequent biases in the diagnosis and reporting of TSS cases. However, later studies designed to eliminate such biases have shown that TSS does, in fact, occur disproportionately in menstruating women. While case-control studies demonstrating an association between the risk of developing TSS during menstruation and tampon use preceded (indeed, led to) the introduction of bias concerning the relationship between tampon use and menstrual TSS.

Follow-up studies demonstrated that the risk of developing tampon-related menstrual TSS varies with the absorbency, chemical composition, and oxygen content of the tampon, although the relative importance of these and other tampon characteristics in determining that risk remains uncertain. As a result of both epidemiological and in vitro laboratory studies, the formulation of available tampons changed dramatically in the early 1980s, such that absorbencies were substantially lower and chemical composition was less varied across brands and styles. Studies in the late 1980s demonstrated that the incidence of TSS, particularly menstrual TSS, rose and fell in parallel with the absorbency of tampons, but that the risk of developing menstrual TSS continued to vary directly with tampon absorbency, despite the changes in tampon formulation.

METHODOLOGY

Sources of Mortality Data

Mortality rates for TSS have not been reported directly, but can be estimated from reported incidence rates and case-fatality ratios.

Sources of Morbidity Data

Surveillance for TSS began in a few states in late 1979 and in other states and nationally in early 1980. Since that time, TSS has been made a reportable disease in most states. However, the level of intensity of surveillance activities has varied markedly between and within states. Thus, a few states established active surveillance for TSS for brief periods of time, while others did little to stimulate the diagnosis and reporting of cases. As a result, the completeness of diagnosing and reporting TSS cases undoubtedly has been inconsistent between states and over time. However, data from a national hospital discharge survey indicated that reporting of cases in the 1980s, while incomplete and variable by region, was not biased dramatically insofar as the age, race, sex, or menstrual status of the patients is concerned. Hospital record review studies, in which both diagnosed and previously undiagnosed cases of TSS were ascertained in a consistent fashion, so as to minimize or eliminate both diagnostic and reporting biases, also have been conducted. These studies demonstrated that, by and large, the patient characteristics and temporal trends observed in...
TABLE 18-2. CASE DEFINITION OF TOXIC SHOCK SYNDROME

<table>
<thead>
<tr>
<th>Symptom/Manifestation</th>
<th>Criteria</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fever</td>
<td>temperature ≥ 38.9°C (102°F)</td>
</tr>
<tr>
<td>Rash</td>
<td>diffusely macular erythroderma</td>
</tr>
<tr>
<td>Desquamation</td>
<td>1–3 weeks after onset of illness</td>
</tr>
<tr>
<td>Hypotension</td>
<td>systolic blood pressure &lt; 90 mm Hg for adults and below fifth percentile by age for children under 16 years of age, orthostatic drop in diastolic blood pressure ≥ 15 mm Hg from lying to sitting, orthostatic syncope, or orthostatic dizziness</td>
</tr>
<tr>
<td>Multisystem involvement:</td>
<td>three or more of the following:</td>
</tr>
<tr>
<td>Gastrointestinal</td>
<td>vomiting or diarrhea at onset of illness</td>
</tr>
<tr>
<td>Muscular</td>
<td>severe myalgia or creatine phosphokinase level at least twice the upper limit of normal for laboratory</td>
</tr>
<tr>
<td>Renal</td>
<td>blood urea nitrogen or creatinine at least twice the upper limit of normal for laboratory or urinary sediment with pyuria (≥ 5 leukocytes per high-power field) in the absence of urinary tract infection</td>
</tr>
<tr>
<td>Hepatic</td>
<td>total bilirubin, serum aspartate transaminase, or serum alanine transaminase at least twice the upper limit of normal for laboratory</td>
</tr>
<tr>
<td>Hematologic</td>
<td>platelets &lt; 100,000</td>
</tr>
<tr>
<td>Central nervous system</td>
<td>disorientation or alterations in consciousness without focal neurological signs when fever and hypotension are absent</td>
</tr>
</tbody>
</table>

Negative results on the following tests, if obtained:

- Blood, throat, or cerebrospinal fluid cultures (cultures may be positive for *Staphylococcus aureus*)
- Rise in titer to Rocky Mountain spotted fever, leptospirosis, or rubella
- Hemoglobin: Hb < 10 gm/dL
- Hematocrit: < 30%
- Platelets: < 100,000
- Blood urea nitrogen: ≥ 100 mg/dL
- Creatinine: ≥ 2 mg/dL
- Prothrombin time: > 20 seconds
- Partial thromboplastin time: > 60 seconds
- Total bilirubin: > 1.5 mg/dL
- Aspartate transaminase: > 50 units/L
- Alanine transaminase: > 50 units/L

These tests are not available outside a few research laboratories. It is possible to detect TSST-1 in clinical specimens, but these assays are not generally available. Antibodies to TSST-1 can be measured using solid-phase radioimmunoassay and other techniques, but most healthy individuals have detectable anti-TSST-1 antibodies. Furthermore, some patients with TSS have demonstrable anti-TSST-1 antibodies at the time of onset, and many patients without such antibodies at the time of onset do not demonstrate an antibody rise in response to their illness. Thus, testing for anti-TSST-1 antibodies (which is not available except in one or two research laboratories, in any event) is of limited value in confirming the diagnosis of TSS, although it has been argued that the absence of detectable antibodies at the time of onset supports the diagnosis of TSS.

**BIOLOGICAL CHARACTERISTICS OF THE ORGANISM**

As noted earlier, there is convincing evidence that *S. aureus* is the cause of TSS. In patients with menstrual TSS, *S. aureus* can be recovered from the vagina and/or cervix in 95–100% of cases (usually as a heavy growth), but in only 5–15% of healthy control women. In patients with nonmenstrual TSS associated with a focal wound, *S. aureus* is typically the only organism found in the lesion. Furthermore, experimental studies demonstrate that TSS-associated *S. aureus* strains can cause a similar illness in rabbits.

Similarly, there is strong evidence that the ability to make TSST-1, previously known as pyrogenic exotoxin C, staphylococcal enterotoxin F, and several other names, is characteristic of, although not universal among, TSS-associated *S. aureus* strains. Thus, 90–100% of *S. aureus* isolates recovered from the vagina, cervix, or used tampon in menstrual TSS cases produce TSST-1, compared with only 10–20% of vaginal or nasopharyngeal isolates from healthy controls. On the other hand, only 60–70% of *S. aureus* strains recovered from normally sterile sites in patients with nonmenstrual TSS produce TSST-1, suggesting that other staphylococcal toxins, particularly staphylococcal enterotoxin B (SEB), are capable of inducing a clinically indistinguishable syndrome. Two studies of historical strains of *S. aureus* demonstrated that the proportion of strains capable of making TSST-1 has changed over time and was generally higher in the mid to late 1970s than in earlier time periods. Interestingly, that proportion appears to have declined somewhat in the early 1980s, when the incidence of TSS was peaking. More recent data concerning the proportion of *S. aureus* strains that make TSST-1 have not been published.

TSS-associated *S. aureus* strains have also been characterized phenotypically with respect to a number of other properties, including phage type, antimicrobial susceptibility, resistance to heavy metals, production or activity of various enzymes, and presence of plasmids and bacteriophages. The picture that emerges with regard to these characteristics, while consistent, is by no means variable or unique. A higher proportion of TSS-related *S. aureus* strains are lysed by phase types 29 and/or 52 (58–82%), as compared to only 12–28% of control strains. Similarly, TSS-associated strains generally are resistant to penicillin (and ampicillin), arsename, and cadmium, while being susceptible to β-lactamase resistant antimicrobial agents, most other commonly tested antimicrobial agents, bacteriocins, and mercury. Other characteristics that appear to distinguish these strains from other *S. aureus* strains include decreased production of hemolysin, lipase, and nuclease; decreased lethality in chick embryos; increased pigment production; and increased casein proteolysis. TSS-associated strains also have been reported to be less likely to carry plasmids and more likely to carry lysogenic bacteriophage than control strains. There is controversy over whether or not the gene coding for TSST-1 can be transferred by lysogeny.

It should be noted that most of the strains examined in the above studies were recovered from the genital tract in menstrual TSS cases. Thus, the results are not necessarily applicable to *S. aureus* strains associated with nonmenstrual TSS, and there is some evidence to
suggest that such strains, recovered from normally sterile sites in patients with nonmenstrual TSS, are less likely to be lysed by phage types 29 and/or 52 than are strains from menstrual TSS cases.\(^{29}\) At the same time, as noted above, they also are less likely to make TSST-1.

**DESCRIPTIVE EPIDEMIOLOGY**

**Prevalence and Incidence**

Carriage of *S. aureus* on the skin and in the nasopharynx and vagina is very common. Numerous cross-sectional studies have demonstrated that 30–40% of individuals carry *S. aureus* in the nasopharynx and 5–15% of women carry *S. aureus* in the vagina.\(^{22,23,56–58}\) The corresponding figures for TSST-1 producing *S. aureus* are 5–15% (nasopharynx) and 1–5% (vagina). Thus, carriage of *S. aureus* strains believed to be capable of causing TSS is also very common.

In contrast, TSS is a rare disease. After it became a notifiable disease in 1983, the number of cases reported annually in the United States initially ranged from 400 to 500. More recently, approximately 100–150 cases have been reported annually to the Centers for Disease Control and Prevention (CDC).\(^{56}\) The most reliable estimates of incidence rates come from hospital-based record review studies. In these studies, both diagnosed and previously undiagnosed cases of TSS were ascertained in an unbiased way by reviewing thousands of medical records of hospitalized patients with one of a long list of discharge diagnoses likely to be indicative of misdiagnosed cases of TSS. In one such study in Colorado, the annual incidence of TSS in women between the ages of 10 and 30 was 15.8 per 100,000 in 1980.\(^{12}\) In a similar study in California, the incidence rate in women between the ages of 15 and 34 was only 2.4 per 100,000 in 1980.\(^{11}\) The incidence rate in men of the same age group in the latter study was consistently less than 0.5 per 100,000 in all of the years studied.

Initial estimates of the incidence of diagnosed TSS were derived from statewide surveillance systems established in late 1979 or early 1980. The states with the most aggressive case-finding methods reported annual incidence rates at that time of 6.2 per 100,000 menstruating women (Wisconsin),\(^3\) 8.9 per 100,000 menstruating women (Minnesota),\(^2\) and 14.4 per 100,000 females 10–49 years of age (Utah).\(^{56}\) An overall estimate of 0.8 per 100,000 total population of hospitalized, diagnosed TSS in the United States in 1981 and 1982 was derived from a national hospital discharge survey.\(^{39}\) More recent estimates of the incidence of TSS, based on admittedly incomplete passive surveillance, are even lower.\(^{39}\) While TSS has been documented in numerous other countries, no estimates of incidence rates for other countries are available.

The discrepancy between the frequency of colonization and/or infection with TSST-1-producing *S. aureus* and the rarity of TSS is thought to be due to the fact that most individuals have detectable anti-TSST-1 antibodies. By age 30, more than 95% of men and women have such antibodies.\(^{24}\) The origin of these antibodies is unknown.

**Epidemic Behavior and Contagiousness**

Because TSS increased dramatically in incidence in the United States beginning in 1979 in comparison with previous years,\(^{11,12,20}\) it would be correct to say that an epidemic of TSS occurred at that time. TSS does not occur, however, in explosive epidemics in the same way that dengue and meningococcal disease do, although strains of *S. aureus* that produce TSST-1 are believed to be capable of causing TSS.

**Geographic Distribution**

**United States**

Cases of TSS have been reported in all 50 states and the District of Columbia, but the incidence of reported cases has varied substantially between states and regions.\(^{9,10,56}\) Variation in the completeness of diagnosis and reporting of cases undoubtedly accounts for some of the observed differences, but there is substantial evidence that at least some of the observed differences are real. For example, a study of hospital discharge data in which differences in the reporting of cases could not have been a factor showed that the overall annual incidence of hospitalized cases varied by region between 0.24 and 1.43 per 100,000 in 1981–1982.\(^{19}\) In this study, however, potentially large differences in the completeness with which TSS cases were diagnosed and different standards for hospitalizing patients suspected of having TSS could not be ruled out. More convincing evidence for true geographic differences in incidence rates comes from the virtually identical hospital record review studies conducted in Colorado and northern California, in which variation in the diagnosing and reporting of cases was largely or completely eliminated.\(^{11,12}\) As noted earlier, the incidence of TSS in 1980 in females 10–30 years of age was 15.8 per 100,000 in Colorado, but only 2.4/100,000 females 15–34 years of age in northern California. However, a prospective study employing active surveillance for TSS in five states (Missouri, New Jersey, Oklahoma, Tennessee, and Washington) and one large county (Los Angeles) showed that in 1986, the incidence of menstrual TSS was in the range of 1 per 100,000 females 15–44 years of age in all six study areas.\(^{26}\)

Studies of *S. aureus* strains from the United States show no geographic differences in what proportion make TSST-1.\(^4\) Similarly, anti-TSST-1 antibodies are found in similar proportions of healthy individuals in different parts of the United States.

**Other Countries**

Documented cases of TSS have been reported from Canada, most of western Europe, Australia, New Zealand, Japan, Israel, South Africa, and elsewhere. No information concerning incidence rates of TSS outside of the United States is available. However, the proportion of cases in other countries associated with menstruation and tampon use appears to be substantially lower than in the United States, in keeping with the fact that tampon use in general is less frequent in other countries and superabsorbent tampons are less widely used.

**Temporal Distribution**

Substantial controversy has surrounded the interpretation of observed changes over time in the diagnosis and reporting of TSS cases. Data from the passive national surveillance system suggested that the number of cases began to rise in 1978, peaked in 1980, and then declined and leveled off, with virtually all of the observed differences being due to changes in the number of menstrual TSS cases reported.\(^{10}\) (Fig. 18-10). While this pattern also was observed in some individual states employing vigorous case-finding methods (e.g., Utah and Wisconsin), a different pattern was seen in Minnesota, where no decline in the number of cases was observed in 1981.\(^{40}\) Because of the documented impact of publicity on reporting of TSS cases and the undoubted fluctuations over time in the likelihood that cases would...
be diagnosed and/or reported, the results of studies that eliminate or minimize these influences are important in interpreting temporal trends.

While the three published hospital record review studies all suffer from having a relatively small number of cases of TSS to analyze statistically, the results of all three studies are consistent. In the California study, the incidence of TSS in women increased consistently through 1980, fell somewhat in 1981 and 1982, and then increased again in 1983, while the incidence in men remained consistently low (Fig. 18-11). In the Colorado study, the results were similar except that the decrease in 1981 compared with 1980 was sharper (Fig. 18-12). The similarity of the pattern in Colorado is even more apparent, if cases meeting only the authors’ proposed screening definition for TSS and not the more rigorous collaborative case definition are removed.61 Similar trends are seen in the study from Cincinnati, although incidence rates cannot be estimated in this study.20

Thus, there is convincing evidence that hospitalized cases of TSS in females of menstrual age increased in the late 1970s, irrespective of

Figure 18-11. Incidence of hospitalized toxic shock syndrome cases in males (dashed line) and females (solid line), aged 15 through 34 years, northern California Kaiser-Permanente Medical Care Program, 1972 through 1987.

Figure 18-12. Annual incidence per 100,000 population of toxic shock syndrome in hospitalized patients ≤30 years of age meeting either the strict or the screening case definition in two Colorado counties, 1970–1981.
any changes in the recognition and reporting of the disease. A similar increase was not apparent among men. There is also some evidence that this upward trend in the incidence of TSS through 1980 was reversed in several geographic areas, at least temporarily, in 1981.

**Age**

TSS can occur in individuals of all ages and has been documented in a newborn baby and in patients up to 80 years of age. However, data from both passive and active surveillance systems and from the California record review study indicate that younger women are at greater risk of developing TSS than are older women. Of cases associated with menstruation reported nationally, almost 60% have been in women 15–24 years of age, compared with only 23% in women 25–34 years of age.8,9,10 Cases in women 35–44 years of age are even less common. Furthermore, the highest age-specific incidence rates consistently have been observed in women 15–19 or 15–24 years of age. Thus, in the California record review study, the annual incidence rate was 2.6 per 100,000 women 15–19 years of age compared with rates of 0.8 to 1.4 per 100,000 among women 20–24, 25–29, and 30–34 years of age.11 Similarly, in Minnesota the annual incidence of menstrual TSS among women 15–24 years of age was 13.7 per 100,000 compared with rates of 2.3 in those <15 years of age and 6.6 in those ≥25 years of age.17 The age distribution of TSS cases unassociated with menstruation is more uniform, especially if cases in postpartum women are excluded.8

**Sex**

All available evidence clearly indicates that TSS is much more common among women of menstrual age than among men of the same age. Of U.S. cases reported through passive surveillance, 95% have been in women and 5% in men.9,10 In the California record review study, the overall incidence of TSS in women 15–34 years of age during the time period 1972–1983 was 15 times that in men of the same age (1.5 vs. 0.1 per 100,000 person years).11 This marked difference in incidence rates between men and women undoubtedly relates primarily to the fact that most cases of TSS are associated with menstruation and tampon use. What appears to be an increased risk of TSS during the postpartum interval and the apparent association between TSS and the use of barrier contraception probably contribute further to this pattern.12,13,14 The incidence of TSS associated with other types of staphylococcal infections (e.g., surgical wound infections, cutaneous, and subcutaneous lesions) appears to be similar in men and women.15,16

**Race**

Although it has been apparent since at least 1980 that TSS occurs in individuals of all racial groups,8 the overwhelming majority (93–97%) of reported cases have been in whites, who make up only 80–85% of the U.S. population.9,10 Likely explanations for this discrepancy fall into two categories: biases in the diagnosis and reporting of cases on the one hand and true racial differences in either susceptibility to TSS or exposure to risk factors on the other. It has been postulated that increased difficulty in recognizing the rash on dark-skinned individuals, poorer access of minority groups to medical care, and the relative paucity of individuals of races other than white in areas with active TSS research efforts have all contributed to the observed racial distribution of cases. However, data from the California record review study indicate that in the 15–34 age group TSS does indeed disproporionately affect whites.11 All of the 54 definite cases (most of which are related to menstruation) found in that study were in whites, while only 81% of the population at risk was white (p < 0.05; Fisher’s exact test, two-tailed).

It has been noted that the racial distribution of patients with non-menstrual TSS (87% white) more closely resembles the racial distribution of the U.S. population than does the racial distribution of patients with menstrual TSS (98% white).10,19 Taken together with studies demonstrating that young white women use tampons far more often than do comparably aged women of other racial groups,15,26 these results suggest that observed race-specific differences in incidence rates are due, at least in part, to different levels of exposure to an important risk factor for developing TSS during menstruation.

**Occupation**

There is no evidence to suggest that any given occupational group, including health-care providers, is at increased risk of developing TSS.

**Occurrence in Different Settings**

As noted below, transmission of strains of *S. aureus* capable of causing TSS has been demonstrated in the hospital setting.67–69 There is also evidence of spread of these strains and occasional clustering of cases in households and in military installations (CDC, unpublished observations).

**Socioeconomic Factors**

It is unclear to what extent the marked racial variation in tampon use, especially among adolescents, reflects socioeconomic rather than racial differences. Other socioeconomic factors have not been noted to play a role in TSS.

**Other Factors**

**Menstrual TSS**

Numerous case-control studies conducted in 1980–1981 examined risk factors for developing TSS during menstruation (Table 18–3). These studies consistently found that tampon use increased the risk of menstrual TSS (the Oregon study, with its small number of cases, while not finding an association between menstrual TSS and tampon use in general, did find an association with a particular brand of tampon).63,64 Included among these studies are two performed before any information concerning this association had appeared in the medical literature or lay press.65 A study comparing tampon use among women with menstrual TSS in 1983 and 1984 with tampon usage patterns ascertained via a national survey found evidence of a continuing increased risk of menstrual TSS among tampon users.66 Furthermore, a multistate case-control study of menstrual TSS cases with onset in 1986–1987 documented that this association persisted at that time.67 No additional case-control studies have been conducted since that time.

Two early case-control studies demonstrated that the risk of menstrual TSS varied with tampon brand and/or style (i.e., absorbency), suggesting that risk was a function of tampon absorbency and/or chemical composition.68,69 The two more recent studies document clearly that risk of menstrual TSS is directly correlated with measured in vitro tampon absorbency.70,71 Independent of chemical composition, but that chemical composition is also a factor.13 It is interesting to note that the correlation with tampon absorbency has persisted, despite the major alterations in chemical composition and marked decreases in the absorbencies of available tampons that have occurred since 1980. A reanalysis of data from earlier studies has suggested that the oxygen content of tampons is a better predictor of the risk of menstrual TSS than either chemical composition or absorbency.14 In vitro studies examining the effect of various surfactants on TSST-1 production have shown that they can have a dramatic effect on production of this toxin.15 The results suggest another tampon characteristic (i.e., type of surfactants present) that might influence the risk of menstrual TSS in users of various brands and styles.

The early case-control studies also examined the role of a number of other factors in determining the risk of developing TSS during menstruation. Four of the studies found that women with TSS were less likely to use oral contraceptives than were controls, although the differences in individual studies were not statistically significant.64,65,66
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## TABLE 18-3. RISK FACTORS FOR MENSTRUAL TSS

<table>
<thead>
<tr>
<th>Case Onset Dates</th>
<th>Date of Study</th>
<th>Geographic Area</th>
<th>Source of Controls</th>
<th>No. Cases</th>
<th>No. Controls</th>
<th>% Cases</th>
<th>% Controls</th>
<th>Odds Ratio *p Value</th>
<th>Odds Ratio *p Value</th>
<th>Odds Ratio *p Value</th>
<th>Odds Ratio *p Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>9/75–6/80</td>
<td>1980</td>
<td>Wisconsin</td>
<td>Clinic</td>
<td>35</td>
<td>105</td>
<td>97</td>
<td>76</td>
<td>10.6 *&lt;0.01</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>12/76–6/80</td>
<td>6/80</td>
<td>USA (CDC)</td>
<td>Friend</td>
<td>52</td>
<td>52</td>
<td>100</td>
<td>85</td>
<td>20.1 *&lt;0.05</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7/80–8/80</td>
<td>9/80</td>
<td>USA (CDC)</td>
<td>Friend</td>
<td>50</td>
<td>150</td>
<td>100</td>
<td>83</td>
<td>20.5 *&lt;0.01</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1/76–8/80</td>
<td>5/80–8/80</td>
<td>Utah</td>
<td>Neighbor</td>
<td>29</td>
<td>91</td>
<td>100</td>
<td>77</td>
<td>18.0 *0.012</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10/79–9/80</td>
<td>10/80–11/80</td>
<td>Minnesota, Wisconsin, Iowa</td>
<td>Neighbor</td>
<td>76</td>
<td>152</td>
<td>99</td>
<td>81</td>
<td>18.0 *&lt;0.001</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>12/79–11/80</td>
<td>1/81–3/81</td>
<td>Oregon</td>
<td>Friend</td>
<td>18</td>
<td>100</td>
<td>78</td>
<td>11.5</td>
<td>NS *†</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1/86–6/87</td>
<td>1/86–8/7</td>
<td>Los Angeles County, Missouri, New Jersey, Oklahoma, Tennessee, Washington</td>
<td>Neighbor</td>
<td>180</td>
<td>185</td>
<td>71</td>
<td>19</td>
<td>&lt;0.01</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### Rely Brand Tampons

<table>
<thead>
<tr>
<th>% Cases</th>
<th>% Controls</th>
<th>Relative Risk</th>
<th>Odds Ratio in Multivariate Model</th>
<th>p Value</th>
<th>% Cases</th>
<th>% Controls</th>
<th>Odds Ratio</th>
<th>p Value</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>NA 1</td>
<td>NA</td>
<td>NS</td>
<td>NA</td>
<td>17</td>
<td>36</td>
<td>0.36</td>
<td>NS</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>33</td>
<td>27</td>
<td>NA</td>
<td>NA</td>
<td>4</td>
<td>7</td>
<td>0.48</td>
<td>NS</td>
<td>6</td>
<td></td>
</tr>
<tr>
<td>63</td>
<td>24</td>
<td>6.1</td>
<td>&lt;0.0001</td>
<td>NA</td>
<td>3</td>
<td>11</td>
<td>0.29</td>
<td>NS</td>
<td>112</td>
</tr>
<tr>
<td>53</td>
<td>29</td>
<td>2.5</td>
<td>0.005</td>
<td>3.2–10.4</td>
<td>3</td>
<td>11</td>
<td>0.01</td>
<td>0.05</td>
<td>15</td>
</tr>
<tr>
<td>67</td>
<td>17</td>
<td>10.0’</td>
<td>&lt;0.05</td>
<td>NA</td>
<td>12</td>
<td>20</td>
<td>0.55</td>
<td>NS</td>
<td>113</td>
</tr>
<tr>
<td>6</td>
<td>34.0’</td>
<td>&lt;0.05</td>
<td>1.34/gm</td>
<td>25</td>
<td>24</td>
<td>1.1</td>
<td>NS</td>
<td>18</td>
<td></td>
</tr>
</tbody>
</table>

1. If not reported in reference, crude odds ratio estimated disregarding matching; 0.5 added to all cells in tables with a 0 value; estimated values indicated with an asterisk.
2. NS, not significant.
3. NA, data not available.
One study found that continuous use of tampons during the menstrual period was associated with an increased risk of TSS, while in another study a similar association, present on univariate analysis, did not remain significant in a multivariate analysis. Of four studies looking at the relationship between the history of a recent vaginal infection and the risk of TSS, only one found such an association. Factors found not to be related to the risk of developing menstrual TSS in one of more studies included marital status, income, parity, sexual activity, bathing, frequency of exercise, alcohol use, smoking, history of vaginal herpes infections, and frequency of changing tampons.

Postpartum TSS
Although numerous cases of TSS occurring during the postpartum interval have been reported, the lack of precise information concerning the incidence of TSS in various settings makes it difficult to be certain that the incidence in postpartum women is elevated. Those cases of postpartum TSS not related to infection of a cesarean section incision or an infection of the breast (i.e., mastitis and breast abscess) have occurred predominantly in association with the use of tampons to control the flow of lochia or the use of barrier contraception (i.e., diaphragms and contraceptive sponges).

Postoperative TSS
TSS has been associated with S. aureus surgical wound infections following a wide array of surgical procedures. It has been suggested, however, that patients undergoing nasal surgery are at particularly high risk, presumably due to the frequency of S. aureus carriage in the nasopharynx and the difficulty of eradicating such carriage. The common use of "nasal tampons" and other packing material following nasal surgery also may play a role.

Other Nonmenstrual TSS
TSS can result from S. aureus infection at any body site. However, many nonmenstrual TSS cases are the result of cutaneous and subcutaneous S. aureus infections. Also, cases of TSS associated with S. aureus infection of the respiratory tract in the setting of influenza have received substantial attention. Risk factors for the development of such infections and/or associated TSS have not been studied. A relatively small proportion of nonmenstrual, non-postpartum TSS cases are associated with vaginal S. aureus infections. One risk factor that has been identified in such cases is the use of contraceptive sponges. It remains uncertain whether or not diaphragm use is similarly associated with an increased risk of nonmenstrual TSS.

MECHANISMS AND ROUTES OF TRANSMISSION
Like all S. aureus strains, those capable of causing TSS appear to be transmitted readily by person-to-person spread, both within the hospital and in the community. There is convincing evidence that a nurse transmitted a TSS-associated strain of S. aureus to hospitalized burn patients and suggestive evidence that some cases of postoperative TSS are due to nosocomial spread of the causative organism by hospital personnel. In addition, vertical transmission from mother to newborn, with the development of TSS in both, has been reported. Outside the hospital setting, transmission between husband and wife has been suggested by the almost simultaneous appearance of TSS in patients and suggestive evidence that some cases of postoperative TSS may well be that disease is due to the introduction and/or multiplication of an endogenous S. aureus strain rather than to an exogenous source of infection.

PATHOGENESIS AND IMMUNITY
TSS results from an infection with an appropriate strain of S. aureus in a susceptible host. Once a nidus of infection is established, onset of symptoms typically occurs 1–3 days later. The best evidence concerning incubation period comes from patients with postoperative TSS due to surgical wound infections. In these patients, the time when the infection became established is usually the day of surgery, and thus can be determined unequivocally. The median incubation period in such patients is two days. When TSS is caused by S. aureus infection of the vagina during menstruation, onset of symptoms is typically on the third or fourth day of menstruation, although it can be earlier or later.

In most cases of TSS, the toxin TSST-1 is the bacterial product most likely to be responsible for many of the observed signs, symptoms, and abnormalities of laboratory values. There is, however, substantial evidence that one or more other staphylococcal products, particularly enterotoxin B, are capable of causing an indistinguishable illness. Furthermore, bacterial products other than TSST-1 that are made more commonly by S. aureus strains recovered from patients with TSS than by other strains have been described (see Sec. 4). For these reasons, it is likely that other staphylococcal products play a role in the pathogenesis of TSS. Furthermore, there is evidence that some of the multisystem derangements frequently observed in patients with TSS are due to the profound hypotension or shock that can occur and only indirectly to any staphylococcal products. For example, renal failure in TSS is probably secondary to hypotension-induced acute tubular necrosis, which in turn is the result of multiple factors, including hypovolemia due to vomiting, diarrhea, increased insensible losses associated with a high fever and inability to ingest or retain fluids; and "third spacing" of fluids. Uptake of "endogenous" endotoxin from gram-negative intestinal flora also has been proposed as playing a role in the pathogenesis of TSS.

The biological properties of TSST-1 have been studied in vitro and in vivo, and attempts have been made to develop an animal model of TSS. In vitro, purified TSST-1 has been shown to stimulate the proliferation of T lymphocytes, to inhibit immunoglobulin synthesis, and to be a potent stimulator of interleukin-1 production by macrophages and monocytes. TSST-1 also has been shown to bind to and be internalized by epithelial cells, suggesting that it can be absorbed from focal sites of infection. In vivo, TSST-1 has been shown to be pyrogenic, to induce lymphopenia, to decrease the clearance of endotoxin, and to increase susceptibility to endotoxin-induced shock. It is now clear that many of the effects of TSST-1 are due to its potent superantigen properties, acting through the release of immune cytochines. While initially reported to be an enterotoxin (as evidenced by induction of vomiting in monkeys), preparations of TSST-1 not contaminated with other staphylococcal enterotoxins do not appear to induce vomiting.

Attempts to reproduce TSS in animals have included using mice, rabbits, goats, baboons, chimpanzees, and rhesus monkeys. In these studies, investigators either have attempted to infect the animals with TSS-associated S. aureus strains at one of a variety of sites (previously implanted subcutaneous chambers, vagina, uterus, and muscle) or have injected purified TSST-1 as a bolus or continuous infusion. The animal models that come closest to reproducing the syndrome observed in humans have been those using rabbits. Live TSS-associated S. aureus organisms inside a previously implanted subcutaneous chamber and continuous infusion of purified TSST-1 both result in fever, hyperemia of mucous membranes, hypocalcemia, elevated creatinine phosphokinase (CPK) and hepatic enzymes, renal failure, and death in a high proportion of rabbits. Also, the pathological changes observed postmortem in these animals are similar to those reported in patients dying of TSS.

These rabbit models have been used to study the host factors in susceptibility to TSS suggested as important by clinical and epidemiological data or by in vitro results. It has been found that the age, sex, hormonal status, and strain of rabbits used all have a substantial impact on susceptibility to "rabbit TSS." Thus, older rabbits have been reported to be more susceptible than younger rabbits. Similarly,
male rabbits appear to be more susceptible than female rabbits, although castration abolishes this difference and estrogens protect male rabbits. Experiments concerning the contribution of endogenous endotoxin (i.e., endotoxin released by gut flora) to the pathogenesis of TSS have yielded conflicting results, although it appears that blocking the effect of endotoxin by giving polymyxin B does not consistently prevent rabbit TSS.98 Preexisting anti-TSST-1 antibody, however, does appear to protect against TSS in the rabbit,99 and corticosteroids in high doses also decrease mortality.100,101 The effect of magnesium concentration on TSST-1 levels.101–105 It has been postulated that TSST-1 production is, by the very nature of the criteria, severe, and the majority of cases are hospitalized for treatment. Some patients experience the relatively gradual onset of sore throat, fever, fatigue, headache, and myalgias for 24–48 hours, followed by vomiting and/or diarrhea, signs of hypotension, and the appearance of the characteristic diffuse “sunburn-like” macular skin rash. Other patients appear to have a much more dramatic onset over the course of several hours, with some reporting that they can remember the exact moment when they suddenly felt overwhelmingly ill.

Because an established set of strict criteria is used to define someone as having or not having TSS, all of the cases so defined are, not surprisingly, alike, regardless of the site of infection with S. aureus. There is, however, some variation. The temperature elevation in patients with TSS, while sometimes modest, can be extreme, with temperatures in the range of 104–106°F being fairly common. The evidence of hypotension in an individual case can range from mild orthostatic dizziness to profound shock. The characteristic macular skin rash can be dramatic and obvious, with the patient appearing bright red throughout; it can be subtle and difficult to appreciate, particularly in dark-skinned individuals; or it can be localized. Similarly, the desquamation that occurs during convalescence (usually 5–15 days after the acute illness) can be of subtle flaking and peeling of the skin on the face and/or trunk or can involve the loss of full-thickness sheets of skin, particularly on the fingers, hands, and feet. Depending on which systems are affected most prominently in an individual case, the multisystem involvement in TSS can produce rather different clinical pictures. In some patients, the involvement of the mucous membranes (e.g., sore throat, conjunctival and oropharyngeal infections) is severe and most prominent, while in other patients the gastrointestinal symptoms (vomiting and/or diarrhea) are predominant. Similarly, myalgias, thrombocytopenia, and involvement of the hepatic and renal systems can range from nil to severe. One study has suggested that the clinical spectrum of disease differs between menstrual and nonmenstrual TSS cases.106

Patients who receive aggressive supportive therapy (e.g., fluids), appropriate antimicrobial agents, and drainage of any focal S. aureus infection usually respond rapidly and improve over the course of several days. However, patients in whom therapy is either delayed or in whom a focal S. aureus infection is not eradicated can have a stormy, life-threatening course. In cases meeting all the established criteria, the case-fatality ratio is 1–5% overall, although it increases with increasing age.107

The spectrum of illness of TSS has not been defined adequately due to the lack of a specific diagnostic laboratory test. It is evident that some illnesses not meeting all the criteria of the strict case definition, which was devised for use in epidemiological studies, represent milder forms of TSS. For example, few would question that an individual whose highest recorded temperature was 101.8°F, but who otherwise met all of the established criteria, had TSS. A number of authors have described patients of this kind,108,109 and some have attempted to fashion simplified and/or less rigorous case definitions for TSS.110 It is apparent that less rigorous case definitions are likely to be more sensitive but less specific in identifying TSS cases. Ultimately, however, it is not possible, in the absence of a specific diagnostic test, to determine where along a spectrum of increasingly milder and/or more atypical cases illnesses cease to be TSS and start to be something else. Thus, it is unclear whether a tampon-using menstruating woman with S. aureus in the vagina (or anyone else) who experiences headache, fatigue, and nausea could represent a very mild form of TSS. Such distinctions are made all the more difficult because of the relative frequency with which completely asymptomatic individuals are colonized with TSST-1-producing S. aureus in the nasopharynx, vagina, and probably other sites that are not normally sterile.

## Diagnosis

As noted above, TSS can occur in individuals of any age, sex, and race. However, most recognized cases occur in a limited number of clinical settings. In women of reproductive age, TSS is most commonly seen during the menstrual period and the postpartum interval, although it can occur at other times as well, in association with focal S. aureus infections and in users of barrier contraception. TSS during pregnancy, however, is quite uncommon. Although patients undergoing nasal surgery may be at elevated risk, TSS related to a surgical wound infection is a possibility in any postoperative patient, particularly during the first 24–72 hours. In many such instances, there will be few or no local signs that the operative site is infected.14 As noted earlier, the median interval between surgery and onset of TSS in such cases is two days, but the range is 12 hour to many weeks. TSS is an infrequent but serious consequence of focal S. aureus infections at every conceivable body site, although cutaneous and subcutaneous abscesses and other similar infections appear to predominate. In addition,


All tampons now carry a label explaining the association between tampon use and menstrual TSS and describing the signs and symptoms of the illness. Tampon packages also carry a statement that women should use the lowest absorbency tampon consistent with their needs. Uniform absorbency labeling of tampons was required by the Food and Drug Administration beginning in 1989. Although frequent changing of tampons has been recommended as a way of decreasing the risk of menstrual TSS, there is no evidence to suggest that changing tampons more often reduces risk. Evidence from one study suggests that alternating tampons and napkins during a menstrual cycle may decrease the risk of TSS.6

Postpartum TSS

Because women may be at increased risk of TSS during the postpartum period, they should avoid the use of tampons and barrier contraception during that interval.

Hospital-Acquired TSS

Other than those measures designed to minimize nosocomial infections in general (e.g., good hand-washing practices) and those recommended specifically for patients with other types of staphylococcal infections, there are no proven methods for decreasing the risk of TSS associated with infected surgical wounds and other nosocomial S. aureus infections.

Antibiotic and Chemotherapeutic Approaches to Prophylaxis

Appropriate antimicrobial therapy of an initial episode of menstrual TSS, combined with discontinuing tampon use, has been shown to reduce the risk of recurrent episodes during subsequent menstrual periods.7 The value of follow-up cultures and prophylactic antimicrobial agents in women with a history of menstrual TSS is unproven, although such measures may be justified in women who have had recurrent episodes of TSS. Because carriage of S. aureus at various body sites is so common and cases of TSS are relatively rare, there is no role for obtaining cultures from or giving chemoprophylaxis to individuals without a prior history of TSS.

Immunization

Although some consideration was given to attempting to develop a toxoid vaccine from TSST-1 soon after its discovery, no concrete steps in this direction have been taken. Given the high proportion of the population with naturally occurring anti-TSST-1 antibodies and the relative rarity of TSS, it would be prohibitively expensive and impractical to demonstrate that such a vaccine yielded clinical protection.

UNRESOLVED PROBLEMS

Unresolved problems in our understanding of TSS relate primarily to its pathophysiology. While a clear link between the use of tampons and risk of menstrual TSS has been established, the specific characteristics of tampons responsible for this increased risk are unknown. The relative importance of absorbency, chemical composition, oxygen content, and perhaps other tampon characteristics, such as the surfactants used in their manufacture, in determining risk is uncertain. Similarly, while a direct correlation between measured tampon absorbency and risk of menstrual TSS has been demonstrated, it remains unclear whether or not users of the lowest absorbency tampons are at greater risk than nontampon users. At the same time, the role of tampon chemical composition in determining risk is ill-defined. As a result of all these uncertainties, it is unknown whether or not the “perfect tampon” (i.e., one that offers menstrual protection and has no associated increased risk of menstrual TSS) currently exists or can be developed.

<table>
<thead>
<tr>
<th>TABLE 18-4. DIFFERENTIAL DIAGNOSIS IN PATIENTS WITH SUSPECTED TSS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Kawasaki syndrome</td>
</tr>
<tr>
<td>Scarlet fever</td>
</tr>
<tr>
<td>Meningococccemia</td>
</tr>
<tr>
<td>Leptospirosis</td>
</tr>
<tr>
<td>Measles (especially ‘atypical’)</td>
</tr>
<tr>
<td>Rocky Mountain spotted fever</td>
</tr>
<tr>
<td>Viral gastroenteritis</td>
</tr>
<tr>
<td>Viral syndromes with exanthems</td>
</tr>
<tr>
<td>Appendicitis</td>
</tr>
<tr>
<td>Pelvic inflammatory disease</td>
</tr>
<tr>
<td>Tubo-ovarian abscess</td>
</tr>
<tr>
<td>Staphylococcal scalded skin syndrome</td>
</tr>
<tr>
<td>Drug reactions/Stevens–Johnson syndrome</td>
</tr>
</tbody>
</table>

TSS has been reported to be a life-threatening complication of postinfluenza S. aureus infections of the respiratory tract.111,112 The differential diagnosis for a patient suspected of having TSS depends, in part, on which features of the illness are most prominent. For example, patients in whom sore throat and fever predominate early are frequently suspected initially of having streptococcal or viral pharyngitis. In cases in which diarrhea and vomiting are more prominent, viral gastroenteritis is often considered. When the rash becomes apparent, scarlet fever, streptococcal TSS, and drug reactions are often suspected.

The differential diagnosis also can be influenced by the patient’s age and sex and the clinical setting in which the illness occurs. For example, cases in infants and very young children must be distinguished from Kawasaki syndrome and staphylococcal scalded skin syndrome. Similarly, in postpartum or postabortion women, other causes of fever and hypotension must be considered, such as endometritis and septic abortion. In individuals with appropriate exposure histories, leptospirosis, measles, and Rocky Mountain spotted fever should be included in the differential diagnosis. In summary, TSS can be confused fairly readily with a wide range of other conditions (Table 18-4).

CONTROL AND PREVENTION

General Concepts

Menstrual TSS

Most strategies for decreasing the incidence of TSS have focused on menstrual TSS and its relationship to tampon use. In light of the demonstrated association between tampon use and risk of developing menstrual TSS, women were advised in 1980 that they could minimize their risk of developing menstrual TSS by not using tampons. In response, many women stopped using tampons, at least temporarily. The proportion of menstruating women who used tampons fell from approximately 70% in 1980 to less than 50% in 1981, but has rebounded to approximately 60–65% since that time.

In response to epidemiological and in vitro laboratory evidence concerning the possible roles of tampon absorbency and chemical composition in determining risk of menstrual TSS, most tampon manufacturers have dramatically altered both the absorbency and chemical composition of their products. After increasing markedly in the late 1970s, the measured in vitro absorbency of tampons has dropped sharply since 1979–1980, and one component, polyacrylate, has been eliminated from tampon formulations. In addition, one brand of tampons found to be associated with a high risk of menstrual TSS was withdrawn from the market altogether in 1980. All tampons sold in the United States in 2007 are made of cotton, rayon, or a blend of cotton and rayon.

<table>
<thead>
<tr>
<th>TUBO-OVARIAN ABSCESS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pelvic inflammatory disease</td>
</tr>
<tr>
<td>Staphylococcal scalded skin syndrome</td>
</tr>
<tr>
<td>Drug reactions/Stevens–Johnson syndrome</td>
</tr>
</tbody>
</table>

Although frequent changing of tampons has been recommended as a way of decreasing the risk of menstrual TSS, there is no evidence to suggest that changing tampons more often reduces risk. Evidence from one study suggests that alternating tampons and napkins during a menstrual cycle may decrease the risk of TSS.6

Postpartum TSS

Because women may be at increased risk of TSS during the postpartum period, they should avoid the use of tampons and barrier contraception during that interval.

Hospital-Acquired TSS

Other than those measures designed to minimize nosocomial infections in general (e.g., good hand-washing practices) and those recommended specifically for patients with other types of staphylococcal infections, there are no proven methods for decreasing the risk of TSS associated with infected surgical wounds and other nosocomial S. aureus infections.

Antibiotic and Chemotherapeutic Approaches to Prophylaxis

Appropriate antimicrobial therapy of an initial episode of menstrual TSS, combined with discontinuing tampon use, has been shown to reduce the risk of recurrent episodes during subsequent menstrual periods.7 The value of follow-up cultures and prophylactic antimicrobial agents in women with a history of menstrual TSS is unproven, although such measures may be justified in women who have had recurrent episodes of TSS. Because carriage of S. aureus at various body sites is so common and cases of TSS are relatively rare, there is no role for obtaining cultures from or giving chemoprophylaxis to individuals without a prior history of TSS.

Immunization

Although some consideration was given to attempting to develop a toxoid vaccine from TSST-1 soon after its discovery, no concrete steps in this direction have been taken. Given the high proportion of the population with naturally occurring anti-TSST-1 antibodies and the relative rarity of TSS, it would be prohibitively expensive and impractical to demonstrate that such a vaccine yielded clinical protection.

UNRESOLVED PROBLEMS

Unresolved problems in our understanding of TSS relate primarily to its pathophysiology. While a clear link between the use of tampons and risk of menstrual TSS has been established, the specific characteristics of tampons responsible for this increased risk are unknown. The relative importance of absorbency, chemical composition, oxygen content, and perhaps other tampon characteristics, such as the surfactants used in their manufacture, in determining risk is uncertain. Similarly, while a direct correlation between measured tampon absorbency and risk of menstrual TSS has been demonstrated, it remains unclear whether or not users of the lowest absorbency tampons are at greater risk than nontampon users. At the same time, the role of tampon chemical composition in determining risk is ill-defined. As a result of all these uncertainties, it is unknown whether or not the “perfect tampon” (i.e., one that offers menstrual protection and has no associated increased risk of menstrual TSS) currently exists or can be developed.
What is now known as Reye’s syndrome was first described in Australia in 1963, and shortly thereafter a series of similar cases was published in the United States. It is unclear whether cases occurred in prior eras. The syndrome as originally described was characterized by an acute encephalopathic clinical picture and fatty liver in children, with major neurological and metabolic manifestations often leading to death. Epidemiological, clinical, and metabolic studies have added considerable information on the nature of the condition, but it remains a syndrome that may be comprised of diverse causes and pathogenetic mechanisms.

Case Definition and Surveillance
Rates of occurrence of Reye’s syndrome depend in part on the skill in clinical case recognition, the rigor of surveillance, and case definition. Clearly some definitions and criteria are much more encompassing than others, and will change the apparent occurrence rates of the syndrome. The epidemiological case definition used by the U.S. Centers for Disease Control includes:

1. Acute noninflammatory encephalopathy with:
   a. Microvascular fatty metamorphosis of the liver confirmed by biopsy or autopsy, or,
   b. A serum alanine aminotransferase (ALT or SGPT); a serum ammonia greater than three times normal
2. If cerebrospinal fluid is obtained, leukocyte count must be <=8/mm³.
3. In addition, there should be no other more reasonable explanations for the neurological or hepatic abnormalities.

The illness generally occurs in two phases beginning with a clinical viral illness, with respiratory or gastroenterological manifestations, and within a few days progressing to overt encephalopathy. Case reports continue to appear in the worldwide literature, and have been reported in the neonatal period and in adults, although most occur in infants and children. The syndrome has been clinically staged according to the level of consciousness and corresponding physical signs.

Other definitions have been more specific but none will be wholly satisfactory until a “gold standard” for the diagnosis appears, likely encompassing specific biomarkers. Recent evidence suggests, for example, that at least some cases originally labeled as being the syndrome were associated with known inborn errors of metabolism. Diagnosis rates may also vary according to the frequency of biopsy and autopsy, although the specificity of histopathological changes has been disputed. In fact, as more metabolic diseases are discovered that have a Reye’s syndrome-like clinical picture, the clinical pattern of remaining cases may be changing over time. Continuous surveillance of Reye’s syndrome began in 1976 in the United States, and the incidence of the syndrome has clearly decreased since. There were as many as 555 cases reported in a single year. However, in recent years the number of reported cases has been much smaller. Despite this, the surveillance effort remains active, and reporting is encouraged. With respect to reported occurrence in the United States, the author was unable to find a specific, dedicated surveillance report since the late 1990s.

There have also been differences in occurrence patterns among countries. For example, in Australia, occurrences may be nonseasonal and children with Reye’s syndrome have tended to be younger, generally less than five years of age. Cases in the United States occur predominantly in the fall and winter seasons, with a modal age distribution of 5–15 years. Further, the decline in the U.S. incidence rate for Reye’s syndrome in the 1980s was initially more prominent in children under 10 years of age, although more recently all age groups have enjoyed some decrease. All of this suggests the possibility of age- and geography-related heterogeneity in the nature and causes of the syndrome.

Causes and Control of Reye’s Syndrome
The causes of Reye’s syndrome, including pathogenetic mechanisms, remain enigmatic, despite advances in understanding the pathogenesis of the condition. Hypotheses include genetic predisposition, possibly related to selected inborn errors of metabolism; exposure to environmental toxins such as various chemicals, pesticides, and mycotoxins; and use of medications such as salicylates and antiemetics. Also, at least in the United States, most cases are preceded by an acute viral infection, usually beginning 7–10 days prior to syndrome onset. Instances of infection with many categories of viruses have been documented, but the two most prominent are varicella and influenza B. Approximately, 5–30% of reported cases were varicella associated and explored the relation of case rates to the prevalent influenza strain. The synergistic effect of a second or dual viral infection in causing the syndrome has been postulated. Other viruses have been the subject of speculation but have not been rigorously evaluated.

The 1980s were characterized by the epidemiological assessment of whether salicylates, particularly aspirin, may be a causal role in the syndrome. After some anecdotal reports and case series, several case-control studies were performed in the United States. Although some of these were criticized on methodological grounds, in aggregate they suggested that the syndrome was at least in part related to the use of aspirin as treatment for the febrile illness preceding or during syndrome onset. No evidence was found implicating acetaminophen or other medications. In fact, the decline in Reye’s syndrome incidence noted above has been related to public education and the subsequent decline in the use of aspirin for febrile conditions in children. However, aspirin does not likely explain all cases of the syndrome, and other forces, yet unidentified, may be at work. In other countries such as Australia, aspirin was not related to the syndrome, particularly in children under 5 years of age, and some of these cases are turning out to be other, defined metabolic disorders. Several other chemical agents and drugs have been suggested to be related to the syndrome, but conclusive evidence is generally lacking, and debate in the literature persists.

SUMMARY
Reye’s syndrome appears to be an important and at least partially preventable entity, even if not fully characterized or etiologically explained. However, modern biology continues to suggest pathogenetic mechanisms. Continued surveillance is necessary to assess its public health impact, search for additional causes, and detect any important increases in incidence. Most authors suggest maintaining the recommendation to avoid aspirin use in children until more information is available.
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Preventive medicine and public health advances continue to contribute to the well-being of persons, and central to modern changes are environmental issues that significantly shape the world. While great strides have been made over the past few decades, there are still areas of pressing concern and long-term danger.

While still not entirely clear in all respects, global climate change seems more and more real, with significant consequences if not modified. Recent policies in the United States have raised concerns about environmental degradation in such areas as water purity, clean air, the health of forests, and planning for future growth in population. It is becoming increasingly appreciated that sufficient clean water may not be as readily available in the future as in the past, with significant public impact. Superfund site cleanups have slowed dramatically. Endangered species seem more endangered.

On a global basis there have been pockets of progress. Individually the steps may seem limited, but over time they add up to significant protection of human health. Increasingly, countries are banning the use of asbestos, public transport—like the bus system in the capital of India—run on cleaner fuels, and cigarette smoking in public settings is decreasing through legislation. Far too much petroleum is still consumed, with a decreasing availability in sight and with insufficient reductions in use or development of alternative sources.

Occupational health problems continue to contribute to mankind’s difficulties. Little has been done to reduce child labor around the world with increasing hazards for kids, given the nature of much of their work. The use of children in the sex trade or as soldiers is to be particularly condemned. Too many children work rather than go to school.

Some developed countries ban the use of certain dangerous chemicals, but not their production and export for use in societies where safety and health standards leave many at constant risk. The basic economics of work, with transnational movement of many jobs, contributes to the increasing gap between rich and poor, and to future lower standards of living in many places, without offsetting gains in less-developed countries.

As public health professionals, we must continue to fight for the well-being of all, and environmental issues can contribute to our collective betterment. This section of this famous book continues to address both traditional and cutting-edge issues. It has grown, as public health has changed, from a small part of early editions into a significant part of the overall text. The topics covered essentially put a whole environmental and occupational text into the hands of readers, embedded in all the other wonderful material to be found in this venerable volume.

Over time there has been an increase in the number of journals devoted to occupational and environmental health issues. Given the often contentious and litigious nature of issues in this field, it has become ever more important that potential conflicts of interest be noted. Too often this does not happen. Regulations, especially in the United States, are now often effected by those who are to be regulated. This development, combined with the decreasing importance of labor unions with their declining membership, may leave many workers vulnerable to workplace hazards in the years ahead. With more and more jobs moving out of the United States there is a risk that workplaces in the future, compared to the recent past, will be globally less protected and safe.

Hindering the field of environment health as well is the continuing shortage of sufficient numbers of appropriately trained health professionals, including physicians, nurses, industrial hygienists, and others. Educational opportunities are shrinking, as is funding and support of such activities. Physicians, as a rule, still receive very little training in occupational medicine.

The basic methodology in terms of assessing workplace and environmental health hazards and their effects on people has not changed since the seminal work of Ramazzini more than 300 years ago. As is true for most medical assessments, obtaining a proper history is most important. The essential parts of such a history are to be found in Table 19-1 that provides a useful format for obtaining the necessary information in most, if not all, settings.

As one looks ahead to the future, there will continue to be problems at the heart of environmental and occupational health. Old issues will remain—child labor, agricultural work exposures, ergonomic problems, the use of tobacco—but there will be an added emphasis on newer issues such as genetic testing, use of mechanistic models to predict human disease, and the shift of certain diseases, like lung cancer, into societies poorly equipped to handle them. By making use of the materials in this section, it can be hoped that some lives will be made better.
TABLE 19-1. ENVIRONMENTAL AND OCCUPATIONAL EXPOSURE HISTORY

<table>
<thead>
<tr>
<th>Current work:</th>
</tr>
</thead>
<tbody>
<tr>
<td>How long at this job?</td>
</tr>
<tr>
<td>Description of work:</td>
</tr>
</tbody>
</table>

Any contact with dust, fumes, chemicals, radiation, noise, etc.?  
Yes __________ No __________  If yes, describe: ________________________

Describe any adverse effects noted: ________________________
Are any fellow workers ill? Yes __________ No __________  If yes, describe: ________________________

Do you use any protective equipment at work?  
Yes __________ No __________

<table>
<thead>
<tr>
<th>Previous job history</th>
<th>From</th>
<th>To</th>
<th>Exposures</th>
</tr>
</thead>
<tbody>
<tr>
<td>First regular job</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Next job</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Next job</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Vacation or temporary job</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Military service or related exposures:</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Have you lived near an industrial facility or has a family member worked in a setting where hazardous materials have been brought home? Yes __________ No __________  If yes, describe: ________________________

Hobby history: ________________________
Smoking history: ________________________
Alcohol and drug use history: ________________________
Comments: ________________________
Toxicology is the study of the harmful effects of chemicals, including drugs, on living organisms. Many books (see General References), and particularly Toxicologic Profiles published by the Agency for Toxic Substances and Disease Research, cover in detail the toxicology of individual substances. Freely available search engines allow access to innumerable Web pages with toxicological data, courses, and comments, the reliability of which requires careful assessment. This chapter focuses on generic and conceptual issues relating to properties of toxic substances in general, how they enter and move through the body, and the kinds of pathophysiologic effects that they exert on various targets within the body that ultimately lead to the health effects. The rapid advances being made in molecular toxicology are beyond the scope of this chapter.

Historians trace the modern history of toxicology back to Paracelsus (1493–1541), who recognized that a substance that was physiologically ineffective at very low dose might be toxic at high dose and therapeutic at intermediate dose. However, Gallo identified human use of natural venoms in antiquity with a number described in the famed Ebers Papyrus (ca 1500 BC). In the Middle Ages, poisoning became a political tool and toxicological understanding therefore a necessity for both perpetrator and victim. In the past century, toxicology developed under the combined impetus of a burgeoning chemical industry, the quest for therapeutic agents, and concern over adulterated foods. In 1906, the United States enacted the Food and Drug Act, perhaps stimulated more by muckraking writings such as Upton Sinclair’s The Jungle than by toxicologists.

Although the general principles haven’t changed since the previous edition (1998), toxicology is passing through a genetic revolution, with a heavy emphasis on understanding toxic mechanism at the presumably most basic level, the gene and its expression. Still in its infancy, and driven at first more by commercial ventures than scientific questions, toxicogenomics and proteomics offer great promise, but can be dealt with only slightly in this chapter. Likewise, the widespread importance of oncogenes, growth factors, cell cycling, cytokines, apoptosis as well as gene regulation, transcription factors, messenger cascades, have stimulated extensive research, but can be mentioned only briefly.

Toxic chemicals (a) enter and move through the environmental media (air, water, soil, food) at various concentrations until they come into contact with a target individual; (b) are taken up by inhalation, ingestion, through the skin, or by injection (exposure); (c) are absorbed into the bloodstream (uptake) reaching a certain concentration (blood level); (d) undergo complex toxicokinetics involving metabolism, conjugation, storage, and excretion as well as delivery to target organs (dose to target); and (e) affect some molecular, biochemical, cellular, or physiological structure or function to produce their adverse effect.

Internal distribution and the dose reaching a target organ, tissue, or cell are constantly modified by binding to carrier molecules, metabolic activation (or inactivation), storage in various tissues (e.g., polychlorinated biphenyls [PCBs] in fat, lead in bone), and by excretion. The relationships among these processes are demonstrated in Fig. 20-1. This chapter covers the classification of toxic chemicals, the manner in which exposure occurs and how it can be measured, the absorption and distribution of chemicals within the body, and finally the kinds of toxic effects that are produced. Emerging areas of toxicology are briefly considered.

**BRANCHES OF TOXICOLOGY**

Toxicology is a broad discipline embracing such traditionally clinical areas as pathology, pharmacology, and clinical toxicology on one hand, and molecular biology, biochemistry, and physiology on the other. Industrial toxicology, ecotoxicology, environmental toxicology, forensic, analytic, and regulatory toxicology are also prominent areas. Historically, toxicology was linked with pharmacology and focused on the toxic effects of pharmaceuticals. This remains a fundamental part of drug development and assessment. Industrial toxicology emerged to investigate the toxic effects of raw materials, intermediates, products, and wastes produced by commerce. Toxicology has subdisciplines linked to behavior, nutrition, biochemistry (including proteomics), and genetics (including toxicogenomics), which have opened new research horizons. Clinical toxicology focuses on the diagnosis and treatment of poisonings.

Toxicology is concerned with both lethal and sublethal effects. In the 1950s and 1960s lethal effects were the major emphasis, and many studies were aimed at identifying the lethal dose (LD)-50 for a chemical, the dose which killed 50% of the animals. Today, experimental toxicologists employ in vivo and increasingly in vitro techniques to study the effects of one or more chemicals or other stressors on biological functions, as well as survival. Efforts to limit animal research have stimulated the search for alternatives testing, although in vitro testing has limitations. Two decades ago, molecular toxicology was a new frontier with an emphasis on the discovery of biomarkers. Increasingly, toxicologists focused on the cellular, biochemical, and molecular interactions and changes wrought by foreign chemicals, thereby elucidating their mechanisms of actions. In the past decade attention has shifted to genomic and proteomic investigations, focusing on the effects of chemicals on gene expression and protein synthesis. This research also identifies new kinds of biomarkers such as tumor-specific antigens. Phenomenological measurements of enzyme activity have been supplemented by studies of enzyme structure and gene-protein
and protein-protein interactions. Receptor biology has emerged as a subdiscipline, stimulated in part by the interest in endocrine active xenobiotics, which may be active at picomolar (10^{-12}) concentrations. Many new and highly specialized journals—some mainly in electronic form—have appeared in the past decade. No attempt is made here to cover the rapidly evolving field of molecular toxicology.

Toxicological data are a major basis for environmental risk assessments, which in turn are increasingly used by regulatory agencies to assess chemical hazards, prioritize hazardous waste site cleanups, establish governmental policies, and set levels of allowable exposure. Such risk assessments produce quantitative or qualitative estimates of the magnitude of the risk of some adverse endpoint associated with a particular dose or exposure of a target population to a particular chemical, physical, or biological agent.

Ecotoxicology is a major subdiscipline, and data on exposure, distribution, and effects in ecosystems and organisms provides data used in ecological risk assessments (see Chap. 42). The publication of Silent Spring, by Rachel Carson in 1962, is often hailed as a landmark, not only for ecotoxicology, but for human environmental health concerns in general. Carson published on the overuse and misuse of pesticides despite intense pressure from the agrochemical and agriculture industries. She emphasized the inevitable escalation in toxicity of new pesticides as insects developed resistance to earlier generation insecticides.

Although not usually recognized as a subdiscipline, military toxicology has had a long history. The development of chemical warfare agents such as mustard gas was a driving force in the early twentieth century, and nerve gas research played a major role in the development of organophosphates, later used as pesticides. The development of antidotes and preventative was likewise necessary. Although international treaties in the 1970s brought a halt to much of the chemical weapon development, the new millennium has brought increased emphasis on terrorism and preparedness for biological, chemical, and radiation hazards. This includes research into methods for early detection of release of hazardous agents, for monitoring humans for exposure or effects, and for the deployment of effective prevention, diagnosis, and treatment. Radiation toxicology lies largely in the domain of health physics, and is outside the scope of this chapter.

### EVOLUTIONARY BASIS OF TOXICOLOGY

Although the teaching of evolution in schools periodically comes under attack, the late Ernst Mayr emphasized that the basic principles of organic evolution advanced by Darwin have withstood all challenges. Although the mechanisms by which evolutionary changes occur are still being elucidated, through the acquisition of new data in field and laboratory, the basic phenomena of heredity, mutation and selection underlie the relatedness among all forms of life. These processes are augmented by random events, migration, interbreeding, and even horizontal transfer of genes across species boundaries. Evolution remains the basis of our understanding of toxicology, and the relationships between animal studies and human effects. Evolutionary relatedness underlies the principles of extrapolating from animal studies to human exposures, and toxicologists take the underlying evolutionary principles for granted, while textbooks seldom specifically reference it. Since the 1960s when Fitch and Margoliash demonstrated the conservatism among amino acid sequences of some proteins and applied the concept of genetic distance among species, toxicological research has advanced on many fronts. Humans share with ape ancestors approximately 99% of the genome. Yet within any given species, and probably more so in humans than any other, there are variations in gene sequences that alter protein structure in subtle ways, that in turn may effect nutritional requirements, physiological tolerances, mating prowess, or fecundity. Under different environmental regimes, one genotype may be favored over another, and over long periods of time, increasing trends toward wetness or aridity, may select for increased tolerance of the appropriate condition—directional selection. Genetic variation within a species allows for increased adaptiveness to changing environments or to environmental stressors.

### TYPES OF STRESSORS

The stressors that potentially harm the body can be broadly classified as physical (noise, temperature, radiation), biological (infectious, immunologic, allergenic), chemical, mechanical (ergonomic), and psychosocial. Toxicologists focus mainly on chemicals, both synthetic and those of natural biological origin, and on physical agents such as radiation. There are interactions among classes of stressors. Thus radiation, infection, or psychological stress may modify the effects of toxic chemicals, and vice versa, and there is increasing attention to the effects of two or more chemicals administered together where synergistic, independent, or antagonistic effects may occur (see below).

The following definitions are important. **Toxicity** is the intrinsic ability of a substance to harm living things. A **xenobiotic** is any substance foreign to the body, including all synthetic chemicals as well as many natural substances. **Susceptibility** refers to the ability of a living thing to be harmed by an agent. It is influenced by genotype, age and gender, and by environmental factors such as nutrition, prior exposure, and underlying state of health (for example, immune status). **Bioavailability** is the ability of a substance that enters the body to be liberated from its environmental matrix (air, water, soil, food), while absorbptive capacity (of skin, lungs, or gastrointestinal tract) influences how much bioavailable material can enter the circulation. **Biotransformation, or intermediary metabolism**, is the biochemical change(s) a chemical undergoes once it reaches the cells of the body. This may lessen its toxicity (detoxification) or enhance it (activation) and may facilitate excretion. **Mechanism** refers to the way in which the toxic substance acts on a cellular or subcellular level to disrupt the living organism. **Threshold** is the lowest dose of a chemical that has a detectable effect.

### CLASSIFICATION OR TAXONOMY OF TOXIC AGENTS

One can organize knowledge in toxicology in terms of chemical agents or types of effect. Chemicals can be classified based on their structure, source, economic role, mechanism of action, or on their target organ. The lists below are not intended to be exhaustive.
Natural or Biological Compounds, “Toxins”

- Plant
- Bacterial
- Invertebrate
- Vertebrate

Synthetic Chemicals

- Industrial raw material, by-product, waste, or product
- Pharmaceutical agent

Environmental toxicology and risk assessment have focused mainly on synthetic chemicals, yet natural toxic compounds, called toxins or venoms, are widespread and include some of the most toxic agents known. Invertebrate toxins, mainly of marine origin, occasionally cause epidemic outbreaks of foodborne disease and have proven valuable research tools because of their highly specific modes of action. These include brevetoxin secreted by the dinoflagellates that cause red or brown tides along the southeastern United States coastline and many other warm ocean areas. Many of these toxins have very complex structures, for example, the chain of 13 heterocyclic 5–7-membered rings that make up the backbone of ciguatoxin. These plant and animal toxins have evolved specifically to damage cyclic 5–7-membered rings that make up the backbone of ciguatoxin. Similarly, many fungi secrete chemicals that inhibit growth of bacterial competitors. A wide variety of these naturally occurring bioactive substances or “toxins” have been adapted into some of our most familiar pharmaceuticals, for example, antibiotics.

Pharmaceuticals and Abused Substances. These are grouped together because of the tendency for very high concentrations of bioactive agents to be deliberately introduced into the body. In fact, many abused substances that were originally developed as pharmaceuticals (e.g., amphetamines, barbiturates, and narcotics) have profound toxic effects, quite apart from their addictive properties. By whatever route, and whether legal or illicit, these chemicals are used because of their high level of bioactivity. Even when the dosage used is in the therapeutic range, there may be undesired side effects, which are manifestations of toxicity. These may occur in most users (e.g., soporific effects of diphenhydramine) or rarely (anaphylaxis from penicillin). Certainly the most widespread toxic exposures involve the chronic inhalation of tobacco smoke by the smoker and those around them, and the chronic consumption of ethanol.

Classification by Mechanism of Action

Much exciting research in modern toxicology focuses on the mechanism by which a bioactive substance interacts with and alters its targets to produce its unwanted effects, for example:

- Enzyme inhibition
- Enzyme induction
- Formation of free radicals/active oxygen species
- Metabolic poisons
- Redox reactions: oxidants and antioxidants
- Macromolecular binding
- Interference with signal transduction (e.g., DNA, protein)
- Cell membrane disruption including lipid peroxidation
- Hormone activity (hormone synthesis, receptor regulation)
- Competitive binding of active sites or receptors
- Immune effects
- Irritants

Classification by Target Organ

 Xenobiotics can act on any organ system in the body. The effects on these target organs are discussed in other chapters in this section. Standard textbooks of toxicology are organized by organ system, and several of the general readings deal with organ systems. The next chapter deals specifically with neurobehavioral toxicology.

- Neurotoxin
- Pulmonary toxin
- Genotoxin (including mutagens)
- Hematotoxin
- Metabolic toxin
- Immunotoxin
- Nephrotoxin
- Endocrine toxin
- Carcinogen (including initiators and promoters)
- Hepatotoxin
- Dermatotoxin
- Teratogens
- Cardiotoxin
- Reproductive toxin
- Teratogens
The liver is of particular importance in toxicology. Ingested substances absorbed into the blood stream go first to the liver via the portal vein on “first pass.” In the liver they may undergo metabolism, which may either detoxify or activate them. The liver may conjugate substances to facilitate their excretion in the urine or may secrete some substances into the bile. Liver cells are particularly vulnerable to toxins, and toxic hepatitis, manifest by abnormalities in liver function tests, may present as jaundice or as a fulminating fatal liver failure.

### CHEMICAL STRUCTURE AND TOXICOLOGY

Several chemical principles play important roles in toxicology. They influence how the chemical behaves in its environmental matrix, how it is absorbed into, metabolized by, distributed through, and excreted from the body, and how it exerts its toxic effect.

#### Chemical Species

There are different forms of many chemicals; a chemical variant of a metal is called a “species.” This may refer to organic versus inorganic state or to valence state; thus trivalent and hexavalent chromium are species of chromium, and because CrIII is an essential nutrient while CrVI is a potent lung carcinogen, the difficulty in reliably analyzing the concentrations of CrIII and CrVI in an environmental sample impedes our ability to protect potentially exposed people. Toxicologists have demonstrated that slight modifications in a chemical may drastically alter its effect. This is particularly true for the effects of certain metals, which, when in an organic complex, may have drastically different effects than their elemental or ionic form. For example, methylmercury and organotin tin are both more toxic than inorganic mercury or tin, but the reverse is true for arsenic, where naturally occurring organic species have lower toxicity than the inorganic arsenites and arsenates. These in turn can be methylated in the body to less toxic metabolites, a capacity that varies among individuals. The organic mercury and tin species have been incorporated in biocides such as fungalicidal seed dressing and in marine paints to thwart the growth of barnacles. However, both methylmercury and alkyltin compounds are potent neurotoxins and have caused widespread ecotoxic effects in the marine environment.

#### Isomers and Congeners

Two chemical compounds that have the same chemical formula but differ in structure are called isomers. Thus butane, a four-carbon chain can appear as either normal (linear) butane or branched isobutane. Congeners have the same basic structure, but different numbers of atoms. For instance, dichlorophenol and trichlorophenol would be congeners while 2,4-dichlorophenol and 2,5-dichlorophenol would be isomers. The behavior in the body and the toxicity may vary greatly among isomers and congeners. Thus different chlorinated dibenzodioxins vary by orders of magnitude in their toxicity. Each compound can be assigned a toxicity potency (toxic equivalency factor or TEF) relative to 2,3,7,8-tetrachlorodibenzop-dioxin (TCDD). These TEFs are considered additive in causing cancer.

#### Structure-Activity Relationships

The converse of the variation in toxicity between isomers and congeners is that chemicals that are structurally similar may have similar types of toxic effects on the body, although the effects may be modulated in intensity by adjacent atoms. This forms the basis for much pharmaceutical research, the quest for agents that have a desired effect without undesirable side effects. Understanding structure-activity relationships (SARs) is important in toxicology since one can often infer the effects of a chemical by knowing the effects of related compounds. Thus many short-chain chlorinated hydrocarbons have a common general anesthesia effect, even though their potency varies with their structure. Similarly, many metal ions are nephrotoxic to the proximal kidney tubule, and many hallucinogenic compounds share a common active group. SARs have proven predictive of carcinogenicity identified by long-term animal bioassays. Quantitative-Structure-Activity Relationships (QSARs) play an important role, particularly in drug development and in predicting toxicity.

### CHEMICALS IN THE ENVIRONMENT

Environmental toxicology is generally concerned with chemicals in the air, water, soil, and food we encounter in our home, community, and workplace environments. Our behavior greatly influences the microenvironments we frequent, the exposures we experience, and the ways that chemicals enter our body via ingestion, inhalation, percutaneous absorption, and even by injection. Table 20-1 indicates the factors that influence the uptake and toxicity of a material and the susceptibility of the host. Uptake varies by route of exposure and bioavailability. A given chemical may be readily absorbed from the lungs but may have negligible uptake through the skin or intestinal tract.

#### Chemicals in Air

Air pollution remains a major public health concern, and ozone is a ubiquitous irritant formed in the atmosphere. Probably the main substrates for excess ozone formation are oxides of nitrogen (the term for the family of NOx) emitted in automobile exhaust. Another substance of concern is sulfur dioxide. Both ozone and sulfur dioxide are irritating to the respiratory system. Recent research has focused attention on particulates less than 2.5 μm in aerodynamic diameter (PM2.5 fraction), which are associated with increased mortality, particularly for people who have diabetes and ischemic heart disease. Attention has focused on sophisticated analysis of pulse rate, showing that particulate exposure decreases heart rate variability. Recent work also points to an association of PM2.5 directly with atherosclerosis.

Although much of the research has been driven by outdoor air pollution, it is actually the indoor exposures which are often of greater magnitude and concern. In the aftermath of the 1970s fuel crisis, newly constructed, “energy-efficient” office buildings tended to be relatively airtight, and fuel conservation programs greatly reduced the amount of fresh air (makeup air) added to air conditioning. This contributed to many reports of “sick-building syndrome.” Many homes have unsuspected air pollutants that are hazardous to health. Radon, a decay product from naturally occurring uranium in soil, occurs in gaseous form and emits alpha particles that cause lung cancer. Although alpha particles can penetrate only a very short distance (less than a millimeter), inhalation of the gas brings it in direct contact with lung tissue. Radon occurs in many parts of the United States and may reach relatively high concentrations in certain homes. A more common but less dreaded pollutant is nitrogen dioxide, which is formed...
by combustion in a gas cooking range. Elevated levels of this irritant can be measured in a kitchen while cooking is in progress. Children living in homes with gas ranges may experience an excess of respiratory symptoms. Recent attention has focused on molds which living in homes with gas ranges may experience an excess of respiratory symptoms. Children absorb dusts that form fine dusts can become airborne and can be inhaled. Hence air is the major route of exposure for industrial workers. Most of the standards regarding industrial exposure refer to airborne concentrations above which inhalation could lead to adverse health effects. See Chap. 46 on occupational exposures.

Chemicals in Water
Both surface and groundwater are used as community water sources. Many industrial and municipal wastes, both treated and untreated, are discharged directly to surface waters, and discharge permits allow certain quantities of toxic chemicals to be piped into streams, lakes, rivers, canals, and the ocean. Groundwater contamination occurs as contaminants leach downward through soil. Use of lead arsenate insecticide and organomercurial fungicide, once the mainstays of agricultural pest control, have been banned or curtailed, but these metals have gradually leached through the soil, eventually reaching groundwater, decades after they were applied. Solubility is the primary factor determining the behavior of chemicals in water. Many metal salts dissolve readily, while most of the larger organic molecules do not. Public drinking water sources are regulated with regard to several pollutants and must test for a suite of contaminants on a regular, usually quarterly basis. Private wells are not systematically tested. Although ingestion is the major pathway for water contaminants, volatile compounds in water escape during cooking and showering, offering a significant potential for inhalation exposure.

Chemicals in Soil
Soils have complex physical structures and compositions that vary greatly. The physical texture and water and organic content determine how chemicals will move through soil and influences their bioavailability. Some soils are naturally rich in toxic elements, such as the nickel-rich soils of New Caledonia or serpentine soils, to which unique groups of plant species have become adapted. However, human activities have resulted in soil contamination via fallout of air pollutants, discharge of liquid industrial or agricultural waste, or dumping of solid waste. Once a chemical is deposited on soil, it may remain in place or it may be washed away by water flowing over the surface (runoff) or by percolation down through the soil (leaching). Some chemicals may be readily leached from the upper layers of soil and carried down or away by water. Others may undergo biodegradation or photodegradation with the aid of microorganisms or sunlight. Some chemicals are persistent; for example, the chlorinated hydrocarbon pesticides and PCBs tend to remain unchanged in the soil for many years. Soil particles that form fine dusts can become airborne and can be inhaled. Particles less than 5 μm in diameter are likely to reach the alveoli. Other particles may settle on food or water and be ingested. People may also ingest particles of soil that get on their fingers or under their nails or that are on the outer surface of vegetables. The ingestion of contaminated soil by toddlers is a major route of exposure and is often the major determining pathway in a risk assessment.

Chemicals in Food
Food may contain toxic chemicals from a variety of sources. Although regulations governing pesticide application (for example, the minimum number of days between spraying and harvest) are designed to protect workers and minimize residual pesticides in food, many vegetables still contain some pesticide residues. Some residues may be surface sprays that adhere to plant tissue, while others are systemic substances taken up through the roots and incorporated in the tissue. Hormones and antibiotics used in promoting animal growth can also be detected in certain foods as can food additives used to prolong shelf life or enhance flavor, texture, or color. Some of these compounds have been demonstrated to have toxic effects in long-term low-level exposure experiments (see Chap. 33). In the process of cooking, particularly grilling, meats may contain carcinogenic heterocyclic amines. Many plants contain chemicals that have physiological as well as nutritional function. Some have hormonal effects whereas others may be carcinogenic, or anticarcinogenic, such as isoflavones in soy beans, or antioxidant phenolic constituents of green tea. The content of these plant chemicals may vary with the variety, geography, seasonality, soil composition, or even whether the plant has been attacked by insect pests.

**Biological Amplification in the Food Chain.** Among the phenomena that influence the movements of chemicals in the environment is the process of biological amplification. This phenomenon has been demonstrated in a variety of ecosystems and has implications for human exposure. Most examples of bioamplification concern lipophilic chemicals such as PAHs or organometals such as methylmercury. These substances may be present in water or soil at the parts per million level. When taken up by planktonic organisms, they tend to concentrate in the tissues of these organisms and only a small fraction of the uptake is excreted. At each step up the food chain (what ecologists call trophic levels), the organism retains more than it excretes and incorporates an ever-increasing amount of contaminant in its fat. If the bioconcentration factor (BCF) were 10 for each level, then the plankton swimming in water with a 1 ppb concentration would accumulate 10 ppb, the fish larvae eating plankton would reach 100 ppb, small fish eating the larval fish 1000 ppb (1 ppm), and large fish eating the small fish 10 ppm. This example leaves the hapless human fish-eater consuming a huge dose of the amplified toxic material. A high lipid-water partition coefficient enhances bioamplification for organisms. However, some nonlipophilic materials may also undergo bioamplification if they concentrate in some other tissue (i.e., the thyroid) or bind to macromolecules.

### Exposure to Toxic Substances
Understanding human exposure is the unique feature of environmental medicine. Traditional approaches such as taking a history remain important, but more sophisticated approaches are required to understand exposure which takes place in the home, community, and workplace.

**Exposure Assessment**
Exposure assessment has emerged as a discipline that combines environmental sampling, chemical analysis, biomarkers, behavioral studies, and mathematical modeling to estimate the dose received by an individual. It is necessary to investigate exposure formally as a system of coupled events. Exposure pathways involve contaminated air, water, soil, or food entering through the lungs, GI tract, or skin, each combination of which is a potential pathway as shown in Table 20-2 and Fig. 20-1. Each nonzero cell in Table 20-2 is a potential pathway, ranging from slight importance (+) to major importance (++++). The ingestion of soil by toddlers is often the determining pathway in residential and recreational risk assessment. Injection of drugs, metal slivers, shrapnel fragments, is a special case not usually dealt with in environmental toxicology. When a human comes in contact with a contaminated medium, there is always the question about how much enters the body, is absorbed into the bloodstream, and reaches the target tissue. The bioavailability of a material in a particular matrix and the absorbent capability through the skin, intestinal mucosa, or alveoli can vary greatly and are difficult to measure directly. Likewise, the actual exposure of the target cells, tissues, or organs—the internal dose—is seldom known. Absorption varies with species, age, the vehicle or solvent, as well as the presence of carrier molecules. Children absorb some compounds such as lead more efficiently than do adults. Since they are also more likely to ingest soil and are more vulnerable to its...
The discipline of industrial hygiene is particularly concerned with anticipating, estimating, and controlling exposure to workplace hazards. For airborne hazards, industrial hygienists use a variety of pumps and collection media to capture pollutants in a known volume of air. These are then quantified in the laboratory and extrapolated to determine how much of the material a person is exposed to in an 8-hour period. Where particulates are involved, it is necessary to establish a size distribution to determine the portion that is respirable size. Because exposures are not constant throughout the day, measurements must be made either at several times during the day or over several 8-hour work shifts. Exposures are expressed in terms of a time-weighted average (TWA) corrected to an 8-hour exposure.\textsuperscript{57} Industrial hygiene has expanded to environmental hygiene, including evaluation of hazards in the home and community.

Bioavailability
An important aspect of exposure alluded to above is bioavailability.\textsuperscript{59} How readily is a toxicant released from its environmental matrix? In the case of ethanol dissolved in water, there is virtually 100% uptake of the alcohol into the bloodstream. In the case of a metal bound to protein in our food, the uptake may depend on the efficiency of protein digestion. In the case of substances bound to soil, bioavailability may vary greatly. Bioavailability of 2,3,7,8-tetrachlorodibenzodioxin ("dioxin") was low in soil from Newark, New Jersey, probably due to a high degree of organic compounds in the soil, while dioxin from the sandy soil at Times Beach, Missouri, had much higher bioavailability.\textsuperscript{56} Bioavailability is also important for plants and consequently for humans that consume the plants. Certain pollutants in soil may be taken up by a plant and translocated to the leaves or fruits, which are subsequently harvested for human consumption. Depending upon the chemical species, concentration, pH, competing ions, etc., the plant may take up a large amount of the pollutant or none at all.

Absorption
Bioavailability and absorption combine to determine how much of a substance enters the bloodstream through ingestion, inhalation, or the skin. Bioavailability refers to properties of the matrix (e.g., how a xenobiotic may be bound), while absorption refers to properties of the organ (how readily a xenobiotic passes through the alveolar membrane, intestinal epithelium, or the skin). Methylmercury, for example, has nearly complete absorption from the gut, while ingested elemental mercury will pass through the GI tract with virtually no absorption. Ingestion of elemental mercury poses a threat mainly when the intestinal tract is disrupted, for example, after surgery.\textsuperscript{57}

Lead absorption varies with age, children absorb about 50% of an ingested quantity compared to less than 10% for adults.\textsuperscript{58} Absorption of lead and cadmium increases in women and children with low iron stores and other essential nutrients.\textsuperscript{59,60} and this effect is enhanced in pregnancy.\textsuperscript{60}

In Utero Exposure
Many chemicals exert an effect on the developing embryo and fetus. They may pass through the placenta and reach the fetus; in some cases achieving concentrations higher than the maternal circulation.\textsuperscript{61} Transplacental transport is not necessary, however, since a chemical may influence the fetus by altering blood flow.

**ACUTE AND CHRONIC EXPOSURE AND TOXICITY**

The terms “acute” and “chronic” can refer either to the duration of exposure or to the resultant health effects. A single “acute” exposure to a toxic chemical may be sufficient to induce health effects that in turn may be either acute (followed by recovery), subacute, or chronic. Long-term or chronic exposure may be followed by no adverse health effects (if the dose is low), or by acute effects (which may occur when a sufficient dose is accumulated), or by chronic effects. In addition to having a long duration, chronic effects tend to be nonreversible.

More specifically with respect to toxicological studies on animals, acute toxicity can be defined as adverse effects usually occurring within 24 hours after a single dose. Subchronic effects usually occur after repeated dosing over up to 10% of the life span.\textsuperscript{62} Chronic exposure refers to dosing animals for more than 10% of their life span.\textsuperscript{63} A particular dose may have a much greater effect when administered acutely than chronically, but in many cases repeated low doses cause effects not seen in acute toxicity.

<table>
<thead>
<tr>
<th>Toxicity Class</th>
<th>Dose required/kg Body Weight</th>
<th>Approximate Amount Consumed</th>
</tr>
</thead>
<tbody>
<tr>
<td>Practically nontoxic</td>
<td>&gt; 15 g/kg</td>
<td>&gt; 1 liter</td>
</tr>
<tr>
<td>Slightly toxic</td>
<td>5–15 g/kg</td>
<td>300–1000 cc</td>
</tr>
<tr>
<td>Moderately toxic</td>
<td>0.5–5 g/kg</td>
<td>30–300 cc</td>
</tr>
<tr>
<td>Very toxic</td>
<td>50–500 mg/kg</td>
<td>3–30 cc</td>
</tr>
<tr>
<td>Extremely toxic</td>
<td>5–50 mg/kg</td>
<td>0.3–3 cc</td>
</tr>
<tr>
<td>Supertoxic</td>
<td>&lt; 5 mg/kg</td>
<td>&lt; 0.3 cc</td>
</tr>
</tbody>
</table>

Acute LD-50s range from 10 g/kg for ethanol to .01 ug/kg for botulinum toxin.
**Time-Dose Interactions**

Physiologists grappled with this problem in the nineteenth century, finding that some combination of voltage and duration needed to be achieved to produce a response to a shock. At a lower voltage, longer duration was required. The lowest voltage (dose) at which a response could occur approaches an asymptote called the rheobase. Chemical dosing offers an analogy that is seldom quantified. A lay person knows that taking one tablet a day for 10 days is not the same as taking 10 tablets on a single day, although the total dose is the same. The time-dose relationship is complex and nonlinear. Moreover, different time-dose combinations can have very different qualitative as well as quantitative effects. A chronic or recurrent dosage may accumulate to exceed a certain threshold for a chronic effect, while an acute dose may be quickly eliminated without ever producing that effect. Conversely, a chronic daily dose may never reach an effect threshold. Hence a single daily dose of 1 oz of alcohol does not reach the threshold for producing impairment, and is reputed, in fact, to have beneficial effects.

**CHEMICALS IN THE BODY**

What the body does to a xenobiotic, how it is distributed, altered, and eliminated, is referred to as toxicokinetics. What the chemical does to the body, how it interacts with target cells and intracellular targets, exerting its toxic effects, is referred to as toxicodynamics.

**Toxicokinetics**

Toxicokinetics is the totality of reactions that govern the uptake and distribution of a toxic substance and its metabolites throughout the body. It is based on the different rate constants that exist for metabolic processes in different tissues under different circumstances and on different partitioning coefficients, binding properties, etc. These reactions are competitive, such that the amount of material available for metabolism depends on the amount that has been sequestered in fat, bound to protein, or excreted in the urine.

The rate and effect of every substance that enters the body depend upon its absorption, transport, metabolism, storage, and excretion. Metabolism, for example, alters the binding properties and solubility of the original chemical and influences its toxicity and whether it will be stored or excreted.

Two factors that influence the entry of chemicals into cells include the perfusion rate of the organ and the diffusion rate of the substance across the membrane. Fick’s law describes the passage of a xenobiotic across a membrane as proportional to the concentration gradient, the membrane surface area, and a compound-specific permeability coefficient. The latter in turn depends upon the condition of the membrane, the presence of receptors or transporters, and the lipid-aqueous partitioning of the compound. This is often measured as the solubility in octanol divided by the solubility in water. Excretion via urine, feces, exhaled air, or sweat is in turn determined by the relative solubility of the compound and its delivery to the kidney, liver, lungs, or skin. In general, compounds that are water soluble or conjugated are excreted via urine, while lipid-soluble compounds are secreted via the bile into the intestine.

**Metabolic Activation versus Detoxification**

In some cases such as lead, cyanide, and carbon monoxide, the xenobiotic itself is the active poison exerting its toxic effect directly on the organism, and enhance toxicity. Although the liver is the major site for detoxification of xenobiotics, many toxins do not exert activity until they reach the liver and are metabolically activated, usually through an oxidative reaction. This forms more highly reactive intermediate compounds that can interfere with other metabolic reactions or “attack” membranes, organelles, or macromolecules.

Phase I reactions involve oxidation (by dehydrogenases, flavin monooxygenases, cytochrome P450, and other systems), hydrolysis (for example by carboxylesterases, peptidases, paraoxonase), the formation and hydrolysis of epoxides, reduction (of azo and nitro groups, carboxyl, sulfides, and dehalogenation), and various other reactions. The P450 cytochrome-dependent enzyme system (see below) plays a major oxidative role. Phase II metabolism involves linking a substance to a glucuronic acid or adding acetyl or methyl radicals or conjugating it with amino acids or glutathione (GSH). Phase II reactions usually increase the hydrophilic nature of the substance, facilitating its excretion in urine.

The liver is the main organ of metabolism, but metabolic enzymes occur in most tissues. Within cells, they are found mainly in the microsomal component of the endoplasmic reticulum, but also in the cytosol and other organelles. In addition, enteric flora can play a significant role, for example bacteria in the colon can transform PAH into estrogenic metabolites, although the significance of this is not yet known. There are active P450, glutathione S-transferase (GST), and other metabolic enzymes in the nasal mucosa that modify inhaled xenobiotics. Additional details are provided by Parkinson.

As an example, 1-methyl-4-phenyl-1,2,5,6-tetrahydropyridine (MPTP) was produced accidentally during the synthesis of an illicit narcotic analog. MPTP is oxidized to the neurotoxic metabolite MPP+ by monoamine oxidase B, which in turn is transported by the dopamine transporter and concentrates in dopaminergic neurons where it inhibits cellular respiration, causing cell death. The inadvertent consumption of this by-product by substance abusers produced Parkinsonism in a large number of young people, and MPTP has now become a model drug for Parkinson research. Monoamine oxidase inhibitors block the toxicity of MPTP.

The common analgesic, acetaminophen, undergoes metabolism by P450 to a quinone, which interacts with liver proteins, causing centrilobular necrosis. It also undergoes activation through the prostaglandin H synthase (PHS) system in the kidney to produce a nephrotoxic free radical. The bladder epithelium is also relatively rich in PHS, which can metabolize certain aromatic amines into genotoxic metabolites which cause bladder cancer in humans and dogs. In rats, the predominant pathway is N-hydroxylation in the liver, such that the same amines cause liver tumors rather than bladder tumors.

**Cytochrome P450**

This system of iron-containing enzymes is very diverse performing oxidation, hydroxylation, epoxidation, and dealkylation reactions on a great variety of substrates. An entire subdiscipline has developed around understanding the species, tissue, substrate, and reaction specificity (or lack thereof) of the many P450s found in various organisms. The P450s were also called the liver microsomal oxidase system since the highest concentration is found in the microsomes (endoplasmic reticulum) of hepatocytes, but P450s are found in virtually all tissues. They are heme-containing proteins, which have peak absorption at 450 nm when complexed with carbon monoxide. P450 oxidation reactions can result in hydroxylation, the formation of epoxides from carbon = carbon double bonds, the cleavage of esters, dehalogenation, and other reactions. P450 monooxygenase enzymes that catalyze a variety of reactions, are divided into families 1, 2, 3, and 4. Members of different families have lower than 40% amino acid sequence identity. Within these families are subfamilies: 1A, 1B, 2A, 2B, 2C, 3A, etc, within each subfamily the proteins have 40–55% homology. Proteins with greater homology have the same number, for example 1A1, 1A2, 2A6, 2B6, 2C8, 2C9, 2C19, 3A4, etc. There are at least 15 of these different enzymes in the liver. Many new isoforms of P450 are being discovered.

The P450 enzyme that metabolizes caffeine is referred to as P450 1A2 and is often abbreviated CYP1A2 (while the gene that produces it is written in lowercase italics CYP1A2). Other examples of specific P450 reactions are the hydroxylation of testosterone at position 6 by CYP3A4, and of coumarin at position 7 by CYP2A6. A particular
substrate may be metabolized by more than one P450, while conversely each P450 catalyzes more than one reaction. Thus CYP3A4 can hydroxylate testosterone at several positions and also dehydrogenate it to 6-dehydrotestosterone. Xenobiotics may have multiple metabolic pathways, thus CYP2D6 oxidizes the aromatic ring of propranolol and CYP2C19 metabolizes the side chain, directing propranolol into two different pathways. Conversely the conversion of acetaminophen to its quinone metabolite can be accomplished by three different P450s. Many of the discrete P450s have been detected in studies of drug metabolism, and their natural substrates have not always been identified. Many of the P450s are inducible rather than constitutive enzymes. That is, the amount of P450 activity remains low until a suitable substrate is present which activates the gene that governs the expression of a particular P450.

Current interest in P-450 focuses on heritable deficiencies or polymorphisms that influence individual susceptibility to xenobiotics. A mutation in the gene for CYP2D6 interferes with metabolism of the drug debrisoquine, and about 5–10% of Caucasians but with important applications on pharmacology and toxicology. CYP1A2 is expressed in liver cells but not in other Tissue Specificity. CYP1A2 is expressed in liver cells but not in other tissues, while CYP1A1 is low in liver (of most mammals, but not guinea pigs or rhesus monkeys), but high in other tissues. Since the two catalyze different reactions, a single substrate may follow different metabolic pathways in different tissues. This is a rapidly evolving area of research with important applications on pharmacology and toxicology.

**Flavin-Containing Monoxygenases**

Flavin-containing monoxygenases are another family of microsomal enzymes that require NADPH and oxygen to catalyze the metabolism of various xenobiotics that contain nitrogen (e.g., amines), sulfur (e.g., thiols), and phosphorus (e.g., organophosphates). There are several forms of these oxygenases, which have different distributions in various organs and species. Thus mouse and human liver have a high concentration of FMO3 and low concentration of FMO1 and the reverse is true in the rat, but both are present in high concentrations in the kidneys of all three species. Hepatocytes in female mice have higher expression of FMO1 and FMO3 than do male mice.

**Phase II Reactions**

These include several important conjugation reactions, some of which accelerate the elimination of xenobiotics.

**Glucuronidation.** A series of enzymes called uridine diphosphate glucuronosyltransferases, found in various tissues of mammals other than felines, catalyze the conjugation of xenobiotics with glucuronides, which are usually water soluble, allowing excretion in the urine (low molecular weight forms) or in the bile.

**Glutathione (GSH) Conjugation.** Many xenobiotics are electronegative and will react with GSH. The conjugation is accelerated by cytosolic glutathione-S-transferase (GST) enzymes. GSH conjugates can be excreted in the bile or can be transformed to water-soluble metabolites in the kidney and excreted in the urine. Polymorphisms at the GST loci result in variable efficiencies of the conjugation reaction. Depletion of GST-P1 in the lungs has been associated with increased susceptibility to lung disease and the effects of smoking, and enhanced apoptosis of lung fibroblasts. Despite early suggestions, a meta-analysis of 20 studies did not find that GSTM1 deficiency was a risk factor for colon cancer. Divalent cations readily bind with sulfhydryl groups, including GSH, and indeed, treatment with mercury increases the activity of several enzymes involved in the synthesis of GSH and the reduction of glutathione disulfide (GSSG). Conversely acetyaminophen depletes GSH levels in liver; both the depletion and the subsequent hepatotoxicity are inhibited by dialyl sulfone, a metabolite of garlic, which inhibits CYP2E1 which activates acetaminophen.

**Other Reactions.** Sulfation results in the formation of a water-soluble ester due to the transfer of the SO3 moiety. Methylation and amino acid conjugation are minor pathways. N-Acetylation is a major pathway for aromatic amines and hydrazines. It is catalyzed by N-acetyltransferases (NAT). These are cytosolic enzymes found in most mammals, except canines. There are at least three forms of NAT, and a deficiency in either activity or structure of NAT2 results in slow acetylation of certain drugs (for example, the antituberculosis drug, isoniazid). This deficiency occurs in about 70% of the Middle East population, in 50% of Europeans, and in 20% of Asians. Sulfur transferases have been found to have a wide role; for example, the enzyme 3-mercaptopuruvate sulfurtransferase is capable of detoxifying cyanide by transferring a sulfur, forming the less toxic thio cyanate.

**Sequestration of Xenobiotics.** The amount of a substance available to affect a target organ or excrete depends on how much has been stored or bound. Sequestration of an agent in an organ need not be permanent. Stored substances may be slowly or quickly released from such relatively inactive depots as bone or fat. Lipophilic substances such as chlorinated hydrocarbons and organometals are generally found in fatty tissues or in lipid components of cells and membranes. They may be released in large concentrations from fat during starvation or illness. Metal ions such as strontium and lead compete with calcium for deposition in bone, and bone therefore provides a long-term storage depot for these ions. For example, lead accumulates in bone and may be suddenly released during the remodeling of bone that occurs in menopause and organochlorines may be mobilized from fat during periods of rapid weight loss.

Metallothioneins are low-molecular weight proteins rich in sulfhydryl groups, which are involved in the regulation of zinc and cadmium ions. Some metals such as cadmium can induce the formation of metallothiokins in the liver, and these proteins in turn bind the metal and influence its transport to other organs.

**Routes of Excretion**

Xenobiotics and their metabolites are excreted mainly through the urine and feces, but also through the lungs, sweat, milk, and through the sloughing of skin and hair. Renal clearance is greatest for substances that are water soluble or that are conjugated into hydrophilic complexes. Fecal excretion usually occurs for substances that are lipophilic or can be conjugated into lipophilic complexes. Enterohepatic cycles may exist to interfere with excretion. A substance that is lipophilic can be secreted into the intestine, from which it is immediately reabsorbed, redistributed to the liver, conjugated with bile, and returned to the gut. Humans exposed to organic mercury, excrete it mainly in feces, while inorganic mercury exposure is reflected mainly by urinary excretion. For organics, molecular weight influences the excretory pathways. Higher chlorinated PCBs are excreted mainly in feces while mono- and dichloro PCBs are excreted mainly in urine. Volatile compounds are excreted through the lungs. At any moment, the concentration of volatiles in expired air depends on how much has just been inspired (but not absorbed), as well as how much
is released to the lungs from the bloodstream. Measurement of volatiles in expired air is potentially useful for monitoring VOC exposure. Short-chain chlorinated hydrocarbons are highly volatile, and whether consumed in water or inhaled, they are excreted via the lungs. Once they reach the liver, they are oxidatively metabolized into polar metabolites, which are water soluble and are not excreted in the air.

Biological Half-Lives. The concept of a radiologic half-life, whereby the radioactive decay of a compound can be predicted, is mirrored by the biological half-life, the time it takes for half of a dose of a xenobiotic to be eliminated. However, as elimination may follow a two- or three-phase decay curve, the half-life is only an approximation, and estimates of half-lives vary among studies and among individuals as well. The individual variation in half-life of cadmium in the kidney has been estimated to range from a few years to a century.

DEFENSES

Over many generations, organisms develop adaptations to environmental stressors including toxic chemicals. Fish and crustacea that live in contaminated water or sediments must have adaptations for tolerance, not required of conspecifics living in pristine conditions. Killifish, for example, living in contaminated bays such as New Bedford Harbor, Massachusetts, have experienced strong artificial selection for tolerance, and have quickly (about 50 years) evolved genetic resistance to the toxic effects of PCBs and PAHs. The basis of tolerance may be genetic, requiring selection of the more tolerant organisms over generations, or physiological (for example, by enzyme induction or organ hypertrophy). Transfer experiments have verified that organisms moved from clean to contaminated environments lack the tolerance acquired either genetically or physiologically.

Defenses begin at the behavioral level. Organisms can avoid contaminated environments. Contaminated foods can be tasted and rejected. In primate family groups, one individual may taste a fruit and wait for hours before encouraging other members to partake. Noxious chemicals may cause the individual to vomit or feel abdominal pain, which would be a warning to avoid such items now and in the future and would be communicated to other group members. At the physiological level, chemicals may cause enzyme induction which hastens their own breakdown, thereby protecting against subsequent dose. Some sulfur-rich molecules such as GSH scavenge many xenobiotics, binding them and preventing their uptake by target tissues. Defenses also operate on the cellular level in the form of lysosomes.

TOXICOLOGICAL EFFECTS AND PHARMACODYNAMICS

Endpoints or Responses

A toxicological effect may be manifest at the molecular, cellular, tissue, organ, individual, or population level. Some effects such as death, acute respiratory illness, skin rashes, and toxic hepatitis may be readily apparent, while others may be subtle, requiring sophisticated testing for identification. Endpoints depend on the toxic properties of a chemical and what the researcher chooses to study. A chemical may be highly specific, such as the effect of benzene on the bone marrow causing leukemia, or nonspecific. Endpoints may be sought in any organ system or any tissue type. They need not be clinically significant.

Recently, attention has focused on subcellular and molecular targets of poisons and on biomarkers. Toxicology is concerned with all of these forms and levels of injury.

Dose-Response Curve

Although many toxicological studies simply report the presence or absence of a particular effect, the hallmark of toxicology is the dose-response curve. This is predicated on the fact that a high dose of a substance usually has a greater effect on any endpoint than does a low dose. The dose-response curve (Fig. 20-2) plots the dose along the X-axis and the endpoint response along the Y-axis. The typical dose-response curve has the sigmoid shape illustrated. It is a cumulative percent response curve showing the severity of response of an individual given increasing dose (individual curve), or the number of individuals responding (population curve).

It is customary to measure dose in terms of the amount of the agent divided by the body weight of the organism, for example, milligrams of chemical per kilogram of body weight. In some cases, for example, acute toxic effects or sensitization of the skin, eye, or respiratory tree, the toxicant is not distributed throughout the body, and the dose per body weight is therefore not a good predictor of effect. In such cases different units must be used, such as concentration in a volume of air or on an area of skin.

In interpreting dose-response data from animal studies, it is necessary to know the species, strain, age, and sex of the test animals, the conditions of exposure, as well as the dose. Endpoints include death, presence of lesion (e.g., tumor), number of lesions, and anatomic, physiological, biochemical, molecular, or behavioral changes. Thus if one were concerned with neurotoxic, nephrotoxic, and lethal characteristics of a particular chemical, one would draw three dose-response curves, graphing the severity of each effect against dose. Fig. 20-3 shows nested dose-response curves for the number of people manifesting each different endpoint (increasing in threshold and severity from left to right) with different levels of organomercury exposure. Thus, difficulty in speech occurred at a much lower dose than coma and death.

The common features of most dose-response curves are shown in Fig. 20-2. Initially, there is a flat subthreshold portion where an increase in dose produces no detectable effect. The threshold is the lowest dose that produces an observable effect. Beyond that point, the curve tends to rise steeply and often enters a linear phase where the increase in response is proportional to the increase in dose. Eventually a maximal response is reached, and the curve flattens out. Various endpoints have been used to reflect toxicity. Traditionally toxicologists were interested in the LD-50, the dose which killed half of the exposed animals. The Y-axis was therefore the number of animals dying at each dose. Various chemicals could be ranked in terms of their LD-50. This proved to be a very narrow indication of toxicity, and many other endpoints have proven more useful, but one can still speak of the response dose, or RD-50, or the effective dose, or ED-50. Since typical toxicological studies used only a few doses, it was unlikely that the actual LD-50 dose would be used. The same data can be plotted using a probit scale for the Y-axis, resulting in a straight line, which allows the LD-50 (or RD-50) to be identified from the graph.
Hormesis. Many substances that are essential elements or nutrients at low doses, for example, iron and chromium, become toxic at high doses. Whether certain other nonessential, xenobiotics, or radiation, also have a beneficial dose range (hormesis) is controversial. Hormesis has been promoted as a general phenomenon. However, confusion arises between unitary phenomenon where a particular agent produces a specific response that follows a U-shaped curve rather than a sigmoid curve, and other situations where there are compound responses such as growth, immune responsiveness, and longevity. Confusion also arises between the terms beneficial and harmful on the one hand versus high and low on the other. Thus a beta-blocking agent may produce a monotonic beta-blockade in the autonomic nervous system, but this may be viewed as beneficial (therapeutic range) or harmful (toxic range). Hormesis, if it occurs, may have regulatory implications, but is not helpful in understanding toxicology.

Thresholds. Thresholds (Fig. 20-2) are a familiar concept to physiologists and biochemists. A particular response may not occur at a very low dose or intensity of stimulus. Thresholds probably exist for most toxicological exposures. Thus we can live normal lives even though we are exposed to myriad chemicals, albeit at low (subthreshold) levels. Experience with radiation, however, indicated that even at very low doses there was a measurable response. There did not seem to be a definable threshold, or the threshold was very close to zero. This led to our understanding of a no-threshold approach to carcinogens. This is one of the most controversial issues in toxicology, with critics claiming that there must be a level of radiation below which no harm occurs, or even where there is benefit. The National Research Council’s Committee on Biological Effects of Ionizing Radiation (BEIR-7 Committee) has (June 2005) reaffirmed that the linear-non-threshold model is still the best approach to cancer risk assessment for low doses of radiation (BEIR).

The concept of a threshold is also a source of severe controversy in the case of chemical carcinogens, where, theoretically at least, a single molecule may be the critical molecule that induces a cancer transformation in a cell. Some scientists believe that there must be a threshold for cancer as there is for other toxicological reactions. Others argue, on theoretical grounds, that since no threshold (below which no cancer risk exists) has been demonstrated, there probably is not a threshold. In the light of the ongoing controversy, some governmental regulatory agencies have concluded that, until we are more certain, it is prudent to act as if there were no threshold for carcinogens. Thus the application of a no-threshold approach to chemical carcinogens can be viewed as a policy decision rather than a scientific decision.

Latency. Latency is the time between a stimulus and a response or, in toxicology, the time between an exposure and an effect. In some cases (for example, acute exposure to hydrogen sulfide), the effect is felt in seconds, and the latency is therefore measured in seconds. In the case of
asbestos-induced mesothelioma, a cancer of the lining of the chest or abdomen, the latency is on the order of 40 years, that is, the cancer may not develop until 40 years after the first exposure occurred. If the latency is very short, as with acute effects, it is usually easy to establish a cause-effect relationship. When the latency is much longer, the cause may be long-forgotten before the outcome is realized. Accordingly, only sophisticated epidemiologic studies can identify cause-effect relationships with long latencies. In some cases there is a dose-response relationship for latency, that is, at higher doses latency is reduced.

**Reversibility**

Since most individuals recover from most toxic exposures, it is clear that many toxic effects are reversible. Inhibition of a biochemical pathway may be reversed if a competing agent is introduced to bind up the xenobiotic. If a cell is killed, it does not come back to life, but in almost all organs, regeneration of new cells occurs to take over the role of the damaged cells. In the case of genetic damage to the nucleic acid molecules, sophisticated biochemical reactions called “DNA repair” mechanisms are brought into play and eliminate, in various ways, the damaged DNA. Cells with irreparable DNA damage may be eliminated by apoptosis. Our DNA repair mechanism(s) become less efficient as we age, and this is one of the factors associated with the increased incidence of cancer in older people.

**SUSCEPTIBILITY**

Although it is well known that individual humans vary in their susceptibility to different stressors, and although some of the factors modifying susceptibility are well known, there is a great need for research on susceptibility. In experimental animal species, strain, gender, and age influence susceptibility. Indeed, some rodent strains are bred for enhanced susceptibility to certain diseases. If a population of organisms were exposed to a fixed dose of a chemical, one could graph the responses with a histogram—how many individuals had no, low, medium, or high response. If response is quantitative, a smoothed histogram could be drawn. This might take the form of a normal, log-normal (Fig. 20-3), or some other distribution. If only one gender were susceptible, the curve would be skewed. Or if only very young and very old individuals were susceptible, the curve would be bimodal.

Other sections of this chapter describe the role of genetic polymorphisms which alter metabolism rates for xenobiotics and consequently risk of disease. These polymorphisms can be used as susceptibility biomarkers, for example, particular variants of CYP1A1, CYP1B1, GSTM1, NAT2, and CYP2E1.84

Susceptibility is thus a complex phenomenon. Emphasis on single nucleotide polymorphisms is one of the simpler areas, and epidemiology has been fruitful in identifying subgroups with increased or decreased susceptibility due to abnormalities of phase I or phase II enzymes. Mutation of the gene cyg2D6 alters drug metabolism, and a case-control study showed about a 70% increased risk of acute myelogenous and lymphoblastic leukemias among poor metabolizers at the CYP2C19 and 2D6 loci, the increased risk for the latter occurring only after age 40.85 CYP1A1 abnormalities have been associated with increased lung cancer risk in some studies,86 but not others.87 Studies of phase II enzymes may be more rewarding. Variation in NAT2 activity reveals that slow acetylators have increased bladder cancer rates, while fast acetylators have increased colon cancer. Many enzymes are involved in hormone metabolism and variations in activity may contribute to variation in cancer rates in hormone-sensitive tissues, particularly breast. The importance of epigenetic effects in now becoming evident.

**MECHANISMS OF TOXICITY**

Understanding how a chemical causes its adverse effect is important in directing research or influencing risk assessments. New advances in biology including understanding of gene regulation, transcription factors, polymorphisms, receptors, cytokines, oncogenes, cell cycling, intracellular membranes, vesicles and transport, DNA repair, apoptosis, and epigenetic effects have greatly expanded the horizons of mechanistic toxicology since 2001.

**Metabolic Poisons**

These include substances that disrupt metabolic pathways, for example, cyanide compounds, which inhibit cellular respiration. Binding to an enzyme and altering its tertiary structure and its active site is a common mechanism. Some substances act within cells to alter the structure or function of internal membranes, such as endoplasmic reticulum, or organelles, such as mitochondria. Many chemicals act on mitochondria, interfering with their energetic function and resulting in swelling and loss of detail on electron micrographs and necrosis of cells.

**Macromolecular Binding**

Chemicals may bind to various macromolecules such as proteins, hemoglobin, or nucleic acids. These adducts may interfere with function or may be silent. Some are reversible, being repaired within hours, while others persist and may presage future cancer. The presence of DNA adducts may reflect genotoxic or carcinogenic properties, although their utility as biomarkers of cancer susceptibility has not been determined.

**Cellular Poisons**

Cellular poisons are substances that damage cells or cell membranes, causing necrosis or lysis or apoptosis. Membranes are functional as well as structural entities, and chemicals that interfere with membrane transport systems may have major consequences. Some xenobiotics are transported into cells by transporters that normally transport endogenous compounds. Toxic agents may react with either the cell membrane or lipid component of the membrane, directly by binding to specific receptors. Many naturally occurring toxins cause lysis of cells (necrosis), for example, the hemolysins in certain plants and snake venoms. Some heavy metals act directly on the cell membrane, interfering with the sulfhydryl binding responsible for membrane integrity and altering membrane fluidity.87

**Apoptosis versus Necrosis**

Apoptosis, often called “programmed cell death” is a necessary part of the life history of a cell, but is also a mechanism of toxicity. Gene activation leads to proteins that prepare the cell for apoptosis, which ends with phagocytosis of cell fragments, without concomitant inflammation.88 This is an essential feature during development, allowing the remodeling of tissues. Apoptosis selectively eliminates cells with damaged DNA and also counteracts the clonal expansion of neoplastic cells. Inhibition of apoptosis, for example, by estrogens, allows mutations to accumulate and tumor proliferation to occur. Hormone-dependent tumors expand when the hormone inhibits apoptosis, while an antiestrogenic drug, such as tamoxifen, allows apoptosis to occur. Conversely, the tumor-promoter phenobarbital inhibits apoptosis.89 The inhibition of apoptosis thus enhances the proliferative phase of carcinogenesis.90 New cancer treatments focus on harnessing apoptosis to destroy tumor cells.91

Apoptosis kills cells by disrupting the cytoskeleton, affecting the nucleus and mitochondria. It occurs in all forms of life, and in all types of cells. Caspases, a group of proteases, are activated by an apoptotic signal and begin the process of destroying the cell, in a complex cascade of enzyme-enzyme interactions. Nuclear and cytoplasmic membranes condense and break into membrane-bound bodies, while in necrosis the effect can be on the cell’s energy cycles or on the cell membrane, causing cells to swell and lyse.92

**Enzyme Induction**

Because of the specificity of enzymes, the body cannot at all times maintain a full supply of all the enzymes that may be needed for every
situation. Accordingly only some enzymes are constitutive (present in full supply), while many are inducible (produced in response to the presence of substrate). In normal development and cell cycling, the induction of appropriate enzymes is carefully regulated; whereas induction by xenobiotics is usually disruptive. Many substances induce the expression of the enzymes that will act on them, and within 12 or 24 hours the amount of enzyme protein present within a cell may increase by several orders of magnitude. Some enzyme systems are highly specific and act only on a single substrate, others are non-specific and catalyze classes of reactions on a wide range of substrates. The substrates vary in their potency at inducing enzymes. Enzyme induction plays an important role in metabolizing xenobiotics, either enhancing their toxicity or reducing it. However, sometimes the most important consequence of the enzyme induction is the greatly accelerated metabolism of endogenous bioactive compounds. For example, the pesticide DDT induced enzymes that broke down estrogen, and the resulting hormone deficiency disrupted reproduction of many animal species.

Receptors and Ligands
Advances in biochemistry include identifying the role of receptors and ligands and their regulation as an important part of many toxic interactions. Although some toxic interactions take place in solution, toxicologists have increasingly recognized that toxic effects usually involve binding of the toxicant to some active receptor site on an enzyme or membrane or to some intracellular ligand. The xenobiotic itself becomes the ligand for its receptor. A familiar example is the binding of neuroinhibitory substances to the receptors on the postsynaptic membrane or the myoneural junction. The xenobiotic-receptor interaction involves affinity, efficacy, potency, and reversibility. Receptors are important components of normal cellular function and account for the remarkable specificity of many cell processes. It is now realized that many hormone effects are mediated by hormone-specific receptors in particular target tissues, for example, the estrogen receptor. Some toxic effects occur because a xenobiotic is capable of binding to a hormone receptor or a neuroreceptor and interfering with the normal action of the endogenous chemical. Binding may be activating or inactivating.

The compound 2,3,7,8-TCDD, often known simply as dioxin, has proven a valuable tool for toxicological research. Its effects are in part mediated by binding to the Ah (aryl hydrocarbon) receptor which encodes a transcription factor allowing TCDD and coplanar PCBs and PAHs to affect gene expression. Related substances that bind to the Ah receptor have effects similar to TCDD, but with vastly different dose-response curves related to their binding affinity. By binding to estrogen-like receptors that might normally be activated by estrogens, dioxin may inhibit the proliferation of breast cancers. This is based on animal research. However, a study of the dioxin-exposed communities around the Givaudan chemical plant in Seveso, Italy, which exploded, releasing a cloud of dioxin, showed a deficit of breast cancer, although other cancers were elevated.

A normal feature of receptor models is that they are reversible, allowing the same biological function to be rapidly repeated. Toxic effects involving receptors often are much less reversible (for instance, the binding of carbon monoxide to hemoglobin or the inhibition of cholinesterase by organophosphate pesticides). This leads among other things to competitive inhibition between the xenobiotic and the endogenous compound.

Immunotoxins
Immunotoxins act by suppressing or activating the immune system and through autoimmunity and hypersensitivity. Immunosuppression predisposes to infectious complications and virus-induced cancers. Some alter the formation of immunoglobulins, while others affect the lymphocytes. Some agents interfere with the production or function or lifespan of the B and T lymphocytes. B cells control antibody-mediated or humoral immunity. T cells mature in the thymus and are the main factor in cell-mediated immunity. T cells are classified on the basis of surface antigens, and it is now commonplace to quantify a variety of T-cell subpopulations and determine which functions have been inhibited.

Substances known to interfere with the immune system include polyhalogenated aromatic compounds (e.g., 2,3,7,8-TCDD), metals (e.g., lead and cadmium), pesticides, and even air pollutants (e.g., NOx, SO2, tobacco smoke). Mercury, for example, causes autoimmune changes and glomerulonephritis in the brown Norway rat strain but not in the Lewis strain. This appears related to a depletion of the RTE subpopulation of T lymphocytes in the former but not in the latter. Xenobiotics may cause T cells, NK cells, and particularly macrophages to release cytokines which initiate inflammatory responses. The release of tumor necrosis factor alpha from various cells can stimulate epithelial cells to produce chemotactic signals that recruit leukocytes. Oxidants can activate transcription factors (for example NF-kappaB), which influence inflammatory mediators.

Sensitizers. Sensitizers are substances that act through the immune system to induce an increased immune response. These can be complete allergens or haptenes. The main target organs are the skin itself and the respiratory system. Nickel and poison ivy (Rhus) contact dermatitis are common examples of such skin sensitization. Occupational asthmas reflect sensitization of the lung and airways to aerosols. The tests used to evaluate immunotoxicity include quantification of IgE, IgM, IgG, counts of B cells, T cells and their subsets, T helper and suppressor cells and their activity, natural killer cells and their activity, and cytokine levels, for example, interleukin-2 production.

Genotoxicity
Radiation and various chemicals are capable of damaging DNA, the genetic material, or interfering with the processes involved in chromosomal replication and cell division. Damage occurring in the germ cells may be heritable, while those occurring in somatic cells are not.

Mutagenesis. Some substances interact with genetic material, causing either point mutations, chromosomal damage, or interference with meiosis, mitosis, or cell division. A variety of tests can measure these effects including chromosomal aberrations, aneuploidy, sister chromatid exchange, translocation assays, micronucleus formation, glycocholin A assay, and T-cell receptor genes. New genetic techniques allow sequencing of genes and detection of changes at specific codons.

Mutation Spectrum. Genetic analysis can reveal a pattern of GC or AT base pair substitutions, deletions, or duplications at a single gene locus in individuals with a particular exposure. The relative frequency of the different mutations—the spectrum—may differ depending on the nature of the exposure. For example, somatic mutations at the X-linked hypoxanthine phosphoribosyltransferase (Hprt) gene are mainly deletions (49%) or base pair substitutions (44%). Although GC substitutions are common in nonsmokers, there was a slight increase in AT substitutions in smokers. However, after radiotherapy there was a substantial increase in rearrangements and deletions, which persisted for at least several years.

Ras Oncogenes. Genotoxic chemicals may cause mutation in proteins called proto-oncogenes producing the mutant oncogene that encodes for a modification of the natural protein product. Some changes such as that in the ras proto-oncogene increase cell susceptibility to cancer. The 21-kDa protein (p21) binds with a receptor on the inner cell membrane and mediates responses to growth factors. Mutation at codon 13 "locks" the protein into the active form such that it no longer responds to other cell signals. With signal transduction impaired, this permanent activation is associated with malignant transformation and proliferation.

Tumor Suppressor Genes (p53). Certain proteins inhibit cell division cycles. If the genes that encode these control proteins mutate,
the resulting gene product may lack the inhibitory effect, allowing unbridled cell proliferation. One of these, the p53 gene, encodes a 53-kDa protein, which among other functions inhibits cell growth, slowing the process of neoplastic transformation. Once thought to be a tumor antigen, elucidation of its suppressor role required two decades of study.111 Transgenic mice that lack p53 develop cancer at an early age.112 Humans heterozygous for normal p53 suffer the Li-Fraumeni syndrome with increased risks for cancer at a young age. Contrary to radiation, chemical carcinogens do not attack DNA randomly; rather there are hot spots vulnerable to adduct formation. There is an association between a change in the 249th codon of the p53 product in people exposed to aflatoxin B1 and in people with hepatocellular carcinoma, suggesting that the toxin may cause cancer by this highly specific mutation.113 Similarly benzo[a]pyrene, a lung carcinogen, consistently forms adducts with guanine at the 157th, 248th, and 273rd codon of p53.114

Reproductive Effects

The processes of gametogenesis, fertilization, implantation, embryogenesis, organogenesis, and birth are complex and subject to many errors. Major errors incompatible with life generally result in abortion, which can be viewed as a quality control procedure. Adverse reproductive consequences include failure to form gametes (e.g., azoospernia) and formation of abnormal gametes. Once gametes are formed, several factors may intervene to prevent fertilization, embryogenesis, or implantation. There is concern that many synthetic chemicals, particularly those that bind to hormone receptors, may interfere with one or more of these steps. A notable case is dibromochloropropane (DBCP), a nematocide, which induced oligospermia or azoospermia in the men who manufactured and packaged DBCP. Those with azoospermia never recovered normal spermatogenesis after cessation of exposure. Lead also interferes with spermatogenesis. A long list of chemicals has been implicated in toxicity to the male reproductive system (including interfering with spermatogenesis, semen quality and sperm motility, erection, and libido). The list of chemicals affecting female reproduction includes cancer chemotherapeutic agents, other pharmaceuticals, metals, insecticides, and various industrial chemicals.115 Cord blood is routinely collected in many centers, and can be used to measure levels of toxicants or other biomarkers in the neonate.116

Teratogenesis

From conception through birth and maturarion, the organism undergoes a bewildering series of carefully timed events that require the formation and replacement of tissues. Some substances interfere with the complex processes of morphogenesis. Depending on the stage of embryogenesis and fetogenesis, they may affect different organ systems, leading to embryonic death, major structural birth defects, slowed maturation, or even postnatal effects such as learning difficulties.117 Thus, there is a sequence of critical windows in development, during which a xenobiotic may produce a specific defect. In general, exposure prior to implantation is likely to be lethal. Exposure during organogenesis begets birth defects or embryolethality. Later in fetal life, one sees intrauterine growth retardation or fetal death or functional changes that interfere with birth or postnatal development. Approximately 3% of live births have detectable congenital abnormalities, and additional congenital defects may become apparent later in life. Some of the defects are genetic or chromosomal in origin, but some are due to chemical exposures (including drugs taken by the mother).

The recently recognized field of behavioral teratology involves study of some of these effects, such as the impact of lead exposure on psychomotor development and learning. The fetal alcohol syndrome reflects the specific toxicity of ethanol ingested by the mother on the development and behavior of the newborn.

Endocrine Disruptors

This rubric applies to a wide range of substances and a wide range of effects and is an area of major controversy highlighted by Theo Colburn’s book, Our Stolen Future.118 The ability of DDT to influence estrogen metabolism through enzyme induction has been established since the early 1960s, but recent research has shown a wide range of effects in various animal species from compounds that resemble hormones or that interact with hormone receptors to enhance or inhibit normal endocrinologic function particularly related to development, maturation, and reproduction.119 Many of these compounds occur naturally in vegetables and have been called “phytoestrogens.” These include a group of isoflavonoid and lignin polycyclic compounds. At the same time that concern is voiced regarding interference with reproduction and development, their beneficial features are being exploited. One isoflavonoid, coumestrol, antagonizes estrogen during embryonic development, leading to reproductive abnormalities in behavior and hormone function. Others, such as genistein, protect against certain hormone-dependent breast cancers by competing with estrogens, or against other cancers by inhibiting proliferation, differentiation, or the vascular supply.120 However, public concern has focused more attention on industrial chemicals with endocrine activity, particularly on Bisphenol A and nonylphenol, exposure to which is widespread in developed countries.121 A group of structurally diverse xenobiotics that activate a peroxisome proliferator receptor in the liver, may alter steroid metabolism.122 PAHs with steroid-like structures have weak estrogenic and antiestrogenic action.

Oxidative Stress and Free Radicals

In addition to its critical role in supporting cellular respiration and oxidation-reduction reactions throughout the body, oxygen plays a more sinister role in toxicity. Normally there is a balance between oxidative and antioxidant reactions. However, oxidative reactions have long been known to play important roles in inflammation, aging, carcinogenesis, and toxicity.123 Much of this is mediated by the formation of superoxide radicals.

Toxicologists speak of reactive oxygen species, some of which are free radicals. These are designated in formulas with a star or asterisk. Oxygen can receive an electron and form a superoxide anion radical, which can in turn react with hydrogen to form hydrogen peroxide, which reacts with free electrons and hydrogen ion to form water and a highly reactive hydroxide radical. In the course of these reactions, the highly reactive free radicals, particularly the hydroxy radical, are available to attack macromolecules, initiating a variety of toxic effects. The superoxide anion radical is formed in many oxidation reactions, where oxygen acts as an electron receptor. Thus chromium increases the formation of superoxide anion and nitric oxide in cells and enhances DNA single-strand breaks.126 Glucose-6-phosphate dehydrogenase (G6PDH) is essential in cells facing oxidative stress, which in turn increases the amount of G6PD in exposed cells. The fungicide maneb damages dopaminergic neurons through oxidative stress, an effect enhanced by GSH depletion.127 Transgenic mice that overexpressed superoxide dismutase or GSH peroxidase were relatively resistant to the antioxidant effect of maneb combined with paraquat.128 In response to the potential harm that these reactive oxygen species may cause, the body has evolved antioxidant defenses, including water-soluble vitamin C and lipid-soluble vitamins E and A. Superoxide dismutase, a metalloprotein, and GSH-dependent peroxidases, in association with GSH reductase, serve to scavenge free radicals. One of the consequences of free radical formation is reaction with lipids, including those in cell and organelle membranes, to form lipid peroxides, which in turn lead to cell damage and dysfunction.
Lipid Peroxidation
Some cytotoxicity of chlorinated hydrocarbons such as carbon tetrachloride are mediated by peroxidation of membrane lipids, which can be caused by a variety of reactive oxygen species. An active area of research involves identifying naturally occurring and synthetic compounds that interfere with lipid peroxidation. For example, peroxide radicals can attack fatty acids in the cell membrane producing a lipid peroxyl radical, which self-converts through a series of reactions into lipid aldehydes, which result in both membrane disruption and the generation of new free radicals.

Nitric Oxide
A major recent development has been recognition of the complex roles that nitric oxide (NO) plays in the cell as an intracellular messenger. This occurs in the nervous system, lung, and liver, where synthesis is altered by xenobiotics. NO also has anti-thrombotic properties and is a potent vasodilator. L-Arginine is converted to nitric oxide by a calcium-dependent, NADPH-dependent cytosolic enzyme, nitric oxide synthase (NOS). This formation is coupled to activation of glutamate receptors. Excess NO production increases intracellular free radicals enhancing neuronal degradation. A common polymorphism (Glu to Asp at the 298th codon) impairs these activities.

► CARCINOGENESIS: INITIATION AND PROMOTION
Cancer is not a single disease, but includes a great many diseases that share a common property of uncontrolled cell proliferation. Normally cell proliferation proceeds in controlled fashion ensuring an adequate number of new cells for any given physiological task. Carcinogens dysregulate this process. It is customary to divide carcinogenesis into stages: initiation, promotion, proliferation, and clinically apparent disease. Initiation is the process by which the genetic material of the cell is altered, predisposing it to cancer. Such genetic abnormalities are often repaired, or initiated cells may be destroyed as part of the body’s defense against cancer. However, we are exposed to initiating events throughout our lives. Initiated cells may survive but remain dormant, perhaps controlled by the immune system. In the presence of promoters, initiated or mutated cells have a selective growth and division advantage over normal cells. Promotion is the process by which initiated cells are stimulated or allowed to become cancerous, and proliferation is the stage of clonal expansion. At each of these stages, defenses may reverse or retard the process of carcinogenesis and tumor growth.

Effects on Signal Transduction
Cell cycles are regulated by molecules that serve as signals to activate certain receptors that transduce signal (change the form of the signal) to influence genes. Signal transduction pathways typically alter gene expression or modify gene products, either enhancing or inhibiting their function. Many endogenous signal chemicals (such as hormones) as well as xenobiotics can alter gene expression by activating transcription factors, which in turn promote the transcription of certain genes.

► MIXTURES AND INTERACTIONS
Even today most toxicological study and virtually all toxicological regulation is based on a single compound tested and regulated one at a time. However, for several decades it has been appreciated that chemical exposure is rarely to a single compound, and that exposures occur either as mixtures of chemicals or against a backdrop of health status, lifestyle, pharmaceuticals which influence susceptibility. Many studies of two chemicals at a time are performed, but few triadic studies have been attempted. Mixture research can either be synthetic, testing two or more chemicals together, or analytic, testing a mixture and then trying to determine which components cause an effect. Because of the need to test multiple doses, mixtures research could employ Latin square design common in other disciplines.

Interactions
When two chemicals are administered together or when an individual is exposed to a mixture of chemicals, there may be various interactions identified as follows: (a) independence or additivity: each substance produces its own effect appropriate for its dose; (b) synergy: the combined effect is greater than either substance would produce alone or additively, that is, it is supra-additive but rarely actually multiplicative; and (c) antagonism: the combined effect is less than one would have expected from one or both chemicals administered alone. A classic example of a truly multiplicative interaction is the case of asbestos and smoking. Asbestos exposure increases the risk of lung cancer fivefold, while smoking increases the risk of lung cancer about tenfold over the nonsmoker’s risk. The asbestos worker who smokes has a risk about 50 times greater than the person with neither exposure. Synergism may occur when substance A enhances the effect of B, promotes its activation, or interferes with its degradation and excretion. Antagonism occurs when A interferes with the uptake of B, competes with it for metabolic enzymes or substrates, or enhances its degradation or excretion.

Although truly synergistic interactions are rare, supra-additive interactions are probably common. In combination, the fungicide maneb and the herbicide paraquat, two chemicals likely to be used in farming, cause altered motor activity and coordination, a “Parkinsonian disease phenotype” in mice at doses below which either could cause such damage alone, and this effect as well as reduction of dopaminergic neurons on the nigrostriatal pathway, is enhanced in elderly (18-month old) mice.

There is a synergistic interaction between aflatoxin B1 (itself a potent hepatocarcinogen) and hepatitis B. Hepatitis patients exposed to aflatoxin are at greatly increased risk compared with normal subjects. Many xenobiotics, such as the PCBs and dioxins, induce enzymes (for example the P450s), which in turn alters the metabolism of endogenous chemicals and drugs. The oxidation of toluene, for example, is greatly increased by prior exposure to PCBs. Co-contamination with mercury and PCBs occurs in various species of wildlife, and synergism between them has been proposed as a cause of developmental defects.

Likewise, phthalates and PCBs cause a supra-additive reduction of human sperm motility. Expanded toxicological investigation of mixtures is essential to advance our understanding of hazards, exposures, and risk. In addition to chemical mixtures, other modifying factors such as stress, can influence how an organism responds to a xenobiotic. In a classic and rare triadic (three-chemical study), White and Carlson showed that caffeine potentiated combined effect of trichlorethylene and epinephrine in causing cardiac arrhythmias in rabbits. The combination of lead and restraint (stress) on pregnant rats, who smoke has a risk about 50 times greater than the person with neither exposure. Synergism may occur when substance A enhances the effect of B, promotes its activation, or interferes with its degradation and excretion. Antagonism occurs when A interferes with the uptake of B, competes with it for metabolic enzymes or substrates, or enhances its degradation or excretion.

Age Interactions
Not surprisingly, chemicals can have different effects at different stages of the life cycle, from critical windows in prenatal development to enhanced vulnerability during reproductive life or old age. Genotoxic compounds affect older individuals preferentially because the DNA-repair function involving base-excision and adduct removal gradually declines with age. In rodents (Peromyscus) many enzymes involved in metabolism undergo systematic life-cycle changes. Parkinsonism is a disease of the elderly, and traditionally age is considered the only definite risk factor. Evidence for a chemical-age interaction has been shown in mice where the fungicide maneb has a greater effect in 18 month old animals than in young adults. Older animals did not experience an increase in tyrosine hydroxylase activity to compensate for the absolute depletion in amount of the enzyme.
Interactions in the Environment

Interactions among chemicals in the environment are also prominent, but are beyond the scope of this chapter. For example, in air sunlight causes the photochemical oxidation of sulfur and nitrogen oxides (SOx and NOx) to produce ozone. Ozone itself interacts with volatile organics to produce acids and aldehydes.150

Clinical Evaluation of Toxicity

Clinical toxicology usually refers to the emergency diagnosis and treatment of episodes of acute poisoning. Yet clinicians play an important role in the understanding of chronic poisonings as well. This requires an appropriate “index of suspicion,” accurate identification of possible hazards, and an estimation of the magnitude and circumstances of exposure, as well as delineation of toxic effects. The clinician obtains a detailed medical, social, environmental, and occupational history (see Chap. 19), performs a physical examination, and uses a variety of clinical and laboratory tests, including the assessment of biomarkers of exposure and effect. When a patient presents with a symptom complex or disease and a history of exposure to one or more substances, there is a twofold challenge. The first is to determine whether the chemical(s) can or do cause the disease. This is termed general causation, and often employs the Bradford-Hill postulates.151 The second, specific causation is whether exposure was sufficient to cause a particular person’s disease.

Evaluation of pulmonary damage may be apparent on chest x-rays, pulmonary function tests, or by alterations in the cells obtained by bronchoalveolar lavage. Or pulmonary cells obtained by bronchoalveolar lavage (or possibly by spumum induction) may be used in a lymphocyte proliferation test to identify specific sensitivities, for example, to beryllium.152 Damage to liver can often be detected by disturbances in choalveolar lavage. Or pulmonary cells obtained by bronchoalveolar function tests, or by alterations in the cells obtained by bronchoalveolar lavage. Similarly, severe kidney damage may be reflected in the excretion of large proteins such as albumin, while low molecular weight proteins may be biomarkers of earlier damage.153 The emerging discipline of proteomics seeks patterns of biomarkers sensitive enough to detect early damage, and specific enough to identify the cause.154

Biomarkers

The past decade has seen a tremendous emphasis on biomarkers in understanding toxic effects on humans155,156 and other organisms.157 In the broadest sense, anything that can be measured (for example, blood pressure and historical information) could be included under the rubric of “biomarker,” for there is no clear distinction between these clinical measures and those identified through molecular biology, biochemistry, or analytic chemistry. The highest level of biomarker is direct measure of the chemical or a specific metabolite in human tissues.158 However, for many chemicals, particularly low-molecular-weight organics, rapid metabolism or excretion renders this not feasible. Table 20-3 provides examples of biomarkers.

It has been convenient to divide biomarkers into three categories: markers of susceptibility, markers of exposure, and markers of effect. However, the distinction is blurred in practice, for example, when a xenobiotic (such as benzo[a]pyrene) forms an adduct with DNA that can be considered an effect, a marker for exposure, or (if it increases the risk of cancer), a marker of susceptibility (future likelihood of developing cancer). Biomarkers of exposure indicate how much of a substance has contacted or been absorbed into the body. Biomarkers of susceptibility are used to identify individuals with unusually high (or low) susceptibility to a particular stressor or xenobiotic. Biomarkers of effect are directly related to the toxic endpoint of interest. For example, cholineresterase depression by organophosphate pesticides is an effect biomarker, the means by which OPs cause disease, but are poor exposure markers since the levels among people do not correlate closely with exposure. Familiar biomarkers include blood lead (a biomarker of exposure) and zinc protoporphyrin (a biomarker of effect from lead exposure). The study of biomarkers in various human populations has been labeled molecular epidemiology.159 Single nucleotide polymorphisms (SNPs) in CYP2D6, for example, result in fast or slow metabolism of certain substrates, rendering individuals more or less susceptible to toxicity, depending upon whether the xenobiotic metabolized by CYP2D6 is active in its native or metabolized form. The metabolism of PAHs by CYP1A1 is also subject to genetic variation, enhancing the susceptibility to lung cancer from the benzo[a]pyrene in tobacco smoke. Similarly, SNPs in phase II enzymes such as N-acetyltransferase may enhance susceptibility to bladder cancer in those exposed to aromatic amines, while reducing susceptibility to certain lung carcinogens.

Clara cells are nonciliated cells of the bronchi which secrete a 16-kD anti-inflammatory protein (CC16), which has been proposed as a marker of increased epithelial permeability. CC16 levels in blood were increased in healthy volunteers exposed to ozone,160 but were decreased in workers exposed to NOx.161 There is a great variety of potential biomarkers, and new analytic methods continually enhance the ability to measure lower and lower levels of a marker, while advances in molecular biology add to the variety of potential markers.162 Biomarkers of exposure are usually the

<table>
<thead>
<tr>
<th>TABLE 20-3. EXAMPLES OF BIOMARKERS</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Biomarkers of Exposure</strong></td>
</tr>
<tr>
<td>Specific chemical agent in blood, urine, hair, nails, exhaled air, feces</td>
</tr>
<tr>
<td>Specific metabolite in blood, urine, exhaled air</td>
</tr>
<tr>
<td>Specific effect marker can be exposure biomarker</td>
</tr>
<tr>
<td><strong>Biomarkers of Effect</strong></td>
</tr>
<tr>
<td>Male reproduction</td>
</tr>
<tr>
<td>Semen quality and sperm count and motility</td>
</tr>
<tr>
<td>Mullerian-inhibiting factor</td>
</tr>
<tr>
<td>Chromosomal aberrations</td>
</tr>
<tr>
<td>DNA adducts in sperm</td>
</tr>
<tr>
<td>Female reproduction</td>
</tr>
<tr>
<td>Chorionic gonadotropin assay</td>
</tr>
<tr>
<td>Urinary hormone assays</td>
</tr>
<tr>
<td><strong>Pulmonary</strong></td>
</tr>
<tr>
<td>Pulmonary function testing</td>
</tr>
<tr>
<td>Airway reactivity (challenge tests)</td>
</tr>
<tr>
<td>Pulmonary cytology</td>
</tr>
<tr>
<td>Clara cell protein 16</td>
</tr>
<tr>
<td><strong>Immunology</strong></td>
</tr>
<tr>
<td>Immunoglobulin levels</td>
</tr>
<tr>
<td>Lymphocyte counts (types, subtypes)</td>
</tr>
<tr>
<td>Lymphocyte function assays</td>
</tr>
<tr>
<td>T-cell-dependent antibody assays</td>
</tr>
<tr>
<td>Lymphocyte proliferation tests</td>
</tr>
<tr>
<td>Cytokine/chemokine activity</td>
</tr>
<tr>
<td>Receptor expression assays</td>
</tr>
<tr>
<td>Macrophage/leukocyte respiratory burst response</td>
</tr>
<tr>
<td><strong>Lead poisoning</strong></td>
</tr>
<tr>
<td>Blood lead</td>
</tr>
<tr>
<td>Zinc or erythrocyte protoporphyrin</td>
</tr>
<tr>
<td>Delta-amino levulinic acid in urine</td>
</tr>
<tr>
<td>Delta-amino levulinic acid dehydratase activity</td>
</tr>
<tr>
<td>Bone lead by X-ray fluorescence</td>
</tr>
<tr>
<td><strong>Biomarkers of Susceptibility</strong></td>
</tr>
<tr>
<td>Age, sex</td>
</tr>
<tr>
<td>Single nucleotide polymorphisms in proteins</td>
</tr>
<tr>
<td>Phase I metabolic enzymes</td>
</tr>
<tr>
<td>Phase II transferases</td>
</tr>
<tr>
<td>p53 tumor suppressor gene sequence</td>
</tr>
<tr>
<td>Metabolic enzyme activity</td>
</tr>
<tr>
<td>DNA repair assays</td>
</tr>
</tbody>
</table>
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Biomarkers for Lead

Using lead as an example, the commonest approach to assessing exposure is simply to measure the lead content of a sample of whole blood. In the United States this is expressed as µg/dL, while in other countries it is reported as mmol/L. The amount of lead circulating in the blood at any time represents the recent intake as well as any mobilization from the storage organs, particularly bone. One target for lead is hemoglobin. Smokers, for example, have higher levels of hemoglobin. Adducts are formed when a chemical or its metabolite binds with macromolecules, particularly nucleic acids, but also proteins such as hemoglobin. Smokers, for example, have higher levels of benzo[a]pyrene adducts to DNA than do nonsmokers. Some adducts are repaired within hours, while others persist. A variety of techniques have been used to assess adduct formation, including the 32P postlabeling (Randerath) technique based on differential mobility of DNA bases involved in adduct formation. This method has yet to prove useful in screening other populations. DNA-protein cross-linking is promoted by a variety of genotoxic chemicals including hexavalent chromium. Two benzene metabolites, hydroxyquinone and mconaldehyde, induce DNA-protein cross links supra-additively.

Radiation Damage and Chromosomes

The main body of information on the genetic effects of ionizing radiation derives from the 60-year follow-up of atom bomb victims of Hiroshima and Nagasaki conducted cooperatively by the United States and Japan through the Radiation Effects Research Foundation. The chromosomal damage in 2300 survivors shows a clear dose-response relationship that parallels the incidence of leukemia in the same population. Radiation toxicity is summarized by Harley.

Causality: Environmental Chemical Exposure and Health Effects

In the laboratory, establishing causality between a chemical exposure and a health effect depends upon sound experimental design with careful attention to alternative hypotheses. It may or may not involve careful definition of the mechanism by which the effect is achieved. In the community, determination of cause and effect is much more difficult. Under these “natural” conditions, the hazardous substance is not always identified or may be present in mixtures, and the dose and the conditions and time frame of exposure are seldom known. It may be difficult to ascertain who is exposed as well as to what. Often there is a bewildering array of symptoms and signs suspected or attributed to the putative cause. Simply defining relevant health effects may be a costly and frustrating venture, while linking them to specific exposures may be impossible.

Scientists and clinicians may not appreciate that the courts impose entirely different standards for establishing causation. Moreover, standards of causation differ under different bodies of law. Thus, in some jurisdictions one may have to establish a “reasonable probability,” in other cases it must be “more likely than not,” or “without this event the outcome probably would not have occurred.” In some circumstances one must establish an attributable risk, how much of the outcome can be related to the particular exposure. In other cases, the causation is “presumptive” unless proven otherwise.

A case study: Vietnam Veterans Exposed to Herbicides

Among the herbicides used in Vietnam to deny cover and destroy crops, Agent Orange (a 1:1 mixture of two common herbicides) became a great concern. Synthesis of one component, 2,4,5-trichlorophenoxyacetic acid, resulted in a small amount of an unwanted condensation product, 2,3,7,8-tetrachlorodibenzodioxin (TCDD), generally considered the most toxic synthetic compound. Extensive studies of veterans and other populations exposed to herbicides have resulted in different levels of confidence regarding causation. Table 20-4 gives an example of causal associations for various medical conditions and herbicide exposure in Vietnam from the Institute of Medicine.

Establishing causation is one of the most challenging tasks in environmental toxicology. The Hill postulates mentioned above provide guidance. When toxicological studies give conflicting results, the weight of evidence approach is used. Careful review of the body of epidemiologic and toxicological evidence cannot always provide definitive answers, even for commonly studied chemicals to which many people are exposed. And only a small percentage of chemicals have been adequately studied. Elucidation of the causes of Gulf War Syndrome and World Trade Center cough, provide additional examples.

Adducts

Adducts are formed when a chemical or its metabolite binds with macromolecules, particularly nucleic acids, but also proteins such as hemoglobin. Smokers, for example, have higher levels of benzo[a]pyrene adducts to DNA than do nonsmokers. Some adducts are repaired within hours, while others persist. A variety of techniques have been used to assess adduct formation, including the 32P postlabeling (Randerath) technique based on differential mobility of DNA bases involved in adduct formation. This method has yet to prove useful in screening other populations. DNA-protein cross-linking is promoted by a variety of genotoxic chemicals including hexavalent chromium. Two benzene metabolites, hydroxyquinone and mconaldehyde, induce DNA-protein cross links supra-additively.

Radiation Damage and Chromosomes

The main body of information on the genetic effects of ionizing radiation derives from the 60-year follow-up of atom bomb victims of Hiroshima and Nagasaki conducted cooperatively by the United States and Japan through the Radiation Effects Research Foundation. The chromosomal damage in 2300 survivors shows a clear dose-response relationship that parallels the incidence of leukemia in the same population. Radiation toxicity is summarized by Harley.
TABLE 20-4. FOUR LEVELS OF ATTRIBUTABILITY FOR DISEASES IN VIETNAM VETERANS

- **Sufficient Evidence of Causation**
  - Chronic lymphocytic leukemia
  - Soft-tissue sarcoma
  - Non-Hodgkin’s lymphoma
  - Hodgkin’s disease
  - Chloracne
- **Limited or Suggestive Evidence of an Association**
  - Respiratory cancer
  - Prostate cancer
  - Multiple myeloma
  - Early-onset peripheral neuropathy
  - Porphyria cutanea tarda
  - Type II diabetes mellitus
  - Spina bifida in offspring
- **Inadequate or Insufficient Evidence**
  - Hepatobiliary cancer
  - Oral, nasal, pharyngeal cancer
  - Many other cancers
  - Reproductive effects and birth defects
  - Many other conditions
- **Limited or Suggestive Evidence of no Association**
  - Gastrointestinal tumors
  - Brain tumors

### TOXICITY TESTING

Toxicologists employ a wide variety of systems and paradigms to test chemicals in order to predict their effects on human health or the environment. Studies range from modeling, in vitro studies in cell components and cell cultures, animal experiments, and human epidemiology. The factors that affect toxicity in humans (Table 20-1) must be considered in designing the experiments. One must choose the appropriate animal model or in vitro test system. If using animals, the genetic strain, gender, and age of the animal must be selected. The dosage schedule, single or multiple, and acute, subchronic, chronic, as well as appropriate dose levels must be chosen. The route of administration should be relevant to natural conditions of exposure. The experiment should last long enough to fully encompass any effects that have a long latency. And appropriate controls must be selected. In addition to these design features, there are standards for good laboratory practices which indicate how animals must be cared for and how data must be recorded. This provides for appropriate quality assurance methodology. Increasingly, a variety of in vitro test systems are replacing many studies traditionally done in animals.

### Bioassays of the National Toxicology Program

The National Toxicology Program (NTP), operated by the National Institute for Environmental Health Sciences, sponsors long-term rodent studies to detect the carcinogenic or other toxic properties of chemicals. Chemicals are selected depending on the data needs of governmental agencies and in response to public concerns. The standard protocol is two species (rat, mouse), both sexes, and a minimum of 50 individuals for each category, with oral dosing over a 2-year “life span.” These 2-year bioassays can provide information on metabolism and genetic, reproductive, and developmental toxicity as well as on toxic effects on various organ systems. The NTP bioassays serve an important role in screening new chemicals for carcinogenic activity and classifying them with respect to human carcinogenicity. However, the main application has been the use of the tumor incidence data in risk assessment. Only a small fraction of chemicals in commerce have been tested in these assays which are expensive and time consuming, and alternative techniques are sought to provide reliable answers more economically.

### Transgenic and Knockout Mice

For decades, toxicologists have taken advantage of rodent strains inbred for specific metabolic or susceptibility characteristics that rendered a particular strain suitable for a particular test. Genetic engineering has produced mice with highly specific defects that might not have arisen by chance, thereby offering a new array of “tools” for toxicological research. Thus, a mouse can be designed to be deficient in a particular protein or overexpress it, and traits can be combined in the same animal such as the severe combined immunodeficiency (SCID) mouse.

### Human Exposure Studies

Human experimentation always presents ethical challenges and must be balanced against the value of the information gained. It should be confined to questions that cannot be answered by other methods, and must be designed to avoid serious harm to subjects. It is conducted under rigorous scrutiny by institutional review boards and must contain safeguards to avoid harm to patients. Many studies have been done using ingested or injected routes. Improved technology controlling air flow, particle generation, and vapor delivery has allowed the use of carefully controlled inhalation studies as well. Unfortunately, one alternative to carefully controlled chamber studies are the inadvertent, uncontrolled, industrial exposures that have taken place in many settings without benefit of IRB review.

### ANIMAL WELFARE AND ANIMAL RIGHTS

Toxicologists have become increasingly attentive to the animal welfare/animal rights movements. Proponents of animal rights argue that animals have intrinsic rights that, in the extreme, should protect them from any and all use in experimental research. Whether “animal rights” are guaranteed by either human or divine “law,” is beyond the scope of this chapter. However, animal welfare is clearly an important issue for toxicologists. The Animal Welfare Act (AWA) is administered by the Animal and Plant Health Inspection Service of the U.S. Department of Agriculture. Currently it applies only to mammals, exclusive of mice and rats. The discovery and standardization of alternatives to animals in research and testing systems is an active research area, and several journals are devoted to this topic. The challenge is to develop test systems, for example, cell cultures, that mimic the whole animal, but a major limitation is the rapid dedifferentiation of cultured cells with loss of the critical phenotype, that limits extrapolation.

Experimental animals should be spared unnecessary stress, discomfort, or pain. The AWA requires that alternatives to painful procedures be considered. Increasingly, researchers have sought alternative models that do not require whole animals. At the same time, animal research has been redesigned to use fewer animals and to minimize pain and discomfort. The National Science Foundation and National Institutes of Health have recognized the importance of animal welfare not only from a humane perspective but because stressed animals cannot provide an unbiased response in experimental situations. Accordingly, researchers using animals must take into account animal care guidelines, which stipulate the conditions under which animals must be kept and the availability of veterinary care. Research protocols must be reviewed by institutional animal care committees as well as by human subjects review boards. Animal facilities must be inspected and accredited, usually by the Association for Assessment and Accreditation of Laboratory Animal Care (AAALAC).

With the recognition that stress is an important modifying factor in toxicology, toxicologists must be more attentive to the stresses imposed on animals (even mice and rats) by handling and procedures, but also animal care and crowding.

The concern over animal welfare reaches its peak when primates are used. Primates are expensive to acquire and maintain, and most studies of primates can afford only a few animals who often live under unnatural and extremely stressful conditions. In addition, since
extrapolation from primates to humans is not always more appropriate than extrapolation from other animal models, most toxicology research does not involve primates, and the trend has been to close rather than expand primate research facilities.

► REGULATING TOXIC EXPOSURES

Protecting people and ecosystems from hazardous chemicals requires the interplay of governmental and nongovernmental bodies. There is a complex governmental regulatory framework for toxic chemicals in the environment. Each agency has distinct jurisdiction, and unfortunately there is not always consistency among agencies. Among these agencies and programs are the following:

Food and Drug Administration
This agency is responsible for protecting the integrity of food, drugs, and cosmetics (see Chap. 47) and ensuring that harmful levels of xenobiotics, additives, and adulterants are not present. It sets allowable daily intakes (ADIs) for various chemicals. A major change in the Food Quality Protection Act of 1996 was to increase its coverage of chemicals while setting aside the Delaney Amendment, which forbid any animal carcinogen as an additive or pesticide which left a measurable residue in food.

Occupational Safety and Health Administration
Established in 1970 by the Occupational Safety and Health Act, this branch of the U.S. Department of Labor is required to set standards that will protect workers from adverse health consequences (see Chap. 46). The Occupational Safety and Health Administration (OSHA) establishes permissible exposure limits (PELs), to which a worker could be exposed 40 hours a week for a 40-year working lifetime, and short-term exposure limits (STELs), the latter being ceiling values that cannot be exceeded for more than 15 minutes. Unfortunately most of its PELs are seriously outdated, based on 1968 data.

Environmental Protection Agency
The Environmental Protection Agency (EPA) has far-flung responsibility for protecting the environment. EPA sets and enforces regulations regarding amount of tolerable pollution and levels of contamination in soil, air, and water. It implements the Federal Insecticide, Fungicide and Rodenticide Act (FIFRA), originally passed in 1947, and the Toxic Substances Control Act (TSCA), originally passed in 1976, as well as Clean Air and Clean Water Acts, and many others. One of the latter acts established the National Toxicology Program and requires EPA to evaluate data on any new chemicals proposed for manufacture and importation.

Department of Transportation
The Transportation Act governs the labeling and handling of hazardous chemicals shipped in interstate commerce. It requires classification and testing of chemicals to determine the type and extent of hazard they might pose in the event of a spill.

► PRODUCT SUBSTITUTION

Both environmental and industrial toxicology have focused on the development of substitutes for widely used, but unacceptably toxic, chemicals that for various reasons are no longer acceptable. The chlorofluorocarbons (CFCs), used as refrigerants and propellants, have global atmospheric effects catalyzing the destruction of atmospheric ozone, which resulted in an international agreement to phase out their use. The development of compounds that share CFCs desirable properties and are also nontoxic and environmentally friendly is a major area of research. Likewise, the widely used dry-cleaning fluid tetrachloroethylene is a possible human carcinogen. This has prompted a quest for alternative dry-cleaning substances, including the use of liquid carbon dioxide.

Chlorine. Another controversy concerns the movement to ban all chlorine-containing products. Many of the chlorinated solvents are classified as known or probable human carcinogens. Exposure to chlorination products in drinking water has been linked to low birth weight and small head circumference, and to intestinal cancer, although the potency is low and causality is in question.

Organomanganese in Gasoline. The removal of organic lead from gasoline was a major success in applied toxicology. However, its proposed replacement, methylcyclopentadienyl manganese tricarbonyl (MMT) may greatly increase exposure to manganese, itself a potent neurotoxin that causes a parkinsonian-like syndrome. MMT has been used in Canada since 1977, and urban pigeons have higher levels of manganese than do rural ones, consistent with traffic-related contamination. Widespread use of this compound in gasoline seems bound to repeat the lead-in-gasoline tragedy of the mid-twentieth century. In 1997, Canada terminated the use of MMT. EPA’s attempt to prevent incorporation of MMT in gasoline was overthrown by Ethyl Corporation’s court challenge. To date, however, MMT has not found its way into U.S. automotive fuel.

► PRECAUTIONARY APPROACH

Although society has always recognized the importance of precaution, it is not always embodied in regulatory practice. The Toxic Substances Control Act uses a precautionary approach, requiring premarket testing of new chemicals. The precautionary approach developed extensively in the 1990s with regard to new technologies, and its generalization is that the existence of uncertainties, or the lack of definitive information, should not delay the regulatory or other control of new technologies or substances, where there is a reasonable presumption of serious or irreparable harm. Those who introduce new substances or processes bear the obligation of demonstrating their safety. This view competes with the alternative that a substance or technology is innocent until proven guilty, which at its most conservative requires demonstrating effects in humans. Advocates of precaution argue that human epidemiologic studies require large amounts of funding and that the most definitive prospective studies take long time periods, and that certainty requires multiple studies. Since epidemiologic methods are inherently conservative (low alpha and high beta, favoring type II errors over type I errors), a precautionary approach should always be considered.

► FUTURE DIRECTIONS

Imaging
New imaging techniques such as Positron Emission Tomography (PET), functional magnetic resonance imaging (fMRI), and MRI microscopy, offer great promise in toxicological research in vivo. These techniques have rapidly assumed prominence in clinical medicine, toxicology is beginning to exploit them.

Toxicogenomics
The promise of these new technologies is just being realized. The ability to produce gene-chips has opened new horizons for research. Gene expression arrays provide semiquantitative responses to xenobiotics, and data clustering techniques allow identification of which genes are up-regulated and down-regulated in response to a particular challenge. Due to the large number of responses (thousands of dependent variables read simultaneously), informatics is developing in tandem, building on principles of numerical taxonomy and multivariate clustering techniques established a generation ago by Sokal and Sneath.
The rapidly growing genomics literature illustrates two major trends in research: a descriptive pattern approach and a mechanistic approach. The former relies heavily on cluster analysis to elucidate patterns of gene response or protein increase or decrease in response to treatment. The latter tests hypotheses regarding particular gene–gene and gene–protein responses. In view of the rapid developments in chip technology, identification and annotation of gene sequences on chips, it has become challenging to relate current findings to those published only a few years ago.

**Nanotechnology**

New technologies introduce new materials. While the future of nanotechnology is bright and imaginative, the hazards posed by solid phase structures small enough to be absorbed through membranes require study. Nanoparticles in the 1 to 100 nanometers (0.1 µm) size range occur naturally, and some have been in production for a long time (e.g., carbon black). Combustion, such as diesel exhaust produces a range of particle sizes, some in the ultrafine range (less than 100 nm aerodynamic diameter, and these have disproportionately higher inflammatory effects than an equal mass of fine particles. Small nanoparticles can enter cells and be transported along axons. The smaller the particle, the greater its surface to volume or mass ratio, and the greater potential for bioactivity. Extensive planning is required for meaningful nanotoxicology research.

**Toxic Environments**

Environmental health has traditionally examined environmental media in terms of pollutant concentrations in air, water, soil, and food. Research has shown the importance of interactions among chemicals and between chemicals and other factors such as stress. The social and home environment can be toxic as well influencing both exposure and response to contaminants such as lead and cocaine. Moreover, urban and suburban environments impose their own stresses, which are attracting attention to the “built environment” and the issue of environmental justice, an important part of environmental toxicology should be a major part of the national exploration of health disparities.

**OLD DIRECTIONS**

Among the many traditional areas of toxicology that require increased attention, two stand out in my mind: (1) mixtures and interactions and (2) time-dose interactions. As the new frontiers with dazzling technologies attract attention and funding, these traditional areas may have trouble competing for decreasing scientific grant funds.
approaches for detecting behavioral manifestations of neurotoxicity.17,18 There have been extensive reviews of experimental and clinical findings (see General References).

In this chapter, we review the target components of the nervous system, examples of neurotoxicants, the kinds of behavioral abnormalities seen, and some of the neurobehavioral tests currently used for evaluating such abnormalities.

► TARGET COMPONENTS OF THE NERVOUS SYSTEM

Hypothalamic-Pituitary-Adrenal Axis (HPA)
The hypothalamus is a major physiological control area of the brain and hypothalamic signals to the pituitary cause the release of various hormones which control other endocrine organs including the adrenal. Maternal exposure to lead, for example, permanently alters the HPA responsiveness in offspring.20 Prenatal exposure to morphine inhibits the HPA and alters the hypothalamic metabolism of serotonin, inducing chronic sympathoadrenal hyperactivity; when exposed to ether by inhalation, morphine-treated rats failed to increase tyrosine hydroxylase or epinephrine.21

Autonomic Nervous System
Toxins structurally similar to neurotransmitters may enhance (agonist) or inhibit (antagonist) the normal function of either the parasympathetic or sympathetic systems. Many widely used drugs have primary or side effects on the autonomic system, and organophosphates interfere with parasympathetic function. Recent findings suggest that exposure to lead may permanently increase corticosterone levels in rats and alter responsiveness to stressors among the adult offspring of animals exposed during gestation and through lactation.19 Thus, lead and perhaps other neurotoxicants may exert their effects directly on the autonomic nervous system but may also exacerbate the effects of other external stressors.

Peripheral Nervous System
Peripheral neuropathies may occur when a xenobiotic kills nerve cells, destroys the axon, or causes myelinopathies. Even subtle damage to the myelin can be detected by nerve conduction velocity studies. Axonopathies involve a dying back of the axon itself (for example, that caused by n-hexane).20 These defects can be detected by electrophysiologists or neuropathologists. Peripheral neuropathies may affect either sensory nerves, motor nerves, or both; usually sensory nerve fibers are most susceptible.21 The n-hexane axonopathy is a classical case of a specific metabolite (the 2,5-hexanedione), which causes cross-linking of neurofilaments, manifested by axonal swelling and dissolution.22 Carbon disulfide causes a similar cross-linking axonopathy, while the acrylamide neuropathy involves adducts of microtubule-associated proteins, impairing synaptic vesicle transport.23 The hexane axonopathy is a sensitive finding, occurring at relatively low doses; however, at high dose in acute CNS degeneration of the vestibular and cerebellar regions, it becomes the dominant lesion.21 Arsenic causes subclinical sensory neuropathy detectable by the vibration threshold measurement (see below).24

Central Nervous System
The central nervous system (CNS) is the primary domain of neurobehavioral toxicology. Neurotoxic effects in the brain are often complex, with elusive pathologic changes that affect associations among neuronal pathways. Improved histochemical approaches allow pathologists to detect changes in dendritic patterns and interconnections, for example, between two nuclei in the brain as well as the localized destruction of specific types of nerve cells. Many neurobehavioral effects are due to agonistic or antagonistic actions on neurotransmission in the CNS.

BRAIN DEVELOPMENT
Migrating neurons to stop at the appropriate position.25 Ethanol interfered with reeling action, resulting in the failure of granule cell positioning and the ultimate layering of the neocortex. Mice that are heterozygote deficient develop with an ataxic, “reeling,” gait. Ethanol interfered with reeling action, resulting in the failure of migrating neurons to stop at the appropriate position.26

Research on how the brain achieves the so-called higher functions (learning, memory, creativity, cognition, etc.) gradually expands our understanding. Ablation studies (opportunistic or deliberate) and computer analogy are examples of approaches to understanding brain function. In addition, with the advent of single-photon emission computed tomography (SPECT), functional MRI, and positron emission tomography (PET), functional imaging has revealed the brain structures involved in the performance of various cognitive functions.27 Some preliminary studies suggest that PET scanning could begin to clarify how brain function may be affected by solvent encephalopathy even when static CT and MR images have shown no structural abnormalities. For example, PET scanning has been used to document encephalopathy due to solvent exposure.28

In addition to clarifying structural-functional relationships, it is necessary to clarify how substances pass through the blood-brain barrier (BBB) at different times in the life cycle, and what happens to them once they enter the brain. Methylmercury (MeHg), for example, readily passes the blood-brain barrier and to some extent is demethylated in the brain, but much remains to be learned about these processes and how their toxic effects are mediated.

Basal Ganglia
The recognition that Parkinson’s disease (PD) did not have a familial basis has prompted research on possible environmental causes. Agricultural chemicals have been implicated, and rodents exposed to the herbicide paraquat, provides an animal model. The combination of paraquat + maneb augmented the PD effect, with reduction in locomotor activity, particularly in older mice, reflecting a reduction in dopaminergic neurons.29

► SELECTED NEUROBEHAVIORAL TOXINS

This section provides a brief overview of neurobehavioral toxicants. (For more detail, see General References.) Many commonly occurring chemicals are neurotoxic. Table 20-5 indicates the variability in effects produced by some common neurotoxicants. Data from the National Health and Nutrition Examination Survey (NHANES III) comparing children’s cognitive abilities to serum cotinine (a nicotine marker), reported a decrement in reading scores and block design (both verbal and spatial measures).27 Carbon monoxide at relatively low levels (equivalent to carboxy hemoglobin [COHb] < 10%) impairs vigilance, tracking, and ability to drive.30,31 Virtually all solvents, whether aliphatic or aromatic, chlorinated or not, have acute depressant effects on the nervous system, many of them sharing common anesthetic properties. It is also apparent that there are important chronic effects from solvent exposure both in animals and workers, particularly based on research in Scandinavia.32-34 Nerve conduction remains altered for many years following cessation of solvent exposure, while memory and learning, mood, impulse control, and motivation are impaired.35 Long-term exposure causes a toxic encephalopathy with memory and motor deficits. However, testing and diagnostic criteria are not standardized.36 Smokers who have the GSTM1-null genotype appear to be at a greater risk of solvent-induced chronic encephalopathy than smokers with normal GSTM1.37 Rats chronically (30 h/week for 6 months) exposed to 1500 ppb toluene show permanent 16% depletion of neurons in the inferior regions of the hippocampus.38 Stereotaxic lesions have been studied in several occupationally exposed groups39-42 with both specific changes (impaired reaction time and color vision) and more general mood alterations.43 Carbon disulfide effects are manifest in almost all components of the central and peripheral nervous systems (particularly distal part...
of long axons) in humans through neurofilament cross-linking.\(^{42,43}\) Evidence of peripheral neuropathy (paresthesia, numbness), cranial neuropathy, dementia (confusion), Parkinsonism, acute psychoses, irritability, and memory loss have been attributed to this compound.\(^{44}\)

Many metals, for example, lead, mercury, manganese, and arsenic, are also neurotoxic, but these tend to have discrete nervous system effects (Table 20-6). The species of metal influences its impact. Thus organic tin compounds cause weakness and paralysis as well as central disturbances, partly through a dopamine effect.\(^{45}\) Organic arsenic affects the optic nerve and retina, while inorganic arsenic produces polynyritis and weakness. Tremors, and in severe cases ataxia, occur with either inorganic or organic mercury poisoning; however, organic mercury also produces visual field changes,\(^{4}\) while inorganic mercury produces personality disturbances characterized as erethism. This syndrome involves irritability, labile temper, pathologic shyness (avoiding close friends), depression, loss of sleep, fatigue, and blushing. In some cases there is a dose-response curve between the occurrence of symptoms and the concentration of mercury in urine. Dental amalgams are associated with increased urine mercury, but the extent to which such elevations are conducive to neurological or psychological symptoms is unclear. On the other hand, MeHg disrupts both the developing and the mature CNS, interfering with visual, auditory, and somatosensory function.\(^{46}\) Exposed rats developed specific antibodies to neurotypic and gliotypic proteins and had reduced glial fibrillary acid protein in their cortex. Pathologic changes include neuronal degeneration and demyelination and an increase in astroglia with accumulation of MeHg.\(^{47}\)

Lead poisoning has been extensively studied in children and adults.\(^{5,49}\) Lead is universally deleterious to the developing nervous system. Ultrastructural studies show altered axonal development and dendritic deployment with fewer neural connections, leading among other things to impaired cognition and concentration.\(^{50}\) This is associated with deficiency in expression of a specific nerve growth-associated protein (GAP-43). Perinatal and postnatal exposure to lead resulted in depressed mRNA levels for GAP-43 in rats.\(^{51}\) Importantly, lead effects (impulsive behavior, poor concentration, poor working memory) persisted at least to age 11, particularly in children who had not been breast-fed. Whether breast-feeding conveys protective nutrients or has primarily social benefits remains to be elucidated. Impulsivity is one of the changes lead induces in rodents.\(^{52}\)

In several studies, prenatal exposure to certain PCB isomers has been implicated in causing impaired neurobehavioral and cognitive development in babies and young children. Despite controversy, the evidence appears to be consistent using several populations and evaluation techniques\(^{53,54}\) (see Behavioral Teratology below). The new millennium has seen attention focus on polybrominated diphenyl ethers, persistent chemicals, developed as fire retardants, which can cause hyperactivity in rats.\(^{55}\)

A more esoteric compound is MPTP (1-methyl-4-phenyl-1,2,3,6-tetrahydropyridine), a synthetic substance produced accidentally in the attempted synthesis of meperidine analogs by substance abusers. A metabolite of MPTP damages the dopaminergic cells of the substantia nigra, leading to irreversible parkinsonian symptoms.\(^{56}\) This important discovery provided a model for studying Parkinsonism.\(^{1}\) In addition, many psychoactive chemicals both licit and illicit, including ethanol and hallucinogens, have their primary effects on neurobehavioral performance.

### BIOCHEMICAL MECHANISMS

The “black box,” or phenomenological, approach to neurobehavioral toxicology is yielding to mechanistic studies. Advances in molecular and cell biology and biochemistry are elucidating many aspects of brain function that will facilitate making predictions and designing of new tests. An important benefit is to enhance interpretation of behavioral toxicology studies. Advances in molecular biology will suggest new populations to study and will provide new biomarkers to validate exposures.

#### Neurotransmitters

Neurobehavioral toxicology is intimately dependent on advances in understanding neurotransmitter function, which go beyond the role of transducing nerve impulses. The behavioral abnormalities attributed to low-level lead exposure may involve, in part, alterations in dopaminergic transmission,\(^{57,58}\) while learning deficits from lead are related to glutamatergic transmission.\(^{59}\) Also, lead may have a more global effect on the release of several neurotransmitters by altering calcium homeostasis.\(^{60}\)

### TABLE 20-5. EXAMPLE OF BEHAVIORAL IMPAIRMENTS ASSOCIATED WITH VARIOUS TOXIC SUBSTANCES

<table>
<thead>
<tr>
<th>Impairments</th>
<th>Pb</th>
<th>As</th>
<th>Mn</th>
<th>Hg</th>
<th>CS(_2)</th>
<th>Solv</th>
<th>OPP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Acute psychosis</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>Emotional lability</td>
<td>+</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Memory impairment</td>
<td>+</td>
<td>+</td>
<td></td>
<td></td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>Psychomotor impairment</td>
<td>+</td>
<td>+</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Neuroasthenia</td>
<td></td>
<td>+</td>
<td></td>
<td></td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>Extrapyramidal impairment</td>
<td></td>
<td>+</td>
<td></td>
<td></td>
<td>+</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Neuropathy</td>
<td>+</td>
<td>+</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tremor</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>+</td>
<td>+</td>
<td></td>
</tr>
</tbody>
</table>

Abbreviations: Pb, lead; As, arsenic; Mn, manganese; Hg, mercury; CS\(_2\), carbon disulfide; Solv, solvents; OPP, organophosphate pesticides.

### TABLE 20-6. AVAILABILITY OF NORMATIVE DATA (VALIDATED ON LARGE NORMAL AND NONNORMAL POPULATIONS) FOR VARIOUS NEUROBEHAVIORAL TESTS

<table>
<thead>
<tr>
<th>Test</th>
<th>Function</th>
</tr>
</thead>
<tbody>
<tr>
<td>Visual reaction time</td>
<td>Psychomotor</td>
</tr>
<tr>
<td>Auditory reaction time</td>
<td>Psychomotor</td>
</tr>
<tr>
<td>Santa Ana</td>
<td>Psychomotor</td>
</tr>
<tr>
<td>Grooved pegboard</td>
<td>Psychomotor</td>
</tr>
<tr>
<td>WAIS subtests</td>
<td></td>
</tr>
<tr>
<td>Digit symbol</td>
<td>Perception/encoding</td>
</tr>
<tr>
<td>Digit span, auditory</td>
<td>Working memory</td>
</tr>
<tr>
<td>Vocabulary and comprehension</td>
<td>Cognitive verbal</td>
</tr>
<tr>
<td>Block design</td>
<td>Cognitive nonverbal</td>
</tr>
<tr>
<td>California Verbal Learning Test</td>
<td>Verbal memory</td>
</tr>
<tr>
<td>Benton Retention Test</td>
<td>Visual spatial memory</td>
</tr>
<tr>
<td>Embedded figures</td>
<td>Perception profile of mood states</td>
</tr>
<tr>
<td>SCL-90</td>
<td>Mood affect</td>
</tr>
</tbody>
</table>
Nitric oxide, an intracellular messenger, is formed from \( \text{L-arginine} \) by the enzyme nitric oxide synthase (NOS), found in many tissues including brain, where it is constitutive rather than inducible. It modulates the secretion of hormones such as adrenocorticotropin hormone (ACTH) and is in turn regulated by estrogen, which enhances the expression of mRNA for NOS in parts of the brain (e.g., ventromedial nucleus of the hypothalamus) rich in estrogen receptors. This regulates the secretion of hormones such as adrenocorticotropic hormone (ACTH) and is in turn regulated by estrogen, which enhances the expression of mRNA for NOS in parts of the brain (e.g., ventromedial nucleus of the hypothalamus) rich in estrogen receptors. This may be one of several mechanisms by which endocrine-disrupting chemicals modulate behavior.

5-Hydroxytryptamine (serotonin) research covers very broad areas central to neurobehavioral toxicology. Various receptor systems such as opioid receptor antagonists and agonists are under investigation for their control of serotonin synthesis and release. Xenobiotics, particularly pharmaceuticals such as MAO inhibitors, can produce a serotonin syndrome from elevated serotonin levels.

**Neuropeptides**

An exciting area of neurobiology is the study of neuropeptides such as substance P, neurokinin A, thyrotropin-releasing hormone, and neuropeptide Y. Their functions, distribution, and control of synthesis and breakdown are an active area of research, particularly with regard to substance abuse. For example, neuropeptide Y, a vasoconstrictor peptide found in sympathetic nerve terminals and the adrenal medulla as well as in the plasma, modulates the release of glutamate, GABA, norepinephrine, dopamine, somatostatin, serotonin, nitric oxide, growth hormone (GH), and corticotropin-releasing factor (CRF). It has a neuroprotective role against excitotoxic agents.

**Receptor Biology**

Technical advances in probing for up- or down-regulation specific receptors on various cell populations, and for measuring ligand interactions, has greatly expanded understanding of toxicology. Estrogen receptor studies illustrate how hormones can regulate neurotransmitters in the brain. Uptregulation of the NMDA receptor in the rat forebrain by ketamine appears to be the mechanism leading to apoptosis.

**Thyrotropin-Releasing Hormone**

Certain cells of the hypothalamus contain thyroid hormone receptors that, when activated, regulate gene expression of various proteins that mediate the hormone effect on the nervous system development. These may play a role in behavioral teratology. Certain PCBs (for example, 2,3',4,4,5 pentachlorobiphenyl, but not 3,3',4,4,5 pentachlorobiphenyl) are structural mimics of triiodothyronine and stimulate neural differentiation in cell culture.

**Nerve Growth Factors**

In 1986, Montacalcini and Cohen received the Nobel Price for discovering growth factors that influence the differentiation of nerve cells. The mechanism by which growth factors are regulated and how they in turn “control” cell differentiation and ultimately behavior are being investigated using transgenic animals that lack particular receptors. This is becoming an important tool in neurotoxicology and will provide new models for studying behavior.

Animal research contributes significantly to our understanding of neurotoxicity and neurobehavioral changes. No animal model adequately mimics the complex neurobehavioral performance of humans, particularly in the intellectual domain. However, many important advances in understanding brain function have been derived from studies mainly on rodent and avian models. Rodent studies allow large sample sizes to be employed, while avian studies take advantage of the fact that, like humans, birds rely primarily on visual and acoustic rather than olfactory or tactile communication. The fact that a chemical produces the same effect on learning, for example, in a wide variety of animal species is important validation of its role in humans. Eye–limb coordination, cerebellar function, and even learning are common to all vertebrates, and even cognition may be identified in many so-called “lower” organisms. In recognition of the important contribution of animal behavior studies to shaping our understanding of human behavior, three pioneers of animal behavior research, Konrad Lorenz, Niko Tinbergen, and Karl von Frisch were awarded the Nobel Prize in biology and medicine in 1973.

Animal experimentation also provides the opportunity to assess exposures and effects that cannot be studied in humans. Developing species-appropriate test batteries is an exciting challenge for behavioral toxicologists. Animal studies have focused on discrimination of stimuli, learning deficits, disturbance of locomotion or balance, decreased performance of previously learned tasks, memory deficits, altered activity patterns, and changes in normal behavior patterns related to reproduction or maintenance. A wide variety of paradigms have been employed to understand the effects of stresses on the nervous system, and many of these can be applied to humans. In addition, some research has examined how the neurobehavioral effects of a toxic chemical or physical stressors can be exhibited in offspring of the exposed individual.

**Learning and Memory Tasks**

Experimental intervention allows specific probes of behavior and performance. Early testing employed Y mazes and other learned visual discrimination tasks. Experiments with rats and mice examined how toxins affect the speed of learning a maze after a reward or punishment was offered in one or the other arms. Learning impairment offers a valuable paradigm. Animals are treated with drugs or other chemicals before or after a learning situation or conditioning stimulus to see whether subsequent performance is enhanced or impaired. Injection of glucose enhances, and injection of insulin impairs, learning of foot-shock avoidance tasks.

Passive avoidance training allows investigation of substances that affect a calcium-calmodulin–dependent protein kinase in the same forebrain nuclei. Kinase activity increases within 10 minutes after training. Antagonistic drugs cause amnesia.

**Imprinting**

Many young animals form an attachment to a parent or other individual whom they see, hear, or smell shortly after birth. This “imprinting” behavior is pronounced in a variety of birds, and the ability of various chemicals to impair the imprinting behavior has been studied. Imprinting depends on NMDA receptors in the forebrain, where antagonistic drugs reduce imprinting behavior. NMDA antagonists block olfactory imprinting in rats.

**Parental Recognition**

An important function of imprinting is the ability to recognize parents and relatives to gain food or protection and avoid aggression from strangers. Since this behavior has direct survival value, it can be used to test the relevance of effects of neurotoxic chemicals. Lead-exposed herring gull chicks have poor discrimination and longer latency for choosing between a parental surrogate and a stranger and these effects differ depending on the age of exposure, indicating the presence of a critical developmental window for this effect.

**Conditioning Studies**

In studies involving conditioning of psychomotor performance, animals are trained to perform tasks in response to certain stimuli. They are then exposed to a substance, and the disruption of performance is quantified. With time, the behavioral tests have become more sophisticated and now include such paradigms as nonspatial and spatial delayed matching to a sample, serial position sequences, and multiple fixed-interval reinforcement tests in animals trained with operant conditioning. These studies examined learned behavior and relied on the measurement of
its sensitivity to environmental stimuli. Alterations in visual performance can be useful endpoints in conditioned animals. The great advantage of these methods is that they can detect subtle differences in behavior of animals that otherwise appear normal; however, they do require experience in the operant conditioning techniques.

**Fixed Interval Schedule-Controlled Paradigm (FISC)**
Conditioning studies can employ reinforcement to the animal that responds a particular number of times (variable or fixed ratio) or after an interval. In the fixed interval paradigm, the animal is reinforced for giving an appropriate response after a stimulus has been on for a particular time. Once the conditioning is established and stable, the exposure can be applied to determine whether the learned response is impaired or abolished. For example, the fixed interval behavioral response was modified by novelty in lead-treated but not control animals.

**Discrimination Conditioning**
Animals can be conditioned to respond differentially to a variety of stimuli, and the effects of various substances on this ability offer a sensitive test of discrimination. This conditioning has been expanded to more relevant neurotransmitters, and animals can be trained to discriminate these from saline.

**Intracerebral Injection**
In combination with stereotactic techniques and histochemical studies of the brain, the localized injection of agonist and antagonistic chemicals into specific regions of the brain is contributing to the understanding of localization of behavioral functions, and conversely, as functions are localized, it becomes feasible to test many new substances for specific agonist or antagonist activity. For example, serotonin inhibits the premating lordosis behavior of female rodents by acting on 5-hydroxytryptamine 1A receptors, but it enhances the same behavior at 2A/2C receptors. The relative activity of these receptor classes varies during the estrous cycle.

**Open Field Exploratory Behavior**
Animals have a natural tendency to explore novel environments. This involves a combination of locomotory and perceptual events, and toxicants may inhibit one or both or may lead to agitation and more rapid behavior. A comparison study of behavioral and neurochemical traits in 15 inbred mouse strains revealed that the former had higher heritability than the latter. In addition to moving around an enclosure, rodents rear up periodically. Dopamine plays a prominent role in modulating locomotor activity. Activity cages divided into grids with light sensors can detect movement (frequency of breaking beams in both horizontal coordinates), as well as frequency of rearing, and can distinguish animals engaged in perimeter exploration from activity confined to the central grid squares. Mice treated with parquat showed decreased horizontal but not vertical activity.

**Sensory Systems**

**Vision**
The visual system is both a target for neurotoxic agents and a crucial function for testing. Intact visual systems are required for accurate performance on many tests used to assess higher order cognitive function. Neurotoxicants may affect visual functions directly and thus confound interpretation of performance on tests of cognitive function unless visual function is assessed separately. Visual evoked potentials use electroencephalographic techniques to measure brain wave responses to light. Neurobehaviorists test such functions as visual acuity, alteration of visual fields, color vision, contrast sensitivity, and critical flicker fusion. For example, Mergler and colleagues reported loss of color vision and contrast sensitivity among workers exposed chronically to organic solvent mixtures. Neuro-optic pathways are vulnerable to the effects of styrene, which impair color discrimination. A recent meta-analysis of styrene’s effects on color vision supports increased errors in performing a color discrimination task with an estimated increase of the color confusion index of 2.23% after 20 ppm exposure over eight work years. Color vision loss associated with solvents is typically characterized as a blue/yellow deficit. Such a deficit is associated with reduced function of the blue cones or their associated ganglion cells. Because color vision loss also occurs with age, Benignus et al. equated the loss associated with 20 ppm styrene exposure over 8 working years as comparable to 1.7 additional years of age. Campagna and colleagues found that color vision loss is dose-dependent and can be significantly detected above 4 ppm. Other investigations also support loss of color vision with toluene and mixtures of solvents (e.g., xylene, methyl ethyl ketone, acetone).

**The Critical Flicker Fusion task tests CNS discriminatory ability, by the point at which lights flickering at an increasingly rapid rate**
appear to fuse into a constant source. Lead-exposed workers showed impairment.\textsuperscript{115} Contrast sensitivity reflects the ability to detect subtle differences in lighter and darker areas of a stimulus (i.e., luminance). Detecting these differences in contrast allows detection of words on a page and is the basis for perception of stimuli used to assess higher order cognitive functions particularly for computer-based testing. Several studies of workers chronically exposed to neurotoxins reveal reduction in contrast sensitivity\textsuperscript{116} particularly for mid-spatial frequencies.\textsuperscript{117} However, contrast sensitivity is also affected by visual acuity and other diseases such as diabetes. These different approaches thus evaluate the receptive capability of the eye itself and ultimately the ability of the brain to process and respond to information transmitted from the eye.

### Hearing

Hearing evaluation is a necessary precursor to neurobehavioral testing since many tests rely on hearing for accurate performance. As with the eye, some tests evaluate the external receptor, while others determine the response of the brain to sound. Certain neurotoxic chemicals, for instance the antibiotic streptomycin and kanamycin, damage the auditory nerve pathway. More subtle changes in our ability to detect loudness, pitch, and timbre are the domain of the psychophysicalian and in special cases can be evaluated as part of a neurobehavioral assessment.

The working environment of those who are routinely exposed to neurotoxins often includes exposure to noise, which may result in damage to the sensory cells of the inner ear. Also, neurotoxins may directly interfere with hearing through effects on the central or peripheral nervous system. Morata et al.\textsuperscript{118} suggested that noise and organic solvents such as carbon disulfide, toluene, and trichloroethylene may interact to produce hearing loss and perceptual impairments. Moriaoka et al.\textsuperscript{119} reported that the upper limit of hearing was reduced among workers exposed to styrene.

### Olfaction

Unlike virtually all other mammals, humans rely relatively little on olfaction to find their food or detect danger. Nonetheless, olfaction has been shown to influence human appetite and sexual development,\textsuperscript{120} and we are capable of distinguishing the odor of our mates from those of other individuals. Disruption in the olfactory sense either due to loss of olfaction (hyposmia or anosmia) or hypersensitivity to odors has been associated with exposure to neurotoxins. The University of Pennsylvania Smell Identification Test (UPSIT) is a standardized multiple choice scratch and sniff test, assessing the ability to correctly identify odors.\textsuperscript{121} Decrement in the sense of smell were documented with the UPSIT for paint-manufacturing workers\textsuperscript{122} exposed to solvents. The authors hypothesized that these deficits are related to peripheral effects on olfactory neurons causing dysfunction. Olfactory threshold tests determine the lowest concentrations at which an odorant can be reliably detected. Exposure to metals, for example cadmium, also reduces olfactory acuity as demonstrated by increased olfactory thresholds (decreases sensitivity).\textsuperscript{123}

While neurotoxic occupational exposures can result in loss of olfactory acuity by acting directly on the olfactory neurons, individuals exposed to chemical odors accidentally either at work or in communities sometimes report a heightened sensitivity to odors.\textsuperscript{124} This sensitivity may arise as a result of a conditioned response in which symptoms of irritation, precipitated initially by a chemical exposure, are later associated with the odors that accompany much lower exposure concentrations of the original and similar chemicals.\textsuperscript{125} Although a heightened sensitivity to odors is reported, this hypersensitivity has yet to be validated using standardized olfactory threshold testing.\textsuperscript{121,126}

### Taste

Although the food industry conducts extensive subjective research on tastes, there is little objective literature on the impact of chemicals on taste sensitivity. Many chemicals have specific "tastes," while others seem to induce abnormal tastes such as the metallic taste that characterizes lead poisoning (but is not a lead taste) and the garlic-like taste that occurs with selenium but is not a selenium taste. There is a close linkage between olfaction and taste, albeit different peripheral receptors and diminished olfactory sensitivity or discrimination will interfere with taste. Taste actually lends itself to objective study more readily than olfaction, since one can control and determine the concentration of a substance in solution more easily than in air.

### Touch and Vibratory Sensation

Physical examination of light touch and pain sensation and of temperature and two-point discrimination can be elaborate and time-consuming, but in the hands of an experienced neurologist can detect subtle nervous system malfunction. However, evaluation of touch is actually quite complex. In addition to skin receptors, there are receptors in underlying tissues and muscle. The sensory perceptual examination of the Halstead-Reitan Neuropsychological Battery is used to assess accuracy of finger tip touch and the ability to perceive numbers and shape from tactile sensations.\textsuperscript{127} Finger and toe vibratory threshold, assessed with a device that allows amplitude and frequency of vibration to be manipulated ("Vibrometer"),\textsuperscript{128-130} has been sensitive to subtle changes in threshold among workers exposed to solvents\textsuperscript{131} and pesticides.\textsuperscript{127} Vibration threshold may also be altered among workers who use vibrating hand-held tools.\textsuperscript{128} Although the pressure applied by the patient may confound measurement, a physical device can be used to control pressure applied by the individual. Specific protocols for evaluating vibration thresholds are available in a manual published by the Agency for Toxic Substances and Disease Registry (ATSDR), describing a recommended neurobehavioral test batteries for environmental health field studies.\textsuperscript{132}

### Temperature

Ability to discriminate slight changes in temperature is also affected by chemical exposure. Devices that provide objective control of temperature, combined with a forced-choice paradigm, allow the clinician or researcher to evaluate this modality.\textsuperscript{129}

### Position Sense and Vestibular Function

The dorsal columns of the spinal cord carry information on position to the brain, where the labyrinth and vestibular apparatus detect the positions of the eyes, head, and body, and the sensorimotor system compensates by adjusting muscle tone to maintain posture. Its function depends on the saccular and utricular macules that sense linear acceleration of the head and the semicircular canals, which sense angular acceleration. Visual and proprioceptive impulses also feed this system. Disruption of either the sensory components or the central vestibular function can cause dizziness and vertigo. Tests for sway,\textsuperscript{130} straight-line walking, and the Romberg’s tests are traditional ways of measuring the performance of these tasks. In addition to testing position sense, these tests are dependent on intact motor and vestibular functions. A force platform system is recommended by NIOSH as a more precise system to measure subtle changes in postural sway under conditions that separate the effects of vision, proprioception, and vestibular function on postural sway.\textsuperscript{130,131} Postural equilibrium, controlled by the vestibular system, was shown to be affected by 0.0155% blood alcohol concentration.\textsuperscript{132} Other acute exposures to neurotoxins such as acetone and methyl ethyl ketone have not shown increases in postural sway.\textsuperscript{133} However, acute measures of exposure to chlorpyrifos, an organophosphate pesticide, were associated with greater postural sway in more challenging conditions to include eyes closed and soft-surface conditions.\textsuperscript{133} Similarly, acute indicators of exposure to lead have been shown to have subclinical but significant effects on postural sway in children and adults.\textsuperscript{141-143}

### Motor Function

Motor deficits may be due to muscle disease, disorders of the motor cortex or pathways, changes in the reflex pathways controlling tone, or central disorders (cerebellum, basal ganglia), which interfere with both volition, fine tuning, and coordination of motor function. The
dopaminergic system is a major regulator of tone and voluntary movements and is affected by a variety of xenobiotics. A physical examination can detect changes in muscle mass (particularly asymmetry) and physical weakness. Behavioral tests focus on the motor system as a manifestation of central function, for example, reaction time (see below), rapid alternating movements, and fine muscle control. Many compounds that produce acute intoxication (i.e., alcohol) affect sensory-motor function, producing alterations of gait and posture. Some neurotoxics affect motor nerves, leading to reduced strength, coordination, and fine muscle control. Finger Tapping and Grooved Pegboard are tests with normative standards that are frequently employed to assess loss of fine motor coordination and speed due to neurotoxics. Loss of ability to perform previously learned motor sequences, apraxias, may be an indication of neurotoxicity, and some of the animal paradigms appear directly analogous to this deficit.

**Basal Ganglia**

The basal ganglia and cerebellum constitute the extrapyramidal motor system, often a target of toxic chemicals. The functional relationships of the basal ganglia to the striatum and cerebral cortex are described in standard texts. Damage to these ganglia or the cortico-striatal-pallidal-thalamic-cortical loop is associated with a variety of disorders including ataxias, tremors, akinesis or dyskinesia, athetosis, dystonia, and myoclonus. This system is characterized by the variety of neurotransmitters (e.g., γ-aminobutyric acid [GABA], dopamine) associated with particular functional components. Toxic damage by MPTP to the substantia nigra, for example, is known to produce parkinsonism. Selected neurobehavioral tests of fine motor function may detect early damage to this system.

**Cerebellar Function**

The cerebellum refines motor function and contributes to balance, posture and tone, repetitive movement, coordination, and spatial location. Gross cerebellar dysfunction is manifest as staggering gait, swaying or stumbling, ataxias involving movements of specific limbs in which the timing of contraction of antagonistic muscle groups is disrupted, and loss of controlled rapid alternating movements, dysdiadochokinesia. MeHg targets the cerebellum, producing ataxia at relatively low doses (Fig. 20-3).

**Cognitive Evaluation**

Complete neurobehavioral examination is an interdisciplinary endeavor requiring the participation of the physician, neurologist, psychologist, and electrophysiologist. A complete examination will include an interview, a physical examination, and one or more sensory and neurobehavioral tests, supplemented where necessary by electrophysiology.

**Interview.** The interview provides the examiner with an important opportunity to observe the mood, affect, and behavior of the individual. This can be supplemented by a structured psychiatric interview such as the Diagnostic Interview Survey or the Structured Clinical Interview for the Diagnostic and Statistical Manual and mental status examination. The interview allows one to explore the contribution of “organic” and “psychologic” pathology and to detect anxiety, depression, changes in intellectual function, and other performance.

**Personality, Mood, and Affect.** A number of epidemiologic studies indicate that personality changes are among the earliest indicators of neurobehavioral toxicity. Eurethism, attributable to inorganic mercury (see above), is probably the classic example of this. Mood changes associated with solvents and classroom hyperactivity behavior attributed to lead are additional examples where mood and personality in general may be altered, without necessarily showing specific focal changes. While a number of instruments document these complaints and compare an individual patient’s symptoms to a normative group, the cause of these symptoms cannot be ascertained. That is, such symptoms may be secondary to other cognitive deficits or may be a primary effect of exposure to neurotoxicants. This is further illustrated by the Orebro Q-16, a questionnaire shown to be sensitive to but not specific for neurotoxicity symptoms due to solvent exposure. Standardized symptom checklists such as the Symptom Checklist-90, the Beck Depression Inventory, and the State-Trait Anxiety Scale are screening tools for psychiatric symptoms that offer comparison of the patient’s symptom reports to those of other patient and nonpatient normative groups. The Minnesota Multiphasic Personality Inventory-2 (MMPI-2) is a more extensive questionnaire used to assess psychopathology. Although the MMPI-2 requires more time to administer (at least 1 hour), the advantages of this instrument are scales to assess the validity of the patient’s responses (e.g., denial or exaggeration of symptoms) as well as subtle and obvious items associated with clinical scales of psychopathology.

**Neurobehavioral Testing**

In the presence of uncertainty, a major rationale for neurobehavioral testing is the prevailing assumption that subtle behavioral changes in cognitive function may be the most sensitive indicator of exposure to toxicants. Just as liver function tests can measure cell damage, conjugation, or metabolic ability, so neurobehavioral tests have distinct target functions of the brain.

Moreover, there is the increasing recognition that levels of exposure formerly thought safe or unlikely to produce health effects are now known to have far-reaching consequences on important behavioral functions. Most evident among these is the impact of low-level lead exposure on hyperactivity and intellectual development in children. Weiss argues effectively that even small decrements in intellectual function may shift the population distribution such that more individuals will fall below the normal range of function (i.e., IQ < 70). An extensive literature documents the sensitivity of neurobehavioral tests to acute and chronic neurotoxicant exposures such as lead, organic solvents, and pesticides. However, this literature is by no means uniform and is significantly affected by adequate documentation of exposure to neurotoxicants among the individuals tested.

**Psychometric Tests in Neurobehavioral Evaluation**

Although an interview and a mental status examination can detect many gross changes, psychometric tests are useful to extend the sensitivity of the examination by detecting and quantifying subclinical effects. Psychometric tests for which there is a long history of validation and a database of normative data can be particularly useful in evaluating an individual. Many new tests, lacking such normative data, may be difficult to interpret on an individual basis, but may be useful in large-scale screenings or epidemiologic studies.

The following is a discussion of the core functions recommended for assessment of a patient exposed to neurotoxicants. There are many tests in the literature. Those cited as illustrative of various functions are those that have normative data to allow interpretation of an individual’s performance. Unlike statistical group comparisons in a research context, individual assessment of dysfunction is dependent upon comparison to baseline or pre-exposure test results for the individual or to normative standards for a group of individuals of similar age, gender, education, and ethnicity. It is important to be alert to cultural and language biases in evaluating test results. For example, if an individual’s performance on a test of a particular function is markedly lower (e.g., one to two standard deviations) than his estimated pre-exposure ability, the clinician may suspect deficits due to exposure.

In addition to demographics, neurobehavioral performance is also effort dependent. That is, an individual’s performance will be affected by her/his motivation to perform well or conversely to perform poorly. Secondary gain related to worker’s compensation or other litigation may influence the individual even at a subconscious level. Therefore, part of a thorough examination should include an assessment of motivation. This can be performed directly with the use of tests that use a “forced choice” method to detect negative response
bias, defined as below chance performance (e.g., Test of Memory Malingering) or through analysis of discrepancies within neurobehavioral tests such as poorer performance on simple relative to more complex operations (e.g., recognition memory is less than recall). Slick et al. reviews the methods for detection of malingered performance and offers criteria to diagnose definite, probable, and possible malingered neurocognitive dysfunction. In addition to test criteria mentioned above, the clinical interview is an important source of data for determining motivation. For example, if self-reported symptoms, observed behavior during the interview, or background information is discrepant from neurobehavioral test performance, then malingering may be suspected.

Overall Intellectual Ability
Tests of cognitive verbal ability are generally more familiar to the patient and include such tests as vocabulary, comprehension, and reading (e.g., revised Wechsler Adult Intelligence Scale (WAIS-R) National Adult Reading Test). These tests are regarded as most resistant to the effects of neurotoxins since they reflect abilities that are well-rehearsed and long-standing. If an individual’s verbal abilities have declined significantly, this usually reflects serious or chronic damage. Such deficits can occur with significant head injury or stroke, but generally not with exposure to neurotoxins unless the latter has occurred over a number of years at significant levels producing a well-defined dementia such as “painter’s syndrome” or chronic toxic encephalopathy. Thus, the patient’s performance on a vocabulary test is frequently used as an estimate of pre-exposure function if pre-exposure testing is unavailable. While this is a standard in the literature, a recent investigation directly comparing actual pre-exposure and current vocabulary scores revealed that exposures to neurotoxins may have a more significant impact on tests of highly practiced skills (e.g., vocabulary) than previously assumed.

Tests of cognitive nonverbal functions are generally more complex and reflect ability not related to verbal skills such as the Raven’s Progressive Matrices. These tests are useful in situations where estimates of ability, unbiased by verbal skills, are needed.

Psychomotor Functions
Psychomotor function requires integration of sensory perceptual processes, such as vision or hearing, with motor responses. For example, simple reaction time or the latency (milliseconds) of a button press in response to a visual or auditory cue provides the simplest method for assessing psychomotor function. The time between presentation of the stimuli is varied and may affect performance. At a more complex level, a patient may be asked to place pegs into holes as quickly as possible, a task requiring more motor skill than reaction time. Tests of psychomotor function such as Digit Symbol have consistently been among the most sensitive indicators of deficits due to neurotoxins. The patient records symbols with their corresponding number according to a key while being timed. While memory substantially aids performance, it is not necessary since the key is always present.

Attention/Concentration
A precursor to performance on neurobehavioral tasks is the ability to scan the environment, orient to the appropriate stimulus, and sustain attention to a task, with more complex tasks requiring relatively greater levels of sustained attention. Neurotoxins can disrupt this ability as demonstrated with such tests as Digit Span of the WAIS-R in which the individual is asked to repeat an increasing string of digits (digits forward) or to reverse the digits (digits backward) immediately following their verbal presentation. Trials A and B, in which the individual connects numbers or numbers and letters in sequence, tests psychomotor skills, visual attentiveness, and the ability to think flexibly under time pressure.

Tests of vigilance require sustained attention over relatively longer periods of time such as for continuous performance tests in which the individual responds to a specific target presented among similar nontarget stimuli. Vigilance tasks are sensitive to low-level effects of alcohol and to the interaction of neurotoxins, fatigue, and variation in the interstimulus interval.

Memory and Learning
Tests of memory/learning assess a patient’s short-term memory by presenting stimuli (e.g., words, digits, pictures) visually or auditorially and asking the patient either to recall or recognize these stimuli immediately or after a delay (e.g., 30 minutes). The California Verbal Learning Test involves the presentation of a list of words that the patient is asked to recall. For other memory tests, pictures of abstract drawings or actual objects are presented to the subject, who must then reproduce these drawings from memory (e.g., Benton Retention Test). Short-term memory loss is one of the most frequent clinical complaints of patients exposed to neurotoxins, and it has been substantiated in studies of neurobehavioral deficits due to solvents, lead, mercury, and pesticides. If a patient’s performance on a short-term memory task is well below his or her general ability as assessed by a vocabulary test, then complaints of memory problems may be substantiated.

Temporal Properties of Performance
One of the most subtle measures of acute neurobehavioral deficits is a slowing in function. While peripheral neuropathies are characterized by slowing of nerve impulse conduction, it is the slowing of central functions that are evaluated in neurobehavioral testing. Whether this can be thought of as an “increased resistance” in the CNS, or the need for adaptation wherein alternative pathways are sought for particular functions, is a subject for future research. It is not known whether cells die, interconnections shrink or wither, or biochemical communication is inhibited, but probably all of these mechanisms apply.

Test Batteries in Behavioral Neurotoxicology
A number of investigators and clinicians have developed test batteries for use in human behavioral neurotoxicology. A review by Anger provides a guide to their features and limitations. In general, these batteries include tests representative of several basic functions. For example, the World Health Organization recommended a core battery of tests (Neurobehavioral Core Test Battery) to assess the following functions: psychomotor, cognitive nonverbal, cognitive verbal, memory/learning, perceptual speed, and mood. Tests are categorized as representative of a particular function, but often involve more than one function for adequate performance (e.g., reaction time and visuospatial perception affect psychomotor function). The Adult Environmental Neurobehavioral Test Battery (AENTB) is another screening battery recommended for evaluation of environmental exposures that are presumed to be lower than those occurring at the workplace.

In the late 1970s, researchers recognized the potential of computers to challenge the nervous system in a repeatable, objective fashion and to score performance in real time. Epidemiologic studies have been significantly enhanced by the use of computerized neurobehavioral test batteries such as the widely applied Neurobehavioral Evaluation System and the Behavioral Assessment and Research System (BARS). The advantages of the computer are (a) consistency of application, (b) reduced need for highly trained testors, and (c) automatic recording of data in real time. Disadvantages have been (a) capital costs for purchasing several computers, (b) many target populations not being computer literate, (c) lack of motivation and stimulation provided by a live examiner and loss of opportunity to observe performance, and (d) lack of normative data for interpretation of individual performance. The Cambridge Automated Neuropsychological Test Automated Battery is a computerized battery of nonverbal tests of attention, memory, and executive function that are largely language independent and culture free. CANTAB is comparable to tests used in the animal literature and has been used extensively with patients who have brain injury or
neurodegenerative diseases, children, and in tests of therapeutic agents. CANTAB may prove to be of particular interest for the extrapolation of neurobehavioral findings in animals, where higher exposure concentrations are possible, to analogous performance in humans. The disadvantage of computer batteries is the lack of feedback and social interaction through which an examiner can maintain a subject’s motivation.

**BEHAVIORAL TERATOLOGY**

The developing nervous system undergoes dramatic growth and expansion of function, not only prior to birth, but throughout the first decade of life. Normal brain formation requires the orchestration of various signals and processes to achieve cell differentiation, migration, positioning, process-formation, and synapse formation, at the right time. Anatomical changes such as increasing myelination occur during the first years of life, and associations are formed that make possible complex motor patterns, fine-tuning of coordination, concept formation, pattern recognition, and more highly learned tasks such as speech and communication. For some tasks, such as learning language, there appear to be “critical periods” during which learning proceeds more rapidly and effectively. Young children find it easier to learn new languages than adults, but this “window” does not have sharp edges. Animals or humans that are isolated from speakers during a critical period may find it difficult or impossible to learn speech at a later time. There may be critical periods for development of other functions as well. As organisms mature, their locomotory ability, learning, and knowledge should increase appropriately for their age. There is increasing evidence that even low-level chemical exposure may have profound impact on the orderly acquisition of nervous system function. The magnitude of such changes is not fully appreciated, and the field of behavioral teratology is in a rapid growth phase.

**Neural Cell Adhesion Molecules**

These cell surface proteins play crucial roles in the migration and connection of cellular elements of the developing nervous system. Xenobiotics can cause dysmorphogenesis and serious neurological impairment. The expression of NCAMs is timed, resulting in the increase and decrease of signals at different times in development. Their expression is implicated also in learning and memory and immune responses. In rats MeHg altered the temporal expression NCAM and polysialylation of NCAM on day 30, but not on day 15 or 60. In lead-injected baby gulls, synaptosomal polysialylated NCAM expression was found on day 34, and N-cadherin was reduced on day 34 and day 44, but by day 55 there were no differences in N-cadherin expression, or polysialylated NCAM expression. These parallel results identify one potential mechanism for the development neurotoxicity of these metals.

**Lead and Child Development**

Probably the best documented behavioral teratology is associated with lead. At blood lead levels formerly thought innocuous (i.e., below 25 µg/dL), children still show depressed intellectual development and more subtle effects may occur at levels below 15 µg/dL. Elementary school children with higher body burdens of lead were rated by their teachers as being more easily distracted, less persistent, less independent and organized, more hyperactive and impulsive, more easily frustrated, and showing poorer overall functioning, compared with children in the lower lead groups. Needelman et al.’s study shows remarkable dose-response relationships between dentine-lead levels and poor school ratings. Children with higher lead did more poorly on verbal and digit span components of IQ tests.

As late as the 1970s, the average blood lead in urban American was approximately 15 µg/dL (0.6 µmol/L). The removal of lead from gasoline has resulted in a decline of blood leads in less than a generation to a national average of around 2 µg/dL. This has unmasked the low-level toxicity, which reveals that impairment of cognitive development by lead is continuous, even below 10 µg/dL, with no evidence of a threshold yet identified.

Although the main impact of lead is related to the peak of exposure in the 18–30 month range, subsequent exposure at least to age 7 is also associated with IQ decrement.

**Methylmercury**

All forms of mercury are toxic, and MeHg is one of the most toxic forms. The classic case of Minamata disease involved over 2000 people in fishing families who became ill in the 1950s from eating fish from Minamata Bay (Kyushu Island, Japan), which had been contaminated by industrial effluent. The syndrome and epidemic are graphically illustrated. Victims developed a range of symptoms, and many babies were born with congenital Minamata disease: blindness, profound mental and physical retardation. Another large outbreak of organomercury poisoning occurred in Iraq in people who ate seed grain treated with an organo mercurial fungicide. Similar outbreaks occurred in Guatemala and also affected a family in New Mexico (see Fig. 20-3 for symptoms in the Iraq epidemic). In North America and Europe, the growing source of concern is mercury released from power plants that is transported in the atmosphere and falls out some distance from its source. Inorganic mercury in the falls out is converted to MeHg by anaerobic bacteria in the sediments of lakes and rivers. MeHg is readily bioavailable and undergoes biotransformation up the food chain, resulting in high levels (> 100 ppb) in the tissues of many kinds of fish that people consume. Adults who consume fish daily experience elevated blood mercury levels and may become symptomatic, while mothers who consume fish frequently transfer MeHg to the fetus where it reaches a higher concentration than in the mother. At high levels, this impacts neurobehavioral development. Several long-term studies of populations that consume large amounts of fish and whales have yielded somewhat different results. The Faroe Island study showed an impact, particularly on the Boston Naming Test and on auditory evoked potential, related to the child’s cord blood mercury. A Seychelle Island study has not documented effects attributable to prenatal mercury exposure. Other studies in New Zealand and the Amazon support some relationships of MeHg to neurodevelopmental effects. In addition to effects of cognitive function, prenatal exposure to MeHg may influence locomotor activity mediated by dopamine.

**Polychlorinated Biphenyls**

It has long been known that PCBs interfere with locomotion and learning in rodents and with learning and cognition in monkeys. Interference with cellular metabolism, neurotransmitters, and thyroid hormone also have been proposed. Several epidemiologic studies have assessed neurobehavioral deficits in populations exposed to PCBs and related compounds. There is evidence of developmental neurotoxicity including low IQ, from the Iapanese Yusho incident, involving prenatal exposure to PCBs and furans. Several years later, a similar event, the Yu-Cheng incident in Taiwan, resulted in heavy PCB exposure (exceeding 1 g in some cases) as well as dienzo furans. Children born to exposed mothers had multiple defects at birth and showed developmental delays and lowered performance on neurological examination and standard tests of cognition. The fact that these abnormalities did not correlate well with measures of postbirth maternal exposure illustrates the importance of measuring fetal exposure in determining neurodevelopmental defects. Linkage to a persistent chemical is evidenced by the poor performance of children born to exposed mothers more than 6 years after the exposure.

Jacobson and colleagues studied babies born to women who ate PCB-contaminated fish from the Great Lakes. Some of these women had elevated serum and milk PCB levels, and their babies showed slowed neurobehavioral development, which has persisted for several years. Some of the abnormalities are predicted by cord serum PCB levels. Rogan and Gladen studied 931 children of mothers who did not, as a group, have unusually high PCB exposure. Children with higher prenatal PCB exposure at birth were more likely to be
hypotonic and hyporeflexic and showed poorer psychomotor perfor-
mance on the Bayley Scales. These changes were not related to post-
natal PCB exposure209 and did not persist after age 5.210

The Oswego Newborn and Infant Development project exam-
ined the behavioral effects in human newborns, infants, and children
of mothers who had consumed fish from Lake Ontario.211 Fish from
this lake are contaminated with a wide range of toxic chemicals,
including PCBs, dioxin, dieldrin, lindane, chlor dane, cadmium, mer-
cury, and mirex. Newborns were classified into high, medium, and low
maternal exposure groups and were tested on the Neonatal Behavioral
Assessment Scale in their first and second day after birth. The groups
did not differ demographically, but after many confounders were elim-
nated, the high-exposure babies showed a greater number of abnor-
mal reflexes and less mature autonomic responses than babies in the
other groups. This confirms Jacobson et al.’s original findings.207,212
This study also found a dose-response relationship between fish con-
sumption and decreased habituation to mildly aversive stimuli and is
similar to results found in laboratory rats fed Lake Ontario salmon.213

CONFOUNDERS OF BEHAVIORAL PERFORMANCE

Neurobehavioral evaluation requires the concentration and coopera-
tion of the subject, yet these behaviors too may be diminished in
chemical-exposed individuals. Interpretation of test results in the
individual must take into account a variety of confounders that are
only briefly mentioned here. Many of the confounders have a global
effect, that is, they interfere with all aspects of performance rather
than with particular subtests. Subjects who have a high level of anx-
xiety may find it difficult to concentrate on complex tasks, particularly
on tests of vigilance. Lack of familiarity with the test context or with
the expectations, particularly if the testing is not conducted in one’s
first language, will certainly interfere with performance. Subjects
who believe they are being evaluated for poisoning may be hesitant
about participating in so many “psychologic” tests that may suggest
that the examiners don’t believe their complaints are “real.” Subjects
may also have personal reasons for performing suboptimally. How-
ever, most subjects do attempt to do their best. Computerized batter-
ies proved baffling to subjects who were not familiar with the use
of computers, although this confounder is gradually diminishing as
computer use expands in all sectors of society.

Age and Gender

Age is a universal confounder in neurobehavior. Depending on the
modality, performance improves during childhood, peaks in the teens
and twenties, and then declines. Many neurobehavioral functions
decline steadily with age.1427,213 In addition to well-known effects on short-
term memory, aging produces alterations in cognitive function as well,
although this varies greatly among individuals, from frank dementia as
in Alzheimer’s disease to very subtle changes. Many well-established
tests have age-adjusted scoring. Reaction time increases and perform-
ance on psychomotor tasks decreases with age. In rats, age may also
indirectly impair performance by enhancing the negative effects of
stress.214 The dopaminergic neurons also degenerate with age, resulting
in some cases of late-onset parkinsonism. Oxidation of dopamine pro-
duces reactive oxygen species, which may enhance the degeneration
of these neurons. Glutathione blocks the dopamine-induced apoptosis.

On an average, males and females differ in a variety of nervous
system functions related to language, fine motor skill, and spatial
perceptions. These differences are far from deterministic, and most tests
do not have sex-adjusted scoring. Some differences related to early
brain development were influenced by sex hormones in utero, while
others reflect gender-specific learned skills.

Physical Condition

Lack of sleep, drowsiness, a recent full meal, or recent use of drugs,
alcohol, or tobacco may also have global effects on performance.
Examiners should elicit subjective evaluations of wakefulness and
should carefully observe the subject. A pretest questionnaire should
determine the time at which alcohol, cigarettes, or specific medica-
tions were used. Unrelated illnesses may affect performance. Diabe-
tes or other metabolic states may interfere with alertness. Demen-
tias due to other causes such as head injuries will complicate
interpretation of test results.

Learning and Experience

Learning poses an additional confounding problem in interpreting
neurobehavioral tests, particularly when tests are to be repeated in a
prospective study. The time interval between testing, the individual
subject’s learning ability, and the test’s complexity will alter the
learning curve or practice effect of repeat testing. This phenomenon
needs to be quantified to interpret accurately changes in test perfor-
ance over time. One method to deal with practice effects is to pro-
vide practice sessions for all tests to reduce the impact of a learning
curve. Familiarity with computers enhances performance on the com-
puterized batteries. Educational level may confound some tests.

Language and Culture

Perhaps the most important problems are the inherent intellectual and
cultural biases of many of the tests. Designed for white, English-
speaking, educated, middle-class patients, the tests may require major
modifications before being applied to less educated and/or non-English-
speaking cohorts, much less to worker populations from distant cul-
tures. Straight word-for-word translations are not necessarily ade-
quate for overcoming cultural biases. Studying cultural impacts on
performance should be viewed as a challenge for the coming decade.

STRESS

Stress is a very general term for any agent or condition that alters the
status quo. Organisms adapt to stress in many ways. Cold stress, for
example, stimulates thermoregulatory responses. Strain represents the
bodies’ pathophysiological response when adaptive mechanisms are
exceeded or fatigued. Although the measurement of catecholamines is
used as a metric of stress, not all physiological, psychological, or
behavioral effects are mediated by catecholamines. Adding stress to
an exposure model enhances or unmasks subject responses.215 The
combination of lead plus restraint (stress) of pregnant females results
in increased catecholamine excretion in offspring.216

FUTURE DIRECTIONS

Building on the foundation of clinical psychology and neurobiology,
behavioral toxicologists have assembled a variety of test approaches
that yield important information about nervous system response to
toxic chemicals. In many cases, the mechanisms are uncertain and the
pathologic lesion unrecognized. The molecular, biochemical, and
microanatomic changes are being revealed. New ways of probing
receptors and new breeds of transgenic or “knockout” animals that lack
a particular gene offer the opportunity to identify specific mechanisms.
A neurotoxicant may act on a discrete target such as the basal
ganglia or may disrupt associations between different parts of the
brain, interfering with intellectual functions such as cognition and
memory. These all provide an active domain for research in a variety
of disciplines using a variety of models. New test equipment requires
validation on a variety of populations and interpretation depends on
improving exposure assessment as well. As the field of neurobehav-
ioral testing matures and tests become validated on increasing num-
bers of “normal” individuals, one may achieve greater certainty in
evaluating subtle abnormalities.

Neuronal peptides and nervous system development were two
research needs identified in 1980 and still central today. The inter-
action of xenobiotics with cytokines, genes, gene products, cell dif-
ferentiation, apoptosis, cell assembly, and neuronal connections
during development is basic to improving the understanding of neurobehavioral development and behavioral teratology.

As with general toxicology (Chap. 20, Principles of Toxicology), the effects of mixtures and the interactions of chemicals with stress, are important but challenging research areas. Nutritional state can modify both response to neurotoxicants and performance on tests. The relation of omega-3 fatty acids to dementia and cognitive function is controversial since cases had higher levels of PUFAs than controls. One possible explanation for different results of MeHg exposure and neurobehavioral outcome comparing the Faroes and Seychelles studies is the greater diversity of fresh fruits and vegetables available in the tropical Seychelles compared to the temperate Faroes.

Most mixture research is dyadic (two agents at a time), but even using controls and several doses, and deciding whether the pre-treat or coadministration, can result in many combinations for each of which several animals must be employed. Gene chip technology allows the possibility of determining which are up-regulated and which are down-regulated. Neuroimaging studies, particularly PET scans and functional MRI, are exciting horizons that neurotoxicologists are just beginning to explore. The development of small-animal imaging systems should advance this field rapidly. Studies that can localize the distribution of xenobiotics or their metabolites in specific brain regions are necessary.

The blood-brain barrier itself needs much more examination. This barrier change with age and can be disrupted by chemicals. Stress and experience require structural modifications in the healthy brain (plasticity), and plasticity and neuronal replacement are important. Toxins can interfere with the plasticity of the brain, resulting in long-term impairment of learning. This may be a much more sensitive, yet hard to measure, endpoint than structural or behavioral measures.

**REFERENCES**

Principles of Toxicology


Risk assessment is a formalized process for characterizing and estimating the magnitude of harm resulting from some condition—usually exposure to one or more hazardous substances in the environment. This chapter addresses what risk assessment is, what it is used for, and how it is done. "Environmental risk assessment" usually refers to human health risks, while "ecological risk assessment" refers to damage to natural or artificial ecosystems, wildlife species, and endangered species. There are some common properties and important differences. Environmental risk assessment interfaces with environmental toxicology and exposure assessment, while ecological risk interfaces with ecotoxicology. Risk assessments are used in a wide variety of context, for example, to establish no effect concentrations which can inform cleanup levels, sediment quality standards, or comparison of alternative remediation strategies. Ecological risk is also applied to the probability of extinction of species or populations (population viability analysis) due to chance or pollution, and to the likelihood that exotic species will become invasive. Increasingly, governments and the public have realized that it is critical to protect the health and well-being of ecological systems, both for their own value as well as for the ecological services that they provide for humans including safe drinking water, clean air, fertile land for agriculture, unpolluted waters for fisheries, erosion control and stabilization of coastal environments, and places for recreation and other aesthetic pursuits so important to people. Ecological risk has been linked to human health risks, changing human exposure to disease organisms. Risk assessment for genetically modified crops bridges human health and ecological concerns. Harmonization of ecological and human health risk assessment has been done on a few occasions (see below). Risk assessments are intended to provide objective information to inform public policy decisions. Their utility for individual risk is variable. Risk assessments are used in other walks of life from bridge construction to finance to medical errors, and more recently to terrorism. Risk assessment is primarily a scientific endeavor, while risk management refers to those actions taken by society to ameliorate risks. Risk management takes into account human values and fiscal concerns and determines what risk assessments need to be done and how they are to be used, but the methods and outcomes of risk assessment should not be biased by these concerns. Risk management may involve policy decisions that set particular standards for contaminants in air, water, soil, or food, or they may reflect particular decisions on whether and how much to remediate a hazardous waste site.

There is ongoing controversy as to whether risk assessment can remain value-free or whether that is an illusion. In 1983, the modern environmental risk assessment approach was codified by the National Research Council’s "red book" on Risk Assessment in the Federal Government, which laid out a four-step approach: hazard identification, dose-response assessment, exposure assessment, and risk characterization. It emphasized that risk assessment was value free and suggested the existence of a firewall between risk assessment and risk management. Over the ensuing decade it became apparent that divorcing risk assessment from risk management was seldom possible, and the Presidential/Congressional Commission on Risk Assessment and Risk Management (PCCRARM) completely reversed the separation approach by declaring that risk assessment was an integral component of risk management and that values influenced what risks were assessed, how they were assessed, and how the results were used (Fig. 21-1). Even more radically, PCCRARM placed stakeholders in the center of the entire process, suggesting that they become involved in setting the context for risk assessment, participating in decisions about what questions should be answered and the methodologies employed, and contributing to the interpretation and subsequent risk management decisions. Stakeholders included all persons and agencies with an interest, broadly interpreted, in the outcome. PCCRARM also defined risk management broadly as "the process of identifying, evaluating, selecting, and implementing actions to reduce risk to human health and to ecosystems. The goal of risk management is scientifically sound, cost-effective, integrated actions that reduce or prevent risks while taking into account social, cultural, ethical, political, and legal considerations." No more comprehensive definition has been proposed.

Protecting human health does not necessarily protect ecosystems and their component communities and organisms from harm. Humans may be less or more susceptible to certain chemicals than either wild or experimental animals. Also, the process of remediating contaminated soil may seriously disrupt fragile ecosystems, while conversely, the establishment of new wetland ecosystems is being used for wastewater treatment to prevent environmental contamination. Risk assessment involves target populations, either real or hypothetical, and the question of how much increased risk will occur if a group of people or a natural ecosystem is exposed to a certain amount of a hazardous substance or condition over a certain period of time. Major descriptions of the risk assessment process and its role in policy have been published (see General References), and various refinements are added to take into account the great uncertainties attached to risk estimation.

Although risk assessment can provide probabilities with great apparent precision, they are accompanied by such broad uncertainties that utility is often compromised. Since risk assessment is imperfect, or often gives results that are unpopular, there have been many attempts to refine it. Most of these have focused on reducing the worst
case assumptions, replacing conservative default values with “realistic” values, which in some cases may make things seem less risky. Only a few of these innovations can be dealt with here.

The U.S. National Academy of Science’s National Research Council has several committees investigating various aspects of risk assessment to enhance its scientific quality and its effectiveness in informing public policy on the environment and health. Several important volumes have been published including the Committee on Risk Assessment Methodology’s volume on Issues in Risk Assessment and the Committee on Risk Characterization’s Understanding Risk, the latter focusing specifically on the transfer of risk information to policy.

**APPLICATIONS OF RISK ASSESSMENT**

There is a rapidly growing literature on specific applications of risk assessment. The social implications of the risk assessment process have been discussed by many authors including Lowrance, Imperato and Mitchell, and Jasanoff. Particularly since 2001, in the aftermath of 9/11, risk assessment has been applied to terroristic events and the consequences of biological, chemical, or radiological attacks. Risk assessment was developed primarily by regulatory agencies to provide a rationale for setting enforceable standards for toxic chemicals in air, water, food, soils, consumer products, and wastes, including cleanup of hazardous waste sites, and determining “how clean is clean.” It is now used to set priorities, to compare risks, to identify research needs, and to generate information for cost-benefit analysis. Determining priorities for action is the first step in policy making. Comparative risk assessment is part of prioritization, but it has also become mandated by the 1990 amendments to the Clean Air Act, which direct the EPA to allow a regulated industry to “trade” among various risks as an alternative to reducing the risks of one chemical.

**Veterinary Applications**

The policy implications of veterinary risk assessment can be as far reaching as for human health, and this extends to wildlife zoonoses as well. One part of the growing world trade movement is the Agreement on the Application of Sanitary and Phytosanitary Measures to reduce importation of plant and animal pests and diseases. In this context, risk assessment is required mainly for risks to human consumers of the plants and animals, but it has also been applied to animal health. It is not clear how risk assessment was used in dealing with avian flu in Asia and by whom and how the decision to kill millions of domestic fowl was made. However, although foot and mouth disease resulted in Britain slaughtering thousands of cattle, formal risk assessment was applied to noninfected potential candidates, allowing a more restrictive cull. Risk assessment has been applied to several other major livestock diseases, including bovine spongiform encephalopathy, parasite movements, West Nile virus, and mosquito-borne bluetongue disease of livestock. It has been used to assess a gill disease in salmon farming and the likelihood of rabies entering Britain with pets. It is also applied to the environmental contamination by veterinary chemicals excreted by livestock and pets, which can be studied using the ecological risk paradigm of mesocosms.

**Terrorism and Preparedness**

Since 2001, the United States has focused heavily on all aspects of terrorism and preparedness for both natural, nonnatural (industrial, transportation), and deliberate (terrorism) disasters, and risk assessment has been used in several ways including estimating the likelihood and magnitude of terrorist events, the design and vulnerability of infrastructure, food supply, drinking water, consequences of infectious disease outbreak, and industrial chemical hazards. Since absolute protection (detection, interdiction) is presumably not possible and even subabsolute protection is prohibitively expensive, risk assessments offer the opportunity of identifying priorities for investing limited resources in prevention or consequence reduction, for example, in protecting critical infrastructure.

National security and preparedness policy, including detainment versus human rights, vaccination versus individual liberty, and redundancy versus cost-containment, can benefit from risk management/risk assessment appraisal. More specific applications include the risk of sheltering in place versus fleeing and information and data system integrity.

**Military Applications**

The French mathematician, Poisson, was a progenitor of risk assessment, who developed the distribution that bears his name, for estimating rare events. This was first applied to the probability of Prussian army soldier injuries from being kicked by horses. Broader considerations of risk in military strategy and tactics are not considered here. Risk assessment has been applied to excess injury rates among occupying forces and former international peacekeepers, to risks from forced anthrax vaccination, to psychiatric hospitalization, as well as how to monitor troops for exposure to chemicals. Despite a long history of mysterious syndromes associated with troops in battle, the failure to predict the physical and/or psychological risks and consequences of exposures to Agent Orange, oil well fires, prophylactic drugs, and other exposures, are reflected in the problems reported by veterans of the Vietnam and Gulf Wars.

**Future Land Use of Contaminated Sites**

Economic and demographic factors constantly change land-use priorities dictating the reuse and redevelopment of former industrial and agricultural sites, many of which are highly contaminated. Risk assessment needs to be closely linked with future land-use decisions. In the aftermath of the Cold War, The Department of Energy’s widespread
legacy of radioactive and chemical waste on its nuclear weapons complex represents the largest reuse challenge. Cleanup decisions and goals are linked to future land use, requiring assessment of (1) ecological versus human health, (2) worker versus public health, (3) among competing contaminated areas, in order to prioritize remediation and use limited remediation dollars cost-effectively. Stakeholders who would potentially use or be affected by remediation and land use, are concerned about environmental health risks, even more than property value risks. Groundwater contamination may limit redevelopment more than soil contamination. An iterative balancing of future land-use options with their associated risk scenarios and implications is still in its infancy.

Energy and Transportation
The increasing recognition of a crisis in energy, reliance on fossil fuel impacted by international markets, offers a fertile area for risk assessment and risk-risk balancing. Nuclear energy suffered setbacks in the United States, and no new nuclear plants have been built in a generation, yet limited, costly, and polluting fossil fuel, may increase the attractiveness of nuclear energy in the future—particularly after past disasters are forgotten. Despite intense efforts at risk communication, the nuclear industry seems no closer to gaining public acceptance in the United States than a generation ago, sharing many of the features of genetically modified organisms. Balancing the hazards of handling, transporting, and storing nuclear waste against the various social, economic, and health consequences of other fuels is important. Both nuclear accidents and nuclear wastes are problematic, and the future of Yucca Mountain as a permanent waste repository, has engendered repeated risk investigations involving radiation, engineering, and geology. A Monte Carlo analysis allowed estimate of peak-of-the-mean exposure for a 10,000-year compliance period, but there is also the requirement of a million-year security for the repository, and such assurance seems unachievable. Likewise, increased use of compressed natural gas instead of gasoline or diesel for public buses imposes an increased risk of explosion and increased fatality rate from those rare events.

► BALANCING RISKS AND COSTS
There are several ways of applying environmental risk assessment in making policy decisions. One can estimate risks associated with a variety of hazards (for example, different hazardous waste sites) and use them to prioritize remediation, starting first with those sites that pose the greatest risk to the greatest number. One can compare an estimated risk with a level of so-called acceptable risk (see below) and decide whether or not to take an action. One can treat the reduction of risk as a benefit and perform a cost-benefit analysis for any proposed solution, recognizing that benefit in terms of lives, health, or environmental quality is not easily compared with monetary costs. In another mode, one can contrast the risks from two or more alternative decisions (e.g., to clean up or not to clean up or to ban or not to ban) and may choose the path with the lowest risk. This is called risk-risk balancing.

Remediation workers at hazardous waste sites do face risks beyond those related to the chemical, biological, or radiological hazards themselves, and worker risk is sometimes used to balance the risk reduction of costly cleanups. Such risk balancing usually fails to acknowledge that the same workers would face risks at other jobs if a particular remediation project is abandoned. Risk assessment is or can be used in applications for siting permits for hazardous facilities such as nuclear plants, liquified natural gas depots, municipal solid waste incinerators, and hazardous waste sites. Because of the wide confidence limits among many risk estimates (uncertainty) and the controversies over how to do risk assessments, many management applications of risk analyses may be premature. Nonetheless, risk analysis has played an important role in many governmental decisions, such as management of dioxin-contaminated soil and the setting of safe drinking water standards.

The dangers of allowing risk management to intrude on risk assessment are highlighted by the Office of Management and Budget’s (OMB) attack on the Occupational Safety and Health Administration’s risk-based cadmium standard. Not only did OMB display “a fundamental lack of understanding” about risk assessment, but it used a flawed approach to try to second-guess the risk assessment.

Balancing Benefits and Risks of Fish Consumption
There is an extensive literature on the benefits of eating fish both for children and adults. The benefits accrue from the low fat, nutritional protein, from the omega-3 fatty acids (PUFAs), and probably from the avoidance of less healthy food choices. Various agencies have estimated the distribution of food consumption in different populations, and have used average consumption (downwardly biased by non-eaters and seldom-eaters), in determining the safety of eating fish. The contaminants in fish are mainly methylmercury and PCBs, and there are two populations who incur these risks: those few adults who eat a lot of fish and a vulnerable subgroup including pregnant women and young children who may be at risk even from moderate consumption. Among the high-end fish eaters are nutritionally conscious people who abjure red meat, recreational anglers, and subsistence fishermen. The EPA uses 19 kg/year as the average fish consumption for the general population (including those who eat no fish) and 55 kg/year as the subsistence consumption level. However, many fishermen interviewed along the Savannah River in South Carolina reported exceeding 55 kg/year, some even exceeding 100 kg of fish in a year. A patient who reported eating an average of about 18 meals of fish per week estimated her annual consumption at over 250 kg/year, with a preference for Swordfish and Tuna, enough to make her symptomatic from mercury. Pregnant women, on the other hand, are advised to avoid certain fish entirely and to eat less than 12 oz (340 g) per week of other fish. At that rate, consuming fish averaging 0.2 ppm mercury (wet weight), a 60 kg female would exceed the EPA reference dose of 0.1 ug/kg/day.

Most published studies have been of contaminants in recreationally caught fish, while most people obtain their fish from commercial sources. Dioxins and PCBs accumulate in fish and are higher in farm-raised Atlantic salmon from Europe than in the same salmon farmed in South America or than wild-caught Pacific Salmon; even average-frequency consumers would elevate dioxin intake into the health risk range. Hence it is necessary to provide good guidance on fish that are low in contaminants. Further research on both the dose-response curves for benefits and the harm curves from MeHg and organochlorines will produce a composite benefit-risk by dose curve that can make risk communication more accurate and more meaningful. Moreover, the FDA advisory includes the reassurance: “There is no harm in eating more than 12 ounces of fish in 1 week as long as you don’t do it on a regular basis.” and “Just make sure you average 12 ounces of fish a week.” Both of these statements are unsupported and misleading. Fish remain a healthful and important source of nutrition, but wise choices of which and how much to consume are essential.

Environmental Equity
Although it has long been known that the most hazardous workplace or community exposures are not uniformly distributed, and that persons in lower socioeconomic groups are most likely to encounter such hazards in their work or home, only since 1990 when Bullard’s book Dumping in Dixie appeared, has attention focused on “environmental justice” or “equity.” This inequity is not universal, for depending on the economic history of a community or country, industrialization can mean prosperity as well as hazard.

► ACCEPTABLE RISK
One common goal of environmental risk assessment is to identify whether a particular exposure scenario or environmental level of an agent is “acceptable” or whether a target population can continue to
be exposed to a current level without unacceptably high consequences. This requires society to identify levels of harm that it considers “acceptable” and to recognize that what may seem acceptable to a risk manager or regulator may not seem “acceptable” to a target population. What constitutes unacceptably high risk to one person (e.g., sky diving) may be a provocative challenge to another. The risk estimate can be used to establish an appropriate regulatory approach or policy that will protect the public from greater exposure.26

The process of establishing “acceptable” risk is a human values and social decision, not a scientific one. For cancer, it has become traditional to state that an exposure to a hazard is acceptable if it does not cause an elevation in the lifetime death rate of cancer greater than one in a million exposed people. If we accept for sake of argument that approximately 20% of people die of cancer, a 1 in a million or 10−6 elevation of risk means that instead of 200,000 out of a million people dying of cancer, the level will be 200,001. Clearly, this immeasurably small elevation of risk cannot be identified by any current or projected epidemiologic methods. Nor is it easy to communicate such an infinitesimally small increment. By contrast, regulations regarding occupational exposures or natural hazards (i.e., radon) tolerate a much higher risk (on the order of 10−4), but this too is immeasurably small, particularly compared to the risks faced by asbestos workers, more than 30% of whom eventually died of an asbestos-related cancer27 or by chromate workers for whom a lifetime lung cancer risk may exceed 1 in 10.28 Most epidemiologists are content if they can identify a 50% increase in risk, whereas 1 in 10,000 translates into 0.01% increased risk. Nonetheless, these “acceptable” levels play an important role in risk management. Recognizing that the 1 in a million may be more theoretical than practical, one increasingly sees agencies using a 1 in 100,000 or even 1 in 10,000 risk for nonoccupational exposures.

Before one determines whether a risk is acceptable or not, it is necessary to define an endpoint. Table 21-1 provides a spectrum of endpoints ranging from those like early death from cancer to emotional disturbances. There is a tendency to treat the first entries as the most consequential, and indeed risk assessment has been preoccupied with cancer. Yet some people are disabled by their emotional reactions to hazardous exposures. Society must determine how safe it wants to be and how much it is prepared to sacrifice for that level of security.

Unfortunately, the persons who most often decide whether or not to invest in environmental safety are usually not those most at risk. Although the Environmental Protection Agency (EPA) sets a risk level 10−6 excess cancer deaths as the cutoff between acceptable and unacceptable, some persons argue that this is an unrealistically small level since most of the risks that most people willingly face (e.g., driving an automobile) are much higher. Indeed, the cancer risk of living in a home with 4 picocuries of radon per cubic meter has been estimated on the order of between 1 in 100 and 1 in 1000 excess cancers, but even in the radon belt, many people choose not to test their homes or remediate the elevated level.29 Courts have become involved in the risk debate, at least insofar as it involves interpreting biomedical evidence.30

Once a risk estimate has been calculated, it becomes a major challenge to communicate the risk to responsible officials, the media, and potentially at-risk individuals, for the manner in which individuals perceive risk often bears little resemblance to the actual magnitude of their risk.31

As Low as Reasonably Achievable (ALARA)

When risk cannot reasonably be reduced to what is deemed an acceptable level, regulation employs the ALARA (As Low as Reasonably Achievable) or in the United Kingdom ALARP (As Low as Reasonably Practical) approach, while control of emissions may require the BACT (Best Available Control Technology). These have the advantage of being performance rather than specification standards.

ENVIRONMENTAL RISK ASSESSMENT PARADIGM FOR CARCINOGENS

The basic four-step approach to environmental risk assessment for carcinogens as outlined below was codified by the National Research Council in 1983.32 In the late 1970s, there was heavy emphasis on improving dose-response information; by the early 1980s the research emphasis had shifted to improving understanding of the appropriate mathematical models for low-dose extrapolation. By the late 1980s, it was realized that the exposure assessment phase required much research attention. In the 1990s, attention focused on understanding the mechanisms by which agents produce disease and modifying the generic risk assessment process accordingly.33 In the late 1990s, susceptibility emerged as a major concern for risk assessors. By 2000, emphasis had again shifted to understanding the magnitude and impact of uncertainty, how it should be analyzed and communicated.34 And risk has come full circle with increasing discussion of improving the hazard assessment and selecting appropriate mathematical models for low-dose extrapolation35 and for estimating uncertainty.36

Establishing the guidelines for carcinogen risk assessment has been a painstaking process as indicated in the following table. The EPA Guidance finally released in March 2005 began wending its way through the federal bureaucracy in 1976.

**Hazard Identification**

The first step is to define the hazard and establish the endpoint that will be used in the risk assessment (Table 21-2). This means identifying a toxic substance or mixture and naming one or more endpoints (e.g., lung cancer, neurotoxicity) which are of concern. For a hazardous waste site, it begins with a list of the chemicals (usually from the list of 129 priority pollutants) that have been identified in the soil. One or a few chemicals are then selected based on their quantity, mobility, coherence with health reports, or actual exposure measurements.

**Dose-Response Assessment**

This usually involves extensive review of the toxicological and/or epidemiologic literature to ascertain whether dose-response curves can be constructed for the endpoints of concern or whether specific thresholds have been determined. Unfortunately, for many compounds the only dose-response data are from old studies that used dosing levels appropriate for determining an LD-50, but not appropriate for low-dose extrapolation. Almost inevitably, one must rely on extrapolation to a lower dose.

**Exposure Assessment**

Estimating exposure to the target population is essential.37 This requires measurements or models of contaminants from sources,
starting at the smallest dose above zero (i.e., no threshold), with the slope of the line determined from the available studies. It assumes no threshold and is basically drawn from our understanding of radiation and cancer. Multistage models take into account our understanding of chemical carcinogenesis as a process involving initiation and promotion.\(^9\) Crump\(^8\) proposed a linearized multistage model, now widely used. This is contrasted with the linear no-threshold (LNT) model,\(^8\) the Armitage-Doll multistage model, and more recently the Moolgavkar-Vernon-Knudsen model, which emphasizes mutational events\(^9\) involved in initiation rather than in promotion. The LNT model derived from radiation carcinogenesis has been considered controversial, particularly when applied to chemical carcinogenesis. Recently (June 2005), the U.S. National Academy of Sciences Committee on the Biological Effects of Ionizing Radiation, has issued its BEIR VII report,\(^9\) reaffirming that the LNT model is the correct model to use for radiation and cancer. Since most toxicological studies and occupational epidemiology cohorts have been dosed or exposed to levels far above those encountered by the general public, it is necessary to extrapolate from these high doses to presumed effects at low doses, using one of the above models. The Carcinogen Assessment Group of the EPA has prepared cancer potency estimates referred to as slope factors (also labeled $q\times$ values) for a number of common carcinogens using the linearized multistage model which is currently considered the most generally applicable extrapolation approach for chemical carcinogens.\(^8\) These estimates the number of excess cancers associated with a unit increase in dose. These and other valuable data are available in EPA’s IRIS database (http://www.epa.gov/irisweb/iris/index.html).

Other models such as dose-distribution models give higher estimates of dose and are considered less protective of the public health, although future research may validate their use for some substances. It is likely that where several models give similar estimates of risk for a substance and one model gives a very divergent estimate of risk, one can safely rely on the evidence of the concordant estimates.

### CARCINOGEN CLASSIFICATIONS

The International Agency for Research in Cancer has a five-tier system for classifying chemicals on the basis of human cancer, and the EPA system is analogous (Table 21-3).

**Group 1.** Known human carcinogen: adequate evidence in humans

**Group 2A.** Probable human carcinogen: limited evidence in humans but sufficient evidence in animals

**Group 2B.** Possible human carcinogen: limited evidence in humans and less than sufficient in animals

**Group 3.** Not classifiable: this category is used most commonly for agents, mixtures, and exposure circumstances for which the evidence of carcinogenicity is inadequate in humans and inadequate or limited in experimental animals.

**Group 4.** Probably not carcinogenic in humans. Evidence suggests not a carcinogen in either humans or animals.

The EPA uses the similar categories but they are labeled A, B1, B2, C, D, E (Table 21-3).

### Interspecies Extrapolations

One of the controversial aspects of risk management is the utility of risk assessments based on animal toxicology without supporting human epidemiology. The evolutionary relatedness among animals, their common derivation, and the high degree of homology among protein structures provides the basis for the principle of animal extrapolation to humans. It is important to realize, however, that such basic phenomena as the presence of enzymes and consequent metabolism vary not only among species, but among strains of a species.
between sexes, and over the course of the lifespan.98 The response of experimental animals (or of human subjects) may vary with many factors. In some cases the fact that a toxic substance produces the same effect (e.g., bladder cancer or leukemia) in several species of animals makes one confident that interspecies extrapolation is valid. For a carcinogen that produces cancer in many species, but in each case involving a different organ system, extrapolation is more uncertain. Finally, a substance may be a carcinogen in one species, but not in another. Almost all known human carcinogens are also known animal carcinogens, and it is prudent to assume that animal carcinogens, particularly those that cause cancer in both sexes and more than one species, are probable human carcinogens as well.

Where data are available to estimate cancer potency for a single chemical from both animal studies and human epidemiologic studies, there is a high correlation validating the use of animal toxicological data. The basic problem is that one does not know a priori whether the human is more or less susceptible to the agent than the experimental animal used in a study. Incorporating a safety factor of 10 assumes that humans are no more than 10-times more sensitive. However, humans are just as likely to be less sensitive than more sensitive, and in many cases the sensitivity is not known. Thus in the case of 2, 3, 7, 8-TCDD (dioxin), guinea pigs are about 1000 times more sensitive than rats while it is not clear whether humans are closer to guinea pigs or to rats.

**Interpreting the Model**

To minimize animal pain and stress, the quest of alternatives to animal models valid for risk assessment is a priority of the National Toxicology Program. Before selecting a model, one establishes a level of acceptable risk. This enables one to ask, what dose of chemical would increase the cancer risk by one case in a million. The mathematical model allows one to extrapolate downward until one reaches that very low dose associated with one in a million excess risk.

If one uses the LNT model, this dose will be much lower than if one uses the probit model. Environmentalists seeking to prevent any unnecessary exposure to carcinogens will tend to favor the model giving the lowest allowable dose, while an industrialist responsible for controlling exposures in and around his or her factory will feel more comfortable if the less conservative probit model is used, thus relaxing his or her burden somewhat. Unfortunately, much of the debate over which model to use has focused on the political and economic consequences of the choice rather than on the scientific basis. This is perhaps inevitable since there has been only slow progress toward determining the biological basis for model selection for specific chemicals. Understanding the mechanisms by which toxic substances produce their effects at the molecular and cellular level can help clarify the risk approach.

In addition to estimating a critical dose, one can calculate the 95% confidence limits around an estimate. To ensure protectiveness of public health, one reports the upper 95% confidence limit as the “upper bound” of the risk estimate. In addition, one can establish a science-policy decision of using a no-threshold model in cancer risk assessment.99 In other countries, a no-threshold model is used for genotoxic carcinogens, but not necessarily for other carcinogens such as promoters.99

Thus the compromise solution is the linearized multistage model.92 This takes into account the two-stage process of carcinogenesis, recognizing that a single hit may not be sufficient to cause a cancer. The dose estimated by the linearized multistage model is intermediate between the doses generated by the other two models. The EPA has also selected a “one-in-a-million excess risk,” often indicated as a 10^-6 excess risk, as the point at which it will make decisions to regulate exposures.

**Modeling Endpoints Other than Cancer**

There are attempts to harmonize risk assessment for noncancer and cancer endpoints.100 Although the method described under Risk Assessment for Noncancer Endpoints is still prevalent, there are attempts to bring dose-response extrapolation to bear on other endpoints. A model for developmental toxicology incorporates many parameters to estimate cell kinetic rates, and the population of cells with normal and abnormal kinetics, from which developmental abnormalities can be inferred.100

<table>
<thead>
<tr>
<th>Classification</th>
<th>Evidence in Humans</th>
<th>Evidence in Animals</th>
<th>IARC Group</th>
<th>EPA Group</th>
</tr>
</thead>
<tbody>
<tr>
<td>Known human carcinogen</td>
<td>Adequate epidemiologic evidence in humans</td>
<td>Sufficient</td>
<td>1</td>
<td>A</td>
</tr>
<tr>
<td>Probable human carcinogen</td>
<td>Limited evidence</td>
<td>Limited</td>
<td>2A</td>
<td>B1</td>
</tr>
<tr>
<td>Possible human carcinogen</td>
<td>Inadequate</td>
<td>Sufficient</td>
<td>2B</td>
<td>B2</td>
</tr>
<tr>
<td>Not classifiable, probably not a</td>
<td>Substantial evidence</td>
<td>Inadequate or limited evidence in at least two species</td>
<td>3</td>
<td>C</td>
</tr>
</tbody>
</table>

**TABLE 21-3. COMPARISON OF THE IARC AND EPA CARCINOGEN CLASSIFICATIONS**

**RISK ASSESSMENT FOR NONCANCER ENDPOINTS**

Risk analyses for noncancer endpoints use a variety of approaches usually based on the highest dose known to produce no effect (no observed adverse effect level [NOAEL]) or if only the control dose had no effect, the lowest dose known to produce an adverse effect (lowest observed adverse effect level [LOAEL]) can be used.101 Ideally, one would use data from epidemiologic studies including the most sensitive human subpopulations, where there has been a lifetime of adequate exposure by appropriate routes as well as a lifetime of follow-up (to ensure that events with long latency are not missed). In such a study, the exposure would be documented for all subjects for all years, and any outcome would be correctly diagnosed and recorded. These conditions are never met. One must rely either on incomplete epidemiologic studies or on animal studies. Since most published animal studies were not designed for risk assessment, one must be cautious in interpreting them, and new studies with more appropriate design would be helpful. Studies with very short-term exposure or with short-term follow-up are usually not incorporated in risk assessments.

Several terms need to be understood.

**Benchmark Dose.** An alternative to relying on a NOAEL, the benchmark dose is the lower confidence limit on a dose which produces an effect in some percent of test animals (usually set at 1, 5, or 10%). It is derived from modeling. It is usually less conservative (less protective), and is linked to an assumption that a certain percent of
illness (up to 10% of the population) is tolerable. Estimates of benchmark doses need to account for exposure uncertainty.\textsuperscript{102}

**Conservative.** When applied to models or standards, more conservative equates to more protective. This has no relation to and is often opposite to the political meaning of conservative.

**NOEL and NOAEL.** In toxicological studies, these are the no observable effect level and no observed adverse effect level, respectively. The NOAEL is the dose at which there was no biological or statistically significant adverse effect. Often there may be measurable effects that are not known to have adverse consequences (hence the term NOEL). It is sensitive to the doses chosen for the study.

**LOAEL.** Lowest observed adverse effect level. In some studies, even the lowest dose induced a significant adverse effect. Rather than throw out such studies, use these data, but treat the LOAEL differently from a NOAEL, incorporating a 10X uncertainty factor. Since most toxicological data used in risk assessment were not collected with risk assessment in mind, one is often confronted with LOAELs rather than NOAELs.

**Reference Dose (RfD), or Acceptable Daily Intake (ADI).** The RfD is established by the Environmental Protection Agency based on risk assessments for noncancer and nongenetic endpoints.\textsuperscript{105} This is a daily dose expressed usually in μg/kg/day that one could be exposed to every day (usually for a 50-year lifetime) without experiencing any adverse effect.

**Safety Factor (SF), or Uncertainty Factor (UF).** A margin of safety (often arbitrary) introduced into the regulatory process to account for uncertainties in the biomedical database. Since they do not necessarily ensure safety, most authors prefer to label them uncertainty factors. Various UF's are used to calculate an RfD from an NOAEL or LOAEL. The most common default values for these are:

- To use animal data to protect humans,\textsuperscript{38,104} UF 10
- To protect the most sensitive human individuals, UF 10
- To calculate a chronic or lifetime RfD from a study using only a subacute or acute exposure, UF 10
- If the RfD is based on a LOAEL rather than an NOAEL, UF 10

Although the choice of these values of 10 may be arbitrary, subsequent data analyses have tended to support their utility.\textsuperscript{106} However, if all four conditions hold, then the combined UF equals 10,000, resulting in an RfD that is four orders of magnitude lower than the LOAEL. Some authors believe that this is overly and unreasonably protective and have countered with lower default values or none at all. In some cases, substance-specific research may point to a different safety factor.

**Making the Calculations**

In using these levels, one selects the highest NOAEL or the lowest LOAEL for a nontrivial endpoint reported in the literature as the starting point for calculations. One also makes certain assumptions about exposure. The standard human target is the 70-kg adult male. However, if susceptible subpopulations include children, females, or ethnic groups, a more appropriate body mass should be chosen. Exposure is assumed to occur over a 50- or 70-year life span, but in many cases involving childhood exposure, a different critical period is selected. The acceptable daily intake, or reference dose, is calculated by dividing the NOAEL by a denominator comprising all applicable uncertainty factors multiplied together.\textsuperscript{109}

**Physiologically Based, Pharmacokinetic Models (PBPK)**

The above methodology has been criticized as being overconservative, introducing too many arbitrary UF's. Since the value of “10” is a default value, critics seek more “realistic” estimates.\textsuperscript{108} The use of benchmark doses divided by uncertainty factors derived from geometric standard deviations has been proposed as less overconservative.\textsuperscript{106} The use of pharmacokinetic models may offer a way of avoiding reliance on the default values.\textsuperscript{107} For example, using the concentration of tetrachloroethylene in the air in a shower, a PBPK can predict the concentration delivered to the brain after both inhalation and dermal exposure.

Instead of relying on an RfD (daily intake), one can calculate a reference target tissue level (RTTL).\textsuperscript{106} Research is underway on using PBPK approaches to convert external measurements (concentrations in air) to dose to target.\textsuperscript{109} The utility and believability of PBPK will be enhanced through independent evaluation of the assumptions, the input distributions, and parameters used.\textsuperscript{109,110}

**Receptor Kinetics and Gene Expression**

Recent advances in molecular and cell biology point to the role of receptor-mediated gene expression in cells as part of toxicological responses. Xenobiotics may bind to (or inhibit) receptors intended for naturally occurring mechanisms. Increasing knowledge of these mechanisms and modeling will improve understanding of the shape of the dose-response curve.\textsuperscript{111} Xenobiotics can influence gene expression, upregulating or downregulating messengers or receptors, and can act on cell cycles, messenger cascades, DNA repair and each mechanism has different implications for risk assessment. The utility of toxicogenomics in risk assessment will likely focus on understanding susceptibility and toxic mechanisms.\textsuperscript{112}

**RADIATION RISK ASSESSMENT**

Radiation risks must be interpreted against a background of omnipresent radiation level from cosmic, terrestrial, and internal sources. Typical radiation exposure ranges from about 100 mrem to 500 mrem/year, depending largely on altitude, and standards are based on levels over this background, even though there is a substantial cancer burden attributable to background, and the recent reaffirmation that radiation cancer-risk follows a linear no-threshold model (BEIR VII, 2005).\textsuperscript{115} Although radiation can be measured with precision, its impact is often difficult to assess. For example, the attributable risk of thyroid cancer to Chernobyl fallout could not be estimated until the background thyroid rate was known, and this estimate remains elusive.\textsuperscript{113}

**BIOLOGICAL AGENT RISK ASSESSMENT**

Although risk assessment has developed mainly in the realm of chemicals and toxicology, biologic agents lend themselves to risk assessment. Arthropod-borne disease represents life cycles in host animals, insect vectors, and human patients. There are probabilities associated with each life-cycle transition—for example, the probability that an infected mosquito will bite a person, the probability of a high virus titer in its saliva, the probability of an infectious dose being delivered. Similarly, the efficacy of various barriers in blocking exposure, for example, behavior and insect repellents, or the effectiveness of UV light and respiratory protection against tuberculosis transmission can be analyzed. Risk assessment has long been an integral part of food safety and drinking water quality, and is used in evaluating agricultural practices.\textsuperscript{114}

**INFORMATION USED IN RISK CHARACTERIZATION**

Epidemiology and experimental toxicology provide information for risk assessment. Epidemiological studies concern the appropriate species, humans, but they are often limited by uncertainties as to exposure and lack of power to detect small increases in risk. It is difficult to detect with statistical confidence an increase in risk (incidence of disease or death) unless it exceeds by more than 100% that which occurs in a reference or control group, and the use of methods such as meta-analysis to increase power is often necessary. Meta-analysis, though controversial, is proving a valuable tool in interpreting epidemiologic studies and makes use of the fundamental scientific process of building confidence from replicating studies. Moreover, epidemiologic studies often lack power, and insisting on a .05 level of significance introduces a strong bias against finding associations between exposure and outcome. These conservative features...
argue for the precautionary principle. Goldstein and Carruth point to the emerging role of the precautionary approach in World Trade Organization policies, where risk assessment is already entrenched, and question the assertion that precaution is the antithesis of risk. Rather precaution is part of a spectrum to be invoked when uncertainty is high and adverse consequences large.

Toxicological studies have the advantage usually in terms of accuracy of exposure and dose measurements, but in many cases there are uncertainties on converting animal doses to human exposures, and sometimes it is hard to define the relevance of an observed effect for predicting human disease or disability.

**Dose-Duration and Risk**

Typically risk assessment focuses on lifetime exposure and lifetime risk, and in many cases assumes that exposure occurs at a more or less constant daily level over a period of years or even a 50- or 70-year lifetime. Radiation risk assessments are more likely to apportion risk over time, recognizing that childhood exposure has different impacts from adult exposure, but even the radiation dose-distribution is used qualitatively. The relationship between duration and dose is complicated, and largely unstudied. A person with a bottle of 30 tablets who takes one each day would have a different experience than if all 30 tablets were consumed at one sitting. Peak doses may exceed thresholds which are never reached by small daily doses, even over a long time period. On the other hand, repeated doses may produce other diseases which do not occur in those that survive an acute dose. More data on dose-duration is a major research need. At the same time, age is a major variable influencing susceptibility and response, and particularly during development and childhood there are critical windows during which exposure may exert an effect that does not occur earlier or later in life.

**The Maximally Tolerated Dose**

Critics of risk assessment point to the reliance on worst-case approaches such as the maximally tolerated dose (MTD) used in laboratory studies as leading inevitably to overestimates of risk. The MTD is the highest dose “that does not alter the animals’ longevity or well-being” from unrelated effects. The National Research Council’s Committee on Risk Assessment Methodology (CRAM) concluded that the MTD is useful mainly for qualitatively identifying carcinogens and was not intended to be the only data used for quantitatively estimating risk.

**Extreme Value Theorem**

Risk assessments are regularly used to estimate low-probability/high-consequence events. Extreme value is a branch of statistics focusing on extreme deviations from the median of probability distributions. Although used mainly actuarially, it is useful for evaluating highly unusual events such as 100-year floods. The Netherlands has built its dikes just tall enough to retain a 10,000-year flood event, or to be breached only once in 100,000 years, recognizing that such events could occur next year. Extreme value approaches could be applied to estimate risks to the most highly sensitive (supersensitive) individuals, who may be much more than 10 times as susceptible as the median of the population.

**Uncertainty**

Uncertainty permeates the risk assessment process. Even when the mechanism by which an agent produces disease is well understood, uncertainty is introduced in the dose-response data from animal studies, the exposure assessment, and the risk estimation process. These uncertainties may be multiplicative, leading to orders of magnitude differences in estimate depending on the assumptions one uses. It is important to distinguish between uncertainty introduced by inadequate data or choice of methodology from the inherent variability among individuals. Thus in a population for which an average exposure assessment can be estimated, some will behave in a way that minimizes, while others maximize, their potential exposures. Similarly individuals vary in their susceptibility to different hazards. A variety of approaches is being suggested to reduce the uncertainty in risk assessments. Monte Carlo (randomization) simulations have been used to produce a distribution of estimates. However, formal uncertainty analysis is probably less important than efforts to reduce the uncertainties through toxicological and epidemiologic research enhanced by the increasing availability of biomarkers and through careful site-specific studies of exposure.

**Susceptibility**

The past decade has seen burgeoning interest in individual variability in susceptibility to hazardous agents (see Chap. 18-A). This variability can be genetic or acquired. Age, gender, and race influence susceptibility. Acquired variability may reflect overall health status, concurrent exposures, diet, and lifestyle. Major research breakthroughs are being made in understanding the contribution of genetic variability, particularly in the P-450 enzyme system on susceptibility. Most of this research focuses on the consequences of single-nucleotide polymorphisms, although the largest source of variance in susceptibility is due to polygenic interactions, pleiotropism, and epigenetic factors.

**Individual versus Collective Risk**

The process of risk assessment is concerned with collective risks facing a target population rather than an individual. Policy makers, likewise, are concerned with protecting groups from unacceptable exposures and risks. However, many decisions regarding risks are made at the individual level. And even when a group is exposed, its members try to interpret and respond to the risk as individuals. It seems reasonable to assume that, once a risk has been estimated for a group, any individual within that group will face the average risk. However, within a population the risk is distributed unevenly, depending on variation in exposure and susceptibility, such that any individual may have a risk much lower or higher than the estimate.

**Limitations of Risk Assessment**

Some of the limitations of risk assessment are inherent in the underlying toxicological and epidemiologic databases, the lack of adequate exposure data, or incomplete outcome ascertainment. Specific issues alluded to above include: (a) For the most part risk has been and will continue to be based on published animal research. However, until recently, toxicological research on animals was not designed with quantitative risk assessment in mind, hence the choice of doses and number of animals used may have been appropriate for descriptive purposes, but not for the low-dose extrapolations used in risk assessment. (b) Many of the endpoints of concern in humans have not been adequately studied in animal models. (c) The uncertainties inherent in extrapolating from animals to humans have engendered controversy. (d) Human epidemiologic studies of adequate power are usually too sparse to contribute to risk assessment, hence the continued necessity of relying on animal models. (e) Human exposure data are often inadequate. (f) In cancer-risk assessments, there are dramatic differences depending on which mathematical model is used. (g) Risk estimates based on collective exposure are not easily translated into individual risk. (h) The temporal aspects of dose, peak exposures, and duration are generally ignored in chemical risk assessment and only superficially considered in radiation risk assessment. (i) There is the continuing debate over what constitutes an acceptable risk level, which often overrides biomedical estimates of risk.

Although these concerns interfere with performance and application of risk assessments, the process has become increasingly robust, so that it does serve useful functions in ordering priorities, in comparing the risks of different solutions, and in providing some data for establishment of policy.

### RISK PERCEPTION

Some individuals engage in extremely risky behavior on a regular basis as part of their job and may receive hazardous duty pay in recognition
of this risk. Others engage in risks for recreational purposes or thrill. At the opposite pole of such risk-taking behavior are risk-averse individuals. One might predict that a risk-taking individual, such as a skydiver or a mercenary soldier, would willingly undertake other risks such as smoking, driving without a seat belt, tolerating radon in their homes, or living next to a hazardous waste dump, while risk-averse individuals take public transportation to a 9-to-5 job, wear a hard hat while walking near tall buildings, frequently check their homes for radon, have their car undergo frequent safety inspections, and shun all activities or exposures that enhance their risk of becoming ill or injured.

However, risk perception is not that simple, influenced by many factors other than knowledge of risks. Some individuals who willingly take great risks fear having their drinking water contaminated even at immeasurably low levels. A person may complain that they unceremoniously take great risks fear having their drinking water contaminated even at immeasurably low levels. A person may complain that they fearful of mold, yet continue to smoke. The fact that, in general, individuals tend to overestimate negligible risks and underestimate severe ones is a source of frustration to risk analysts and policy makers alike, and this has engendered the rapidly growing field of “risk perception research.”

Unfortunately, many efforts to understand risk perception and improve risk communication are aimed at marketing a particular viewpoint—that is, to convince people to accept a particular level of risk that is politically or economically expedient. Although not usually recognized, the field has its roots in the study of “marketing,” which emerged in the 1950s and 1960s to understand factors motivating human purchasing decisions. Although the risk perception literature rarely references its parent discipline, many common principles can be recognized. Nonetheless, important advances and generalizations have been developed.

Lowrance is credited with popularizing the understanding of risk perception and what constitutes acceptable risk. He described the series of “dichotomies,” originally proposed by Fischhoff, which influence human perception of risk. Some of these are shown in Table 21-4.

The goal of risk perception research is to understand how individuals appreciate risks, how they make their risk-taking and risk-avoiding decisions, and how to bring their understanding of specific risks into congruence with the actual levels of risk. This will reduce the anxiety levels where risk is overestimated and may influence behavior, preventing significant exposure where risk is underestimated. All too often, risk managers have the goal of reducing anxiety and encouraging people to accept exposures, particularly those that would be costly to mitigate. However, examples of the need to enhance awareness and response to underestimated exposures include convincing people to have their homes tested for radon and to have exposure mitigated if the radon level is high and educating people regarding the hazards of smoking tobacco.

Although people in different parts of the world and at different socioeconomic levels face different kinds of risks and make risk decisions driven by different factors, there are some universal features to risk perception. For example, Hinman et al. showed a remarkable concordance between United States and Japanese respondents regarding the things they dread (with nuclear accidents, radiation waste, and nuclear war at the high end for both countries); however, there was less concordance between countries in the knowledge about the 30 hazards tested.

Comparisons of lay public versus “experts” consistently reveal that the former views technology as more risky than the latter, apparently independent of the technology and risks. Among scientists, those in the life sciences and those in academia tend to perceive greater risks from nuclear waste than do physical scientists or those in industry or government. The latter are also more willing to impose risks on others. Not surprisingly, employees of a nuclear plant perceived a lower risk of accidents than did the general public.

Demographic factors influence perception in complex ways. In some studies more educated people who may have a better understanding of science and technology are more accepting of technological hazards, but the fact that people of lower socioeconomic status and education fear such developments relates in part to their perception that they personally are at greater risk. Perceived risks for any hazard correlates with one’s perception of personal risk from that hazard, but is tempered by any benefits from that hazard.

### Risk Communication

Like risk perception, there is a growing field of research surrounding the methods that can be used to impart risk information to the public as well as to individuals. Risk assessment and risk management are highly charged fields where politics and emotion mix freely with science, and ultimately whom you trust determines your views of risk. The landmark book Improving Dialogue with Communities: A Risk Communication Manual for Government identified the challenges that government officials face when bringing news (particularly unpleasant news) about a local environmental hazard to communities. Public utilities and corporations have also invested in improving their communication with their neighboring communities, both to comply with Superfund Amendment Reauthorization Act (SARA) title 3 and with community right-to-know laws in some states and to create channels of communication in case of an accident. Although this was true when written in 1996, many communities have apparently lost interest in SARA title 3 and the Local Area Planning Committees established under SARA have become inactive. Moreover, SARA was predicated on public access to information about hazards in the community, while the rising industrial secrecy engendered by homeland security fundamentally undermines the access of the public to hazard information.

#### Models of Risk Communication

In many circumstances, risk communication has been a one-way path between the “expert” and the “public” following a source-receiver model in which the recipient is passive and is expected to respond to the message in a predicted manner. Very frequently the anticipated response does not materialize. Two-way communication (sometimes called a convergence model) is necessary so that the receiver can inform the sender what parts of the problem are important, thereby shaping the message they receive. In communicating with non-English speakers, the primary focus is usually on correct translation, but we
found that direct classroom interaction was more effective than relying on a well-translated illustrated pamphlet in communicating about fish consumption to pregnant Latinas.140

**Risk Comparisons**

Risk assessors, not realizing that individuals must put risk into very personal contexts, often lament that the public reacts irrationally to risks. Risk comparison is an approach to communicating risk by contrasting unfamiliar risks with familiar ones. Common reference points include the risk of driving so many miles in a car, the radiation risk of a transcontinental air flight, and the lung cancer risk from smoking a pack of cigarettes per day. The implication is that a risk lower than these should be acceptable. Yet individuals may rationally accept the necessary (and predictable) risk of transcontinental flight, while shunning the perceived (and uncertain) risk of having a communication tower constructed in their community. The perception is colored by the personal gain and utility of the former and the lack of vested interest in the latter. Aesthetic considerations also color perceptions of risk. A nonsmoker may take the one-pack-a-day comparison as evidence of high and unacceptable risk. The concept of risk comparison thus often makes more sense to the communicator than to the communicatee. The dichotomies shown in Table 21-4 help us understand this apparent paradox.

**Temporal Characterization of Risk**

As an alternative to risk comparison, very low lifetime risks can be transformed into a time frame that may help some people grasp their significance. Thus one a one in 100,000 lifetime risk in a town of 2000 people translates into one death in 3500 years (50 x 70 year lifetimes).141

**Media Coverage of Risk**

One often gains the impression that newspaper and television coverage exaggerates the hazards of everyday life, with stories that bear little relationship to the actual magnitude of public health hazard.142 Nonetheless the media are an important source of hazard and risk information for many people, and the media therefore could play a crucial role in providing a balanced perspective on risk. Although many toxicologists shun journalists for fear of being misrepresented, there is a substantial basis for believing that environmental news coverage can be improved if a dialogue between toxicologists, risk assessors, and reporters can be developed.143

**Stakeholders and Citizens’ Advisory Boards (CABs)**

Various agencies, including large corporations and the Department of Energy, form advisory boards representing various types of stakeholders. These can voice concerns to which the company can respond proactively. CABs can focus attention on the risks that they view as significant and can identify acceptable alternatives or programs. At some factories they actually participate in fence-line monitoring programs. Their actual contribution to policy outcomes, however, is variable.144

Improving the involvement and usefulness of communities, particularly minority communities, in agency decisions, as well as a need to evaluate risk communication methodologies have been identified as high priorities for risk communication research.145

**ECOLOGICAL RISK ASSESSMENT**

Evaluating risk to ecological systems is far more complex than is human health risk assessment because of the complexities of ecosystems. Ecosystems include both the abiotic (soil, air, water) and biotic components, and the latter includes a wide range of species with different life spans (from minutes to hundreds of years), different life history strategies (some have few offspring, others lay millions of eggs), different life stages (e.g., egg, larvae, adult), and vastly different susceptibilities to stressors. It is for this reason that ecological risk assessment must be conducted with a particular objective in mind, with a particular range of species of concern. Moreover, where human health risk assessments lead to a probability of adverse harm, there is no comparable metric for ecological risk assessments.

The hazard identification phase of ecological risk assessment therefore requires input from public policy makers, risk managers and regulators, and the general public.1,146 All of these stakeholders must work in an iterative framework to provide the background, scope, and objectives for an ecological risk assessment. Most of the federal agencies involved in ecological risk assessment have acknowledged the importance of this initial phase and of including stakeholders. The inclusion of a range of managers, regulators, and interested and affected parties in the design and implementation of risk assessments has improved their usefulness.150-152 Moreover, because of the complexities within ecosystems, the endpoints or measures of risk must be carefully defined and selected. This is not a trivial aspect, and a range of endpoints is often used. In human risk assessments one has to worry about only one species; in ecological assessments the structure and function of the system as well as the survival of component species are of concern.

Selecting the target endpoint is challenging. Is it a particular ecosystem function such as productivity, or the amount of energy or matter channeled through the system, or is it a size of a component population? One critical difference between human and ecological risk assessment is that, whereas the health and well-being of each individual human is important, for ecological systems (except for endangered species) it is the population viability that is of concern.

There is still a lack of dose-response and exposure data for plants and animals in most ecosystems. Most estimates of exposures come from measuring the levels of chemicals in various tissues. There are few monitors available for wild animals, and these would be prohibitive for obtaining either large sample sizes or data on many different species. Replicating ecosystems on a scale suitable for research has required aquifer-level (microcosm) and pond-level (mesocosm) models,154-156 the latter still restricted to a few research stations. Technological advances in the development of tools, such as chemical-specific hazard quotients for risk characterization,148 species sensitivity distribution methods,154 and GIS155 have provided more quantification to the process.

A recent phase in ecological risk assessment is to focus on a large area scale, a so-called landscape approach.65-156 The problems that ecological systems face often can be examined only on a regional basis where the health and well-being of meta-populations can be assessed. In addition, researchers are trying to estimate the resiliency of ecosystems or the time required for them to recover from a disturbance or contamination.66,155 As with human health risk assessment, it is often challenging to determine whether a risk assessment has achieved its purpose since long-term studies are required to determine whether predictions have been borne out.

Most ecological risk assessments deal with only one chemical or a class of chemicals, such as the antifouling algacide imgral169 or metals,160 yet organisms in nature are exposed to several stressors or chemicals of concern. Further, exposure usually occurs for several organisms at a time.161 Consideration of a wider range of chemicals, and a wide range of organisms has led to attempts to protect most organisms, most of the time. In some cases, screening risk assessments and probabilistic risk models are used.162

Although human and ecological risk assessment often proceed independently for a given site, the selection of indicators that can be used to assess both human and ecological health has the greatest utility.163,164 This has led to development of methods to integrate a
framework for human health and the environment.\textsuperscript{147} This allows for the integrated assessment of all exposed species, rather than concentrating on only humans, and is more apt to lead to sustained effort and future biomonitoring.

\textbf{NATURAL RESOURCE DAMAGE ASSESSMENT}

Natural Resource Damage Assessment is a legal and regulatory strategy to monetize damage to natural resources, mainly from contamination. Penalties assessed can be used, and are often required to offset the specific damage by remediating contamination, rehabilitating damaged habitats, reintroducing organisms, or by offsets such as purchasing alternative habitat. The information required for NRDA is often the same as that used in a risk assessment,\textsuperscript{168} although it is only damage, not risk, that can be penalized. Nonetheless, ecological risk assessment could play a major role in achieving sound NRDA decisions.

\textbf{CONSERVATION MEDICINE}

Although the role of animals as hosts and vectors of human disease is a century old, conservation medicine employs a comprehensive approach to evaluating risks, prevention and control at the intersection of human, animal, and ecosystem health,\textsuperscript{166} combining principles of epidemiology and epizootiology. Several examples are considered below; others include Hantavirus and avian influenza. Among animal epidemics, chytridiomycosis has gained prominence for causing or contributing to the worldwide population crashes among many species of frogs.\textsuperscript{167}

\textit{West Nile Virus}

Many human viral diseases exist in wild animal reservoirs. The risk assessment process for West Nile Virus (WNV) must take into account the impact not only on humans, but on its avian hosts. Widespread declines of bird populations have been predicted, although the main victims thus far are members of the Corvidae family, crows and jays.\textsuperscript{168} These species are especially vulnerable to WNV. Risk assessment should influence pest control policies (repellents, sprays, environmental controls), and which mosquito species to target.\textsuperscript{169} Bird populations may be more vulnerable to widespread, ill-advised insecticide spraying than to the virus itself, while the efficacy of most spray programs has not been documented.

\textit{Organochlorines and Avian Reproduction}

Organochlorines (OCs) are persistent chemicals in the environment and in animals and bioaccumulate in the food chain. OCs, particularly DDT, induce metabolic enzymes which normally metabolize steroids, including estrogen. This was the first endocrine disruptor identified. Birds that ate large fish or other birds, accumulated high levels in their tissues, and suffered reproductive failure, particularly noticeable in laying eggs with very thin shells (due to rapid transit through the oviduct) and increased embryo lethality. The most noticeable victims were Bald Eagles, Ospreys, Peregrine Falcons, and Brown Pelicans. The banning and restriction of OC use led to a decline in residues and improved reproduction;\textsuperscript{170} however, continued persistence in local food chains still threatens these species in some areas.\textsuperscript{171} Other examples of secondary poisoning are numerous, and risk assessment for agrochemicals must include assessment of impact on nontarget organisms.

\textit{Diclofenac and Vulture Declines}

Vultures are large birds that scavenge animal remains. They play important roles in community sanitation as well as in the “burial” rituals of certain religious communities in India. These large soaring birds have been conspicuous parts of the Asian skyscape, but beginning in the mid-1990s, a precipitous decline in vulture populations, total disappearance in some places, was noted. Where once several dozen birds would be in view, none occurred. Investigations of infectious and chemical agents, led to the discovery that an anti-inflammatory drug used in cattle was highly nephrotoxic to the vultures that eventually ate these cattle.\textsuperscript{172} Risk assessments for veterinary pharmaceuticals generally take into account human consumers, and the vultures demonstrate that there are additional receptors.

\textbf{RISK ASSESSMENT AND JUNK SCIENCE}

The applications of risk assessment to policy making are widespread and contentious. Some stakeholders oppose risk assessment on ethical grounds, some because of lack of understanding, and some because of vested interests in outcomes. Critics of regulation have popularized the term “junk science” in an attempt to discredit the basis of many risk assessments. Although the criticisms may be targeted at the values and acceptable risk levels, rather than the data and analyses, the “junk science” rubric is intended to discredit the results and overemphasize the uncertainties, thereby dissuading policy makers from using risk results.\textsuperscript{173} The tobacco industry, for example, misrepresented the scientific method in its oft-repeated plaint “there is no proof that smoking causes cancer.” The accumulation of scientific studies to the contrary support the alternative statement “there is no doubt that smoking causes cancer.” Therefore, junk science works both ways. Those who misrepresent the nature of the scientific method to the courts, the media, and even the peer review process are engaged in junking science. Misunderstanding and misuse of hormones is a long-standing and growing example of junk science.\textsuperscript{174} Policy makers also have to be alert for shills, for example, scientists who reported findings developed for them by the tobacco industry.\textsuperscript{175}

\textbf{VENUES FOR RISK-RELATED RESEARCH}

The University and the Corporation are the traditional bastions of research. Risk-related research has also been performed extensively within the regulatory agencies such as the Food and Drug Administration and the Environmental Protection Agency. Increasingly, however, risk-related research is being performed by nongovernmental agencies and by environmental consulting firms and much of this research enters the peer-reviewed literature. As university researchers find themselves increasingly constrained by limits imposed by institutional review boards, certain kinds of research may be relegated to nonacademic centers, where protection of human subjects may not receive the same priority. Since the essence of science is falsifiability and reproducibility, research that cannot be replicated because of ethical concerns or policies, for example the immersion of “volunteers” in a bath of hexavalent chromium, a known human carcinogen,\textsuperscript{176} would be difficult to replicate, and is therefore of questionable value and should not be used for risk management. The issue is of what kinds of research data can be accepted as science transcends modern risk assessment.

\textbf{HARMONIZATION}

The desirability and limitations of harmonizing methods for human and ecological risk assessment have been mentioned above. Harmonizing scientific, political, and judicial interpretations of risk information should be considered as well. Courts in different jurisdictions have interpreted risk differently, ranging from ignoring it, to requiring demonstration of a twofold excess relative risk in epidemiologic studies, although most individuals would consider even a 10% increase in a serious risk as unacceptable. Harmonizing radiological and chemical risk assessment is challenging, and for radiation the protection of organisms thus far depends on protection of humans despite evidence of ecosystem sensitivity to the contrary.\textsuperscript{177} Finally, international harmonization, at least among North America, Europe, and Japan would be a valuable exercise. Currently, the precautionary approach is
viewed more favorably in Europe than in the United States, although the difference in impact may be slight. And even within Europe, countries differ in how they approach acceptable risk.118

**FUTURE PRIORITIES**

Risk assessment continues to evolve on many fronts from the basic four-part paradigm to bioterrorism,119 and new mathematical approaches are linked to expanding data sets. Although risk assessment is criticized as being both over- and underconservative,120 involvement of stakeholders at all stages coupled with enhanced methods, should converge on greater acceptability. New metrics such as quality-adjusted life years180 may enhance both the estimation and communication of risk. As with toxicology in general, risk assessment for mixtures is an essential development. Accounting for the duration-dose trade-off is beginning to attract more attention,121 both for research and application to standard-setting policy. The spatial analysis and depiction of risks is a rapidly growing field.182,183 Brownfields’ redevelopment is one of the few urban health initiatives to retain high political visibility in the United States,184 and enhanced use of risk approaches will facilitate wise and economic use of contaminated lands. Risk assessment has its detractors as well as exploiters.
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Susceptibility


Biological markers, or biomarkers, are indicators of events occurring in a biological system. While exposure refers to contact between a substance and the surface of the human body via inhalation, ingestion, or dermal contact, biomarkers provide information about the activity of a substance once it is absorbed. Whether the agent of interest is the original substance to which the individual was exposed or a metabolite, biological monitoring can provide useful information about exposure, early health effects, and susceptibility. Figure 22-1 presents a conceptual model for exposure-related disease.

Biological monitoring is typically conducted by analyzing biological materials such as blood, urine, hair, breath, milk, and saliva, whereas other options such as lung tissue, liver tissue, adipose tissue, and bone are considerably more invasive and rarely available. The usefulness of different materials strongly depends on the compound of interest.

### BIOMARKERS OF EXPOSURE

Biomarkers provide exposure measurements that are potentially more biologically relevant than personal exposure measurements. Personal exposure represents the total amount of a substance that is available for absorption, but only a portion of the total passes across the skin, gastrointestinal tract, and/or respiratory tract. Internal dose is the amount of a substance that has been absorbed and is, therefore, available to undergo metabolism, transport, storage, or elimination. Similarly, only a portion of the internal dose is eventually transported to the critical target site. Biologically effective dose represents the amount of a substance or metabolite that reaches the site of toxic action and could, therefore, result in an adverse effect.

One of the key advantages associated with using biomarkers to assess exposure is that measurements of internal dose and biologically effective dose integrate personal exposures over multiple exposure routes (inhalation, ingestion, and dermal contact). Additionally, exposures often vary widely over time such that repeated personal measurements (e.g., air samples) would be necessary to characterize average long-term exposure; however, a single biological measurement can often provide information about average long-term exposure, while also incorporating individual-specific differences in metabolism or other biological processes that may also affect dose.

A common example of a biomarker of internal dose is the measurement of alcohol in either exhaled breath or blood to determine the amount of alcohol an individual has consumed. Ethanol affects the central nervous system such that most individuals begin to show measurable signs of mental impairment at approximately 0.05% blood alcohol concentration, and motor function continues to deteriorate with increasing concentrations. Additionally, ethanol is volatile and transfers from blood to the alveolar air sacs such that ethanol is also detectable in exhaled breath in proportion to the concentration in blood. Accordingly, the measurement of ethanol in exhaled breath provides a useful and easily obtained measure of internal dose.

A common example of a biomarker of biologically effective dose is the analysis of DNA adducts (addition products) in peripheral blood samples. When certain substances such as polycyclic aromatic hydrocarbons (PAHs) are absorbed, hepatic metabolism leads to the formation of highly reactive epoxides. One specific example is the transformation of benzo[a]pyrene, classified as a probable human carcinogen, to benzo[a]pyrene-diol-epoxide which can then covalently bind to guanine in DNA. Following reaction with genetic material, DNA adducts can increase the risk of mutation and may thereby initiate the carcinogenic process. DNA adducts are typically measured in peripheral white blood cells as a surrogate measure for adduct burden in other (inaccessible) target tissues. DNA adducts are typically considered a biomarker of exposure since a metabolite of the substance to which exposure occurred is measured at the site of toxic action (i.e., DNA); however, animal studies have shown that carcinogenic potency correlates well with adduct burden such that DNA adducts are often used as a surrogate for cancer risk, and, therefore, more as a biomarker of effect.

Exposure assessment plays a critical role in environmental and occupational epidemiology. Traditional methods for assessing exposure, such as questionnaires and measurements of environmental media (air, water, food, etc.), are prone to error, particularly for retrospective studies. Random error in assessing exposure will, on average, reduce a study’s ability to link exposure to disease and tend to bias results toward the null. Biomarkers, if properly utilized, can improve exposure assessment. Examples include studies of the relationships between aflatoxin and liver cancer, phthalates and reproductive effects, neurotoxicity and exposure to lead, methyl mercury and PCBs.6

Biomarkers of exposure are not a panacea however. The best measure of exposure depends on both the compound and outcome of interest.6 Concentrations in serum or other readily available biological materials may not always provide good measures of levels in target tissues that are difficult or impossible to sample, for example, bone or brain. In addition, the timing of exposure is of key importance for both developmental effects, where in utero exposure is often of prime importance, and cancer, where relevant exposures may have taken place decades before diagnosis. Failure to take such considerations into account can cause otherwise careful biomarker studies to provide biased results.

Biomarkers of exposure have many uses besides etiologic research. Comparing internal doses with exposure estimates based on measurements in environmental media and questionnaires can help to identify important routes of exposure. Recent examples include studies of asphalt,7 phthalates,8 and polybrominated diphenyl ethers (PBDEs).9 When properly validated, biomarkers can be helpful in assessing risk of disease, for example, blood lead, serum cholesterol. Periodic cross-sectional studies of the population (biomonitoring) can supply information on exposure trends, telling us whether environmental policies are effective or providing warnings of potential
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problems. For instance, the dramatic decline in blood lead concentrations over the last several decades is a notable achievement, while the continued presence of elevated levels in certain segments of the population shows that more work is still urgently needed. Using banked breast milk samples, PBDEs (brominated fire retardants commonly used in consumer products) were found to have increased exponentially in people over the last several decades. This discovery catalyzed both new research and a phaseout of certain uses. Comparing levels of compounds across different segments of the population—for example, age, sex, race/ethnicity, occupation, geography—can provide information about equity and exposure to potentially vulnerable populations. Despite its limitations, the U.S. National Health and Nutrition Examinations Survey (NHANES) is a notable example of biomonitoring.

► BIOMARKERS OF EFFECT

Biomarkers of exposure have had the most success in environmental and occupational epidemiology, but there is also considerable interest in other types of biomarkers. Reduced acetylcholinesterase activity is a classic biomarker of effect resulting from exposure to organophosphate pesticides. While DNA adducts are often considered markers of biologically effective dose, mutations in particular genes, a possible result of DNA adducts, can provide markers of early effects in the process leading to cancer. For example, a specific mutation in the p53, an important tumor suppressor gene, has been found in liver cancer patients from areas with high aflatoxin exposure.1 Spem counts have been extensively used as markers in studies of male reproductive toxicants. Measurement of anogenital distance is a recent innovation in this field. Imaging technology, particularly functional MRI scans of the brain, hold promise for neurotoxicology.

► BIOMARKERS OF SUSCEPTIBILITY

People may be more susceptible to a given exposure for a number of reasons, such as genetics, age, or preexisting health conditions. Biomarkers of susceptibility primarily focus on genetics: variations in specific genes can modify an exposure–disease relationship, for example, shifting the dose–response curve, leading to the concept of gene–environment interaction. Two types of genes have received the most attention, genes coding for enzymes involved in DNA repair and biotransformation (metabolism) of xenobiotics. A classic example of the latter are “slow acetylators,” individuals who possess a variant of the N-acetyltransferase gene (NAT2) have increased risk of bladder cancer following exposure to aromatic amines or smoking. Similarly, XRCC1 is an example of a DNA repair enzyme with known polymorphisms that alter the risk of lung cancer. In addition to genetic factors, preexisting health conditions can also increase susceptibility by altering certain exposure–disease relationships. For instance, the risk of liver cancer due to aflatoxin exposure is significantly increased among individuals who test positive for hepatitis B surface antigen.

► SUMMARY

A primary goal of biomarker research is to characterize the relationship between a biological measurement and the actual biological phenomenon of interest. However, this process is complicated by several factors such as inter- and intra-individual variability and inter- and intra-laboratory variability. It is difficult to characterize a normal range of values in the general population where there are so many factors than can potentially affect biological measurements. Most biomarkers are experimental and measured via analytical techniques that are specialized and expensive, further complicating the process of replicating results in multiple studies that evaluate different populations over time. Furthermore, biomarker research poses a number of important ethical issues. How should results be communicated to participants, particularly when the interpretation and implications for health are unclear? Could insurance agencies or employers potentially use genetic data to discriminate against susceptible individuals? Despite these challenges, biomarkers have already proven their value in environmental and occupational epidemiology. Valid and reliable biomarkers can become effective screening tools that facilitate the process of monitoring for exposure and disease.
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Asbestos and Other Fibers
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ASBESTOS

Asbestos-Associated Diseases

Prevention of asbestosis and reduction in lung cancer mortality in asbestos-exposed subjects has occurred in the last generation in the United States. Massive medical evidence compelled the primary industry to quit using asbestos by making use excessively expensive as risks became uninsured. This led to successive waves of court awards for liability and punitive damages and settlements negotiated to user workers, co-contaminated workers, and bystanders. Jury awards for mesotheliomas were frequently $1 million, and for asbestosis ranged from thousands to hundreds of thousands of dollars: an effective way to stem an epidemic. Unfortunately widespread substitution of human-made fibers in construction may predetermine a repeat performance.

Clinical Recognition of Asbestosis

Asbestosis is a fibrotic disease of the lung from asbestos after a suitable latent period. Cellular infiltrates and fibrosis surround small bronchioles and limit forced expiratory flow to impair pulmonary function. Asbestosis is diagnosed from chest radiographs by diffuse, irregular opacities in the lung fields or by circumscribed or diffuse pleural thickening, which are defined by international criteria.1

Asbestos exposure produces no acute symptoms. Pathological fibrosis of lung or pleura is well advanced when expiratory airway obstruction permits “early diagnosis,” radiographic abnormality follows and only then do workers have breathlessness on exertion, or cough productive of phlegm. Usually asbestosis has incubated for two decades or more from the first exposure; this is called the “latent” period. Asbestos and cigarette smoking synergize to impair function and produce fibrosis and carcinoma.

History

Although the first use of asbestos by humans is lost in antiquity, it is mentioned by Plinius, who referred to asbestos as immon vivum, “durable linen,” and Roman slaves who worked in these mines grew breathless and died prematurely. Asbestos has properties of incombustibility, durability, and resistance to friction, which have made it useful for insulation and heat protection in modern industry. H. Montague Murray,2 a London physician, recognized a new disease in the badly scarred lungs of an asbestos worker, presumably from a textile factory, who died after a brief illness characterized by extreme breathlessness. Murray connected the workplace exposure to the scarred and found a low prevalence of abnormalities in the x-ray films in largely newly hired hands with short exposures. However, when several dozen workers who had been discharged from these factories were traced, many of their x-ray films showed characteristic asbestosis.10-12 Dreessen’s study and the associated reports made it clear that asbestosis produced abnormalities in the chest x-ray and shortness of breath. In the 1930s, additional reports of insulators, boilermakers, and men in other trades who manufactured or used asbestos showed that they had abnormal x-ray films, shortness of breath, and in some cases, rales in the chest, clubbing of the digits, and cyanosis. However, World War II intervened before the prevalence was measured or exposure controlled. Thus, knowledge of the pervasiveness of asbestosis waited until the 1960s and 1970s, when studies in the shipbuilding and construction trades showed chest x-rays were abnormal in many exposed workers. Large studies of asbestos miners and millers11 showed that airway obstruction and reduction in vital capacity and diffusing capacity occurred before the chest x-ray abnormalities.

Lung Cancer

Lung cancer in individuals exposed to asbestos was reported in the 1930s, but the causal connection developed slowly. Merewether13 reported in 1947 that 13.5% of the asbestos textile workers studied in 1931 had died of lung cancer within 16 years. Heuper15 by 1942 concluded in his textbook that asbestos was a more important cause of lung cancer than arsenic or radium. Richard Doll,16 in a well-designed study of a textile factory cohort (a defined population), noted long latency of lung cancer and its importance as a cause of death, in 1955 found occupational exposure to asbestos increased lung cancer deaths 10-fold above the expected rate. Mancuso and Coulter,17 who confirmed Doll’s findings in the United States, and Selikoff18 first reported a large excess of lung cancer among major users of
asbestos—insulators. Findings indicating that users were in danger vastly increased the numbers of persons at risk for lung cancer and male control urgent. In their 20-year prospective study of mortality rates among almost 18,000 insulators begun in 1967, Selikoff and Seidman,20 by 1979, found excessive death rates not only for lung cancer, mesothelioma, and asbestosis but also for cancers of the gastrointestinal tract, larynx, oropharynx, and kidney (Tables 23-1 and 23-2), and synergistic interactions between cigarette smoking and asbestosis in these cancers. Age-standardized rates per 100,000 person-years are as follows: individuals who neither worked with asbestos nor smoked cigarettes had a calculated death rate of 11.3; asbestos workers who did not smoke had a rate of 58.4. Smokers in general (not asbestos workers) showed a rate of 122.6, whereas those who had both types of exposure, cigarettes and asbestos, had a rate of 601.6.

Mesothelioma, a Twentieth-Century Tumor
Klemperer and Rabin21 in 1931 described this rare tumor, characteristically spread on the pleural surface, and reasoned that the responsible carcinogen must penetrate to these inaccessible pleura and peritoneum surfaces. Reports of mesotheliomas in subjects exposed to asbestos were rare in the 1940s and 1950s until Wagner et al.,22 in 1960, reported 47 mesotheliomas in people who had worked in or lived near the crocidolite works in South Africa 15 years earlier. Such a clear association between a rare tumor and a causal agent was unprecedented, but it was quickly corroborated by other studies. Although Wagner’s study lacked control subjects, his germinal observations were confirmed by population-based data. Consequently, the diagnosis of a mesothelioma stimulates a search for asbestos exposure that is seldom unfulfilled. Latent intervals of 30–40 years are characteristic, so many recent and current patients were exposed in U.S. shipyards that built and repaired a two-ocean navy and shipping characteristic, so many recent and current patients were exposed in
sure that is seldom unfulfilled. Latent intervals of 30–40 years are
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Asbestos Minerals
Fibers and Fibrils
“Asbestos” is a general name for naturally occurring fibrous minerals that include serpentine and amphibole fibers, but excludes fibrous forms of other minerals such as wollastonite, brucite, gymsum, and calcite. Chrysotile, the only serpentine asbestos, occurs in “cobs” about the size of a palm of a hand in pockets, often within platelike and nonfibrous silica deposits. The fibers can be seen with an optical microscope; the fibrils that compose them are of micrometer size, and, therefore, single fibrils isolated or in tissue are ordinarily visible only with an electron microscope. Fortunately, there are crude associations among “dustiness” (the gravimetric measurement of the total airborne concentration), the visible fibers recognized with the optical microscope (particularly with the help of phase contrast or polarized light), and the concentrations of fibrils measured with the electron microscope. For industrial hygiene, the rough relationships between total dust measured gravimetrically from air samples and fibers visible with the light microscope have produced reasonable dose-response relationships in miners and millers of asbestos, asbestos textile workers, and workers producing asbestos (calcite) pipe. Estimates of maximal human exposure to fine fibers range widely from several hundred fibrils per cubic meter of air to several hundred millions of fibrils.

Sources
The commercially important asbestos fibers are chrysotile, amosite, and crocidolite. Chrysotile, or white asbestos, is mined mainly in Canada’s Quebec province and in the Ural Mountains of the former Soviet Union. U.S. mines in Arizona and California produced small quantities. The three amphiboles are crocidolite, or blue asbestos, which is highly associated with mesothelioma; amosite (named for the Asbestos Mining Organization of South Africa), called brown

<table>
<thead>
<tr>
<th>Site of Cancer Causing Death</th>
<th>Expected Deaths</th>
<th>DC</th>
<th>BE</th>
<th>DC</th>
<th>BE</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Increased incidence at these sites:</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Larynx</td>
<td>10.57</td>
<td>17</td>
<td>18</td>
<td>1.61</td>
<td>1.70</td>
</tr>
<tr>
<td>Oropharynx</td>
<td>22.02</td>
<td>38</td>
<td>48</td>
<td>1.73**</td>
<td>2.18**</td>
</tr>
<tr>
<td>Kidney</td>
<td>18.87</td>
<td>32</td>
<td>37</td>
<td>1.70''</td>
<td>1.96''</td>
</tr>
<tr>
<td>Pancreas</td>
<td>39.52</td>
<td>92</td>
<td>54</td>
<td>2.33''</td>
<td>1.37</td>
</tr>
<tr>
<td>Esophagus</td>
<td>17.80</td>
<td>29</td>
<td>30</td>
<td>1.63</td>
<td>1.68</td>
</tr>
<tr>
<td>Stomach</td>
<td>29.36</td>
<td>34</td>
<td>38</td>
<td>1.16</td>
<td>1.29</td>
</tr>
<tr>
<td>Colon/rectum</td>
<td>88.49</td>
<td>125</td>
<td>121</td>
<td>1.41**</td>
<td>1.37</td>
</tr>
<tr>
<td>Gall bladder/bile ducts</td>
<td>5.37</td>
<td>13</td>
<td>14</td>
<td>2.42*</td>
<td>2.61</td>
</tr>
<tr>
<td><strong>No increased incidence at these sites:</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Urinary bladder</td>
<td>20.77</td>
<td>17</td>
<td>22</td>
<td>0.82</td>
<td>1.06</td>
</tr>
<tr>
<td>Prostate</td>
<td>52.56</td>
<td>59</td>
<td>61</td>
<td>1.12</td>
<td>1.16</td>
</tr>
<tr>
<td>Liver</td>
<td>11.06</td>
<td>31</td>
<td>12</td>
<td>2.80**</td>
<td>1.08</td>
</tr>
<tr>
<td>Brain tumors (all)</td>
<td>26.35</td>
<td>40</td>
<td>33</td>
<td>1.52</td>
<td>1.25</td>
</tr>
<tr>
<td>Cancer of brain</td>
<td>22.55</td>
<td>29</td>
<td>27</td>
<td>1.29</td>
<td>1.20</td>
</tr>
<tr>
<td>Leukemia</td>
<td>28.74</td>
<td>32</td>
<td>33</td>
<td>1.11</td>
<td>1.15</td>
</tr>
<tr>
<td>Lymphoma</td>
<td>43.24</td>
<td>33</td>
<td>39</td>
<td>0.76</td>
<td>0.90</td>
</tr>
</tbody>
</table>


aExpected deaths are based upon white male, age-specific death rates of the U.S. National Center for Health Statistics, 1967–1986.

bDC: Number of deaths as recorded from death certificate information only.

*BE: Best evidence. Number of deaths categorized after review of best available information (autopsy, surgical, clinical). Where no such data were available, the death certificate diagnosis was used.

*Calculated for information only, since it utilized “best evidence” vs. “death certificate” diagnoses, which are not strictly comparable because of different ascertainment and verification.
TABLE 23-2. PULMONARY PARENCHYMAL ASBESTOSIS OF PROFUSION 1/0 OR MORE INTERNATIONAL LABOR ORGANIZATION CRITERIA IN 419 MIDWESTERN INSULATORS BY HISTORY OF CIGARETTE SMOKING

<table>
<thead>
<tr>
<th>Smoking Category</th>
<th>Mean Age [Years]</th>
<th>Number in Population</th>
<th>Percent Risk Ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nonsmokers</td>
<td>40</td>
<td>7/97</td>
<td>7.2</td>
</tr>
<tr>
<td>Ex-smokers</td>
<td>44</td>
<td>29/131</td>
<td>22.1</td>
</tr>
<tr>
<td>Current smokers</td>
<td>48.2</td>
<td>37/191</td>
<td>19.4</td>
</tr>
</tbody>
</table>

asbestos because of its iron content; and anthophyllite, which is found in Finland. Actinolite, or fibrous tremolite, contaminates minerals. Examples include crocidolite and talc from many sources, particularly the Gouverneur district of New York State.

Mining and milling exposes far fewer human subjects to asbestos than to do thermal insulation and construction materials: surfacing materials, preformed thermal insulating products, textiles, cementitious (concrete-like) products, paper products, roofing felts, asbestos-containing compounds, flooring tile and sheet goods, wall coverings, and paints and coatings. Dispersal of the fibrils into the air of “massive containers”—ships and industrial facilities such as aluminum refineries, copper smelters, glass and fiberglass factories, paper mills, and powerhouses—exposes all workers, well beyond those who handle asbestos products.

Use of Asbestos in Industry and Construction
Asbestos serves in heat insulation, friction-resistant products, and construction.22 As heat insulation, asbestos cloth is used in blankets, gloves, suits, and boiler packing and is combined with magnesia in pipe insulation. Asbestos combined with portland cement, or blue mud, was widely used to free-form insulation around pipes and boilers. Friction products included brake shoes and pads, clutch facings, and other woven products that must resist both friction and the heat it generates. The major tragedy of asbestos exposure since World War II was in workers in the construction trades, where, for reasons never stated but including availability, cheapness, and binding properties, asbestos has been used in drywall, in spray ceilings, paint, floor tile, ceiling tile, and as filler in many other products. Analogous to fine sand, as the inert material in paint, asbestos was added to products whether or not it conferred useful properties.

Peak Use of Asbestos
Asbestos use peaked in the United States in the early 1970s. Although the yearly consumption rose steadily from 1890 to 1950, was virtually level at more than 7000 metric tons per year from 1950 through 1969, and fell precipitously in the 1980s. The profile is similar for other developed nations, where asbestos was widely used in construction.

Patterns of Use
Asbestos litigation and regulation since the mid-1970s have excluded asbestos from many consumer products, from building materials, and lastly from brakes and friction goods. Pioneering synthetic brake materials, Volvo Corporation in Sweden produced pads and shoes that, although twice as expensive, lasted three or four times as long as asbestos. Progress has been uneven. Asbestos insulating products continued to be installed in New Jersey schools (without the addition of warning labels) well into the early 1980s, and in 1986 an inventory of a U.S. Navy warehouse for ship fittings disclosed 130 products containing asbestos. Many of these were gaskets and other relatively low-exposure items, but others included thermal insulation and blankets. Because asbestos use accompanied the intense industrialization of the twentieth century, a key concern is that developing countries will probably continue letting economic determinants take precedence over health. Even in Israel, asbestos pipe containing crocidolite was manufactured through the 1970s, and asbestos remains in place in sugar mills and oil refineries in Mexico, Brazil, and China. In February 2005, WR Grace & Co. and seven executives were indicted on federal charges that they knowingly put workers and the public in danger through exposure to vermiculite ore contaminated with tremolite in Libby, Montana.24 Earlier the U.S. Justice Department alleged Grace fraudulently transferred money before filing a Chapter 11 bankruptcy.25 Asbestos firms have paid injured workers $20 billion and have repeatedly sought “relief from asbestos claims” by appeals to the Supreme Court to halt trials26 and via new legislation.27 Costs of present and future claims are estimated at $200 billion and 10 major asbestos product manufacturers filed Chapter 11 bankruptcies in 2000–2001.28

Removal of Asbestos
Fragmentation and degeneration due to heat and vibration increase the liberation of fibrils from asbestos during renovation, removal, or repair.28 The highest doses for workers may be generated during the removal of asbestos without proper procedures, including wetting material down and restricting the area to properly suited, well-trained personnel using air-supply respirators.22 If the asbestos is placed in plastic bags and buried, the hazard is minimized. These safeguards have been neglected in many asbestos-removal efforts, where levels of more than 100 fibers per millimeter have been measured.

Biological Effects of Asbestos

Molecular Effects
Asbestos fibrils in vitro hemolize red blood cells and generate reactive oxygen- and nitrogen-derived species to damage DNA.29 Chrysotile also mediates the uptake of exogenous DNA into monkey cells in such a way that the genes on the DNA are expressed.30 In several cultured human cell lines chrysotile and amosite induce changes including DNA breakage.25–31 Asbestos, and synthetic fibers, induced rat alveolar macrophages to form and release tissue necrosis factor-α.31 Amphiboles induce cytotoxic effects in cultured macrophages, which caused hyperplasia and squamous cell metaplasia.30 Chrysotile was more toxic than amosite in normal and transformed epithelial cell lines and in plasminogen activation.32 Crocidolite fibers induced loss of wild-type alleles, decreased apoptosis, accelerated tumor growth, invasion, and lymphoid dissemination.34 Amosite fibers disrupt mitochondria and induce apoptosis.35

Cellular Effects
Heppleston36,37 and Allison36 two decades ago showed that macrophages that had phagocytosed asbestos fibrils generated inflammatory signals. Macrophages cause fibrosis in animal models39,40 and in the human lung, where asbestos caused recruitment and proliferation.41 In contrast, quartz was disturbingly lethal for cells. Observations of cells in vitro and in permeable chambers implanted in the peritoneum of rats showed that asbestos causes macrophages to produce peptides that stimulate fibroblasts (fibronectin and others) to replicate and produce collagen.42–44

Target Organ
Processing asbestos in the lung45–48 evidently begins in airways, particularly the small airways where fibrils impinge. Short-term clearance depends on fiber size and type; chrysotile, for example, clears from guinea pig lungs faster than amosite.47 The probable scenario in airways is that fibrils pass between the epithelial cells, cross the basement membrane, and lodge in the connective tissue, attracting macrophages. Macrophages on the airway surfaces may phagocytose some fibrils, but fibrils are simply carried away on the mucociliary escalator. Others, apparently a small minority, are coated with iron-rich protein and become asbestos (ferruginous) bodies (Fig. 23-1).
also been associated with asbestos exposure and with asbestosis. Alterations in populations of lymphatic T cells have been observed in subjects who have smoked cigarettes. About 48% of wives, 21% of daughters, and 42% of sons showed parenchymal or pleural evidence of asbestosis. Shifting to a less intense work exposure, that of shipyard workers, 28% of fathers, 39% of sons, and 42% of sons showed effects from exposure to asbestos brought home by workers on their person and clothes. About 48% of wives, 21% of daughters, and 42% of sons showed parenchymal or pleural evidence of asbestosis. Shifting to a less intense work exposure, that of shipyard workers, 28% of fathers, 39% of sons, and 42% of sons showed effects from exposure to asbestos brought home by workers on their person and clothes.

Summary

Macrophages export peptides that stimulate fibroblasts to proliferate and produce collagen in cell systems and diffusion chambers of plants and animals. Fibronectin and at least one other fibroblast-stimulating factor can be stimulated by asbestos in cells. Implantation of asbestos and human-made fibers in the pleural space of experimental animals, and refinements of this technique with milling and sizing of the fibrils, led Stanton and Wrench to propose that the physical properties—the diameters and lengths of the fibers or fibrils—were responsible for mesothelioma. Intracellular asbestos fibrils interfere with chromosome aggregation in mitosis, although whether this interference is linked to neoplasia is unclear. It appears that physical, surface, and chemical properties of the fibrils may be important in cell proliferation and in forming tumors.

Human Exposure

Workers

Contained air space into which asbestos has been dispersed, such as in a textile factory, ship, power station, factory, smelter, or refinery, where there is heat conservation concentrations the dose. Open air spraying of asbestos insulation on the structural steel of high-rise buildings in New York City, exposed sprayers heavily and asbestos was detected in ambient air as far away as Cape May, New Jersey. Sprayers themselves, within the skeleton of the building were at greatest risk. During mining and milling, moisture and nonasbestos rock bind fibers and impair the discharge of fibrils into the air. In comparison, textile operations, in which the fibers are carded and spun, generate dry fibrils into the workplace air, and to the spraying of asbestos insulation is similar. Obviously, partially bound asbestos-containing materials are less hazardous than those that readily release fibers or generate fibrils into the air. Cleaning brake drums with compressed air disturbs many fine fibrils (Fig. 23-2), as does the removal of insulation that has been cooked on boilers or steam lines. If prevalence of asbestosis reflects cumulative exposures, insulators, sheet metal workers, boilermakers, and pipeworkers are at high risk whereas electricians, carpenters, laborers, workers, and mechanics have had less exposure and less disease after 15–25 years. Ships with perforated plates for decks maintain fibrils in the air space, similar to asbestos textile factories. Thus in taking a patient’s history, determining patient involvement in asbestos heat-conservation or heat-protection is essential. For example, asbestosis has been diagnosed in cafeteria and office workers employed in asbestos pipe plants where they had shared a building with production workers for 15–20 years.

Secondary Human Exposure

Family Members

Families of amosite factory workers in Paterson, New Jersey showed effects from exposure to asbestos brought home by workers on their person and clothes. About 48% of wives, 21% of daughters, and 42% of sons showed parenchymal or pleural evidence of asbestosis. Shifting to a less intense work exposure, that of shipyards, another family study showed that 11.3% of wives, 2.1% of daughters, and 7.6% of sons had signs of asbestosis. In the past, consumer electrical goods contained asbestos but to date there has been no evidence of disease from exposure at the levels of fibrils released from electric irons, electric hair dryers, or even asbestos-containing artificial logs used in fireplaces. Nevertheless, discontinuance of such exposure is the responsibility of the Consumer Products Safety Administration.

Schools and Other Buildings

Passive bystander asbestos exposure—as occurs to people in buildings with asbestos as heat insulation on steam pipes, boilers, and ducts leading to the rooms and sprayed on ceilings and walls or as construction materials—has been the subject of contentious discussion, rule making, and litigation for the past two decades. Surveys by the U.S. Environmental Protection Agency (EPA) in 1985 estimated that 51,000 schools and 733,000 public and commercial

Transport of Fibrils

Fibrils are transported to other sites, via regional lymphatic vessels, and into the pleural space. Hilleard suggested that the fibrils, absorbed in small airways and alveoli, move via the lymphatic vessels or within cells to the pleural surface, cross the pleural “space,” and impinge on the parietal pleura, where the macrophages are retained. Here they send signals to fibroblasts and to mesothelial cells to proliferate and produce collagen. This produces characteristic hyaline plaques of the parietal pleura. When pleural effusion intercedes, the pleura may fuse producing dense adhesions. In some instances, fibrosis invades the lung from pleural surfaces via the perivenous lymphatics. Retrograde flow may occur because symphysis obliterates the pleural space so that it is no longer accessible as a sump for the fibrils, which move into the peripheral lung. Fibrils remain in the perivenous lymphatics. Whatever the mechanism, such fibrous strands, as seen on cut surfaces of the lung or on high-resolution computer-augmented tomograms, are most dense at the pleura and attenuate progressively toward the hilum.

Immune Responses

Association of rheumatoid factor with asbestosis has posed unresolved questions: first, whether subjects who develop rheumatoid factor are more susceptible to the clinical disease after asbestos exposure; second, whether immunoglobulin synthesis is stimulated by asbestos; and third, whether such elevations enhance the development of asbestosis. Alterations in populations of lymphatic T cells have been observed in subjects who have smoked cigarettes. About 48% of wives, 21% of daughters, and 42% of sons showed parenchymal or pleural evidence of asbestosis. Shifting to a less intense work exposure, that of shipyard workers, 28% of fathers, 39% of sons, and 42% of sons showed effects from exposure to asbestos brought home by workers on their person and clothes. About 48% of wives, 21% of daughters, and 42% of sons showed parenchymal or pleural evidence of asbestosis. Shifting to a less intense work exposure, that of shipyard workers, 28% of fathers, 39% of sons, and 42% of sons showed effects from exposure to asbestos brought home by workers on their person and clothes. About 48% of wives, 21% of daughters, and 42% of sons showed parenchymal or pleural evidence of asbestosis. Shifting to a less intense work exposure, that of shipyard workers, 28% of fathers, 39% of sons, and 42% of sons showed effects from exposure to asbestos brought home by workers on their person and clothes.

Figure 23-1. Asbestos (ferruginous) bodies in lung tissue consist of an asbestos core with an iron protein coat that make them appear tan or brown (×600).
After mesotheliomas were diagnosed in 3 Los Angeles buildings contained friable, easily crumbled asbestos-containing material. After mesotheliomas were diagnosed in 3 Los Angeles buildings contained friable, easily crumbled asbestos-containing material. When asbestos fibers were inhaled, they reached the alveoli and were taken up by alveolar macrophages. Our society needs to make changes based on the known harmfulness of asbestos, without assessing morbidity and mortality rates from a particular exposure.

Diagnosis

The diagnosis of asbestosis requires, first, a history of exposure, usually occupational or as a bystander in a trade in which asbestos has been used. Second, a suitable latent period elapsed since the start of exposure. The third criterion is typical pulmonary or pleural abnormalities on the chest x-ray. The minimal latent period in developed countries exposures in the past 30 years, is 10 years, prevalences of asbestosis climb at 20, 30, and 40 years. In shipbuilding and construction trades, workers who were virtually continuously exposed for 25–35 years, the prevalence of asbestosis, including pleural disease, is 25–35%. Full-size posteroanterior (PA) chest radiographs show irregular opacities in the lower half of the lung fields near the lateral pleural surfaces. Pleural signs are circumscribed or diffuse areas of pleural thickening, so-called hyaline plaques of the parietal pleura, which are seen easily when located laterally or on the diaphragm but may also be located posteriorly or anteriorly and seen face on (en face) or in profile. Descriptions of the patterns of changes in chest radiographs as a result of asbestosis have been progressively enhanced and detailed by the International Labor Organization (ILO) working committees since 1919. The 1980 revision included a set of standard radiographs with the major ILO categories portrayed (Fig. 23-3, A to E). Pleural changes are described by their location, thickness, and extent (Fig. 23-3F). Use of the ILO classification scheme has improved communication between investigators in various countries and become the medical-legal criteria for recognizing asbestosis. Recent studies of several thousand exposed workers showed that the functional implications of pleural and pulmonary signs are similar: both impair expiratory flow and produce air trapping.

Furthermore, despite radiographic distinctions between circumscribed plaquelike and diffuse pleural thickening, the only physiological difference was greater when diffuse thickening surrounded the base of the lung. Spiral CT scans have enhanced recognition and help map pulmonary pleural asbestos but it is not clear that they are more sensitive than the full size PA x-ray.

Pathology

British pathologist Roodhouse Gloyne described the classic cellular aggregates and cell proliferation around the small airways, the terminal and respiratory bronchioles, a diagnostic gold standard. The primacy of this lesion was obscured in later descriptions of fibrosis throughout the lung, with dense aggregates of macrophages and asbestos bodies in the surviving alveoli that led to characterization of asbestosis as interstitial fibrosis. However, new human pathological descriptions and animal experiments confirm the membranous and respiratory bronchioles as the focus of fibrosis (Fig. 23-4). Subsequent bridging extends between the bronchioles, creating a lattice; additional interstitial fibrosis may develop as the process advances. Another distinctive lesion involves perivascular lymphatics visualized on extended scale computer-assisted tomograms of subjects showing increased markings in the lung bases. Fibrosis is well visualized peripherally and attenuates toward the hilum, opposite to ordinary vascular and bronchial markings, which attenuate toward the pleural surfaces. Accentuated secondary lobular septa occur at about 1-cm intervals along the lateral margins of the lung, where they are recognized as “laddering” on the chest radiograph. A small percentage of asbestos-exposed subjects have pleural effusions, healing of these effusions may obliterate the costophrenic angles and produce diffuse pleural scarring.

Undoubtedly, fibrils migrate to the pleura from their locus of deposition in small airways or alveoli. Whether they are translocated as free fibrils or within macrophages after phagocytosis is unknown. In either case, they exit the lung to the pleural space and move with the lymph flow to the parietal pleural lymphatic vessels. Here they apparently stimulate macrophages or stimulate the retention of the macrophages in the outer layers of the pleura and stimulate fibroblastic proliferation. Thus, circumscribed thickening (plaques) is found in the lower two-thirds of the lateral dorsal and ventral parietal pleura and
Figure 23-3. The International Labor Organization (ILO) classification for pneumoconiosis has provided criteria for asbestosis on chest x-ray films since 1959, using a scheme from 1916. Classification is based on a standard 14 × 17 = inch posteroanterior radiograph of a technical quality that distinguishes details in the lungs. In 1980, copies of radiographs were supplied for normal, A 0/0, and for the three major categories of profusion of opacities for each size: s, t, and u. B 1/1 slight opacities, notable in outer lung regions; C 2/2 = moderate opacities, partly obscuring pulmonary vessels; and D 3/3 = opacities so profuse as to obscure the pulmonary vessels. E shows the standard films for opacities 3–10 mm in diameter (u/u). F shows circumscribed plaque (UL), diffuse pleural plaques (UR), calcified diaphragmatic plaque (LR), and calcified wall (LL).

Technical quality. With modern x-ray equipment, dedicated technicians can take nearly ideal maximally inflated chest radiographs in all instances except morbid obesity, severe infirmity, or distortion of the chest cage or internal organs. The common correctable error is underinflation, which is recognized when the right side of the diaphragm is above the ninth intercostal space. Such films must be repeated after the subject is instructed in holding a deep breath. Films of high quality can be ensured if the qualified reader has suboptimal films repeated before the subject leaves the x-ray unit.

The 12-point scale. The profusion of opacities was classified into one of four major categories by comparison with standard radiographs and a number, 0 to 3, written to the left of the slash. If during this rating, the major category above or below was seriously considered as an alternative, this was recorded on the right side of the slash, thus, “2/1” represents a profusion of major category 2 but with category 1 having been seriously considered. Profusion without serious doubt, in the middle of the major category, was recorded as 2/2. If the category above was seriously considered, profusion was recorded as 2/3.
on the dome of the diaphragm. Plaques are disks of dense hyalinized collagenous connective tissue up to several millimeters thick.

**Clinical Features**

The principal symptom is insidious shortness of breath on exertion and the symptom gradually worsens before radiograph abnormalities are seen. Cough with phlegm production is common and, when present for three months in two succeeding years diagnoses chronic bronchitis. Bronchitis increases in prevalence as the duration of asbestos exposure exceeds 20 years, even in workers who have never smoked.

Physical examination of the chest reveals decreased breath sounds. Wheezing on forced expiration increases in frequency as the lesions on x-ray films become more profuse. Fine crepitant rales may be heard after the radiographic changes are moderately advanced (ILO category 2/2 and greater) but are rare earlier. Peripheral cyanosis and finger clubbing, typical in advanced asbestosis, are uncommon and should arouse suspicion of other causes. Asbestos skin “warts,” are rare but were common in insulators who handled asbestos daily.

**Physiological Impairment**

The key pathological lesions of asbestos in the lungs are narrow and constricted membranous and respiratory bronchioles. These lesions, in turn, reduce mid and terminal flow rates,\textsuperscript{73}\textsuperscript{74} that is, obstruct expiratory air flow, causing the earliest physiological finding in asbestosis.\textsuperscript{73}\textsuperscript{74} Over 1,700 workers who had never smoked cigarettes were studied to define the effects of asbestos alone.\textsuperscript{13}\textsuperscript{66} Their small airways were obstructed before the irregular opacities of asbestosis appeared on the posteroanterior chest radiograph (Fig. 23-5). Such airflow limitation produced air trapping noted by an increased ratio of residual volume (RV) to total lung capacity (TLC), and the increased residual volume reduced vital capacity. This reduced vital capacity led to the concept that asbestosis is a restrictive lung disease similar to idiopathic pulmonary fibrosis. However, reduced vital capacity is not a reliable measure of restrictive disease, which is defined solely by loss of total lung volume, in the absence of obstruction.\textsuperscript{75} These effects are exaggerated by cigarette smoking (Fig. 23-6). Gas dilution using helium or nitrogen ignores the volume of air that is not connected, that is, air trapped so does not measure all of the total lung capacity, just as happens in patients with emphysema. Thus radiographic\textsuperscript{75} or body plethysmographic methods must be used for accurate measurement of total lung capacity.\textsuperscript{76} Radiographs must be obtained when the lungs are fully inflated, while in the latter one, expiratory reserve volume must be measured carefully with plethysmographine measurements. Total lung capacity is slightly increased due to effects of cigarette smoking; 85% of workers exposed to asbestos also smoked cigarettes for many years.
Progressive impairment of airflow and air trapping occur with an increasing profusion of opacities on radiographs (Figs. 23-5, A and B, and 23-6, A and B). Further limitation of expiratory flow from 25 to 75% of vital capacity (FEF 25–75) indicates increased airway obstruction, which has increased air trapping, within a normal total lung capacity. As flow (FEF 25–75) decreased, both forced expiratory volume, in 1 second, and vital capacity decreased; lung volume was maintained. Further proof of this relationship came from the 46 men with severe asbestosis, as shown by ILO profusions of 2/3 and greater from 8000 asbestos-exposed workers, none of whom had reduced thoracic gas volume or TLC. Four additional subjects who appeared to have restrictive disease had had a lobe or more of lung removed for cancer. In summary, “a small, tight lung” does not characterize asbestosis. Rather it is an airway obstructive disease in which total lung volume, the measure of restrictive lung disease, has increased by 10% due to cigarette smoking. Gas transfer capacity—that is, the diffusing capacity for carbon monoxide, measured during a single breath-hold of 10 seconds—does not decrease until air trapping has reduced vital capacity. Thus decreased diffusing capacity is not an early sign of asbestosis.

Cigarette Smoking Interaction

Men with asbestosis who smoked cigarettes had an increasing profusion of irregular opacities (Table 23-2). Cigarette smoking produced obstructive lesions of the small airways and caused emphysema by depairitioning the distal portion of the lung. Because of these well-known effects of cigarette smoke on the airways, obstruction in asbestos workers was attributed to cigarette smoke. However, studies of large numbers of workers who never smoked showed that airway obstruction was characteristic of asbestosis alone.

Not only is there a strong correlation between the profusion of irregular opacities and physiological impairment, but airways obstruction can be measured in workers after 15 years of exposure in the absence of radiographic lesions. Airway obstruction also characterizes the physiological pattern in those workers who show only pleural signs of asbestosis, either circumscribed or diffuse, on chest x-rays as was hypothesized by Fridriksson et al. and confirmed by many physiological studies. Subjects with both pleural and parenchymal asbestosis on chest x-rays are more impaired than those with either pleural or pulmonary changes alone.

Pleural Effusions and Their Sequelae

The recognition that pleural effusions occur with asbestosis without other proximate causes, waited on tuberculosis becoming rare in American workers. During the past two decades, there have been reports of pleural effusions that last weeks to months; are without bacterial flora, stigmata of tuberculosis, or malignant cells; and have a benign course. Such effusions may precede diffuse pleural thickening with adhesions between the visceral and parietal pleura.

Figure 23-4. A. This terminal bronchiole that is 16 or more bifurcations from the trachea shows a division to the left. It has a greatly thickened fibrotic wall that causes small airway obstruction. B. In this more advanced stage, such bronchioles have been eliminated and alveoli are fibrotic, producing the irregular opacities seen on chest x-rays (original magnification 100x.).

Figure 23-5. A. Mid-flows (FEF 25–75) in 1777 men who were never smokers as a percentage of predicted (adjusted for height and age) are shown as box plots against ILO categories 0/0 to 3/3 with median line. 25–75% limits as the box bottoms and tops and whiskers equal to three halves of the interquartile range rolled back to where there are data. Regression equation for FEF 25–75 percent predicted = 99.01 – 4.92 ILO category (p < 0.0001, R² = 2.4%). B. Residual volume/total lung capacity (RV/TLC) is plotted against ILO categories as in top. RV/TLC = 36.6 + 2.54 ILO category (p < 0.0001, R² = 6.7%).
and obliteration of costophrenic angles, as many workers with these signs have histories of pleural effusion. Follow-up of some reported subjects has been likewise confirmatory. It is inferred that fibrosis, more dense in the periphery of the lung and attenuating toward the hilum, which is recognized with extended-scale, computer-augmented tomography (Fig. 23-7), may be due to asbestosis pleural effusions. These workers are more functionally impaired than are others with pleural asbestos disease, inferring that they develop thick pleural encasement of the lungs that may require surgical removal (decortication) to relieve lung trapping, but this is not confirmed.

**Mesothelioma**

The pleura and peritoneum are lined with mesothelial cells derived from mesoderm that may develop into connective tissue cells or ends of endothelial cells. Asbestos is translocated to mesothelial cells and initiates tumors that grow rapidly, have an excellent blood supply, and thus rarely show necrosis. Mesothelioma invades nerves to cause pain and kill by interfering with breathing. Microscopic metastases are frequent but rarely clinically important. These tumors arise in response to asbestos fibers or fibrils that have either penetrated the lung to reach the pleural space or penetrated the bowel wall to reach the peritoneum.

Mesotheliomas spread rapidly over the surfaces, displacing or engulfing vital organs rather than invading them (Fig. 23-8). In the peritoneum or pleura, the bumpy growths are white or light yellow and vascular without necrosis. Histological sections show either a dense fibroblastic connective tissue, with stroma cells forming tubular structures resembling capillaries, or small vessels or glands, or a combination. They are sometimes difficult to distinguish from metastatic adenocarcinoma from lung, pancreas, colon, or stomach tissue but ultrastructural and histochemical studies are helpful.

These otherwise rare tumors serve as sentinel or signal neoplasms, strongly suggesting asbestos exposures. Similarly, nasal sinus carcinomas are sentinels for exposure to nickel carbonyl or wood dust from certain tropical hardwood trees. Angiosarcoma of

---

**Figure 23-6.** A. Mid-flows (FEF<sub>25–75</sub>) in 4550 men who were current smokers as percentage of predicted (adjusted for height, age, and duration of cigarette smoking) are plotted against ILO categories as in Figure 23-5. FEF<sub>25–75</sub> percent predicted = 89.4 – 4.93 ILO category (p < 0.0001, R<sup>2</sup> = 3.5%). B. Residual volume/total lung capacity (RV/TLC) is plotted against ILO categories for current smokers. RV/TLC = 41.2 + 2.04 ILO category (p < 0.0001, R<sup>2</sup> = 7.9%).
the liver in the United States suggests exposure to vinyl chloride monomer, but similar tumors of the liver in Africa associate with aflatoxin exposure. Historically, the scrotal cancers in the chimney sweep is causally related to coal tar by Percival Pott were sentinels for coal tar exposure.

In the general population, the incidence of mesothelioma varies from 1:1000 to 1:10,000 deaths, but in heavily exposed insulators, it caused 8–10% of deaths. Add to these the mesothelioma deaths, others from contamination of the home by asbestos brought in by shipyard asbestos factory workers, and deaths of subjects who had brief exposures. Although the latency period for mesothelioma averages 35–40 years, it may be as brief as 5 years. There is no relation to cigarette smoking, nor is there convincing evidence for a dose-response or an enhanced risk from intensive or prolonged exposure to asbestos. Amphiboles may be more potent than is chrysotile. Thus in the shipbuilding trades, the incidence of mesothelioma is related to the number of workers at risk in all of the trades, whereas the prevalence of asbestos is higher in heavily exposed workers such as pipe coverers, pipe-fitters, and boilermakers.

Experiments of implanting of fibers of various types and sizes into the pleural space of rats and guinea pigs showed Stanton and Wrench that fibrous glass, rock wool, polygorskite, and brucite caused mesothelioma.54 In Turkey, erionite, a fibrous zeolite, has been associated with an extraordinary prevalence of mesotheliomas around Cappadocia.52,53 Before zeolite can be accepted as a cause, however, it must be noted that fibrous tremolite has also been found in this area and is a contaminant of natural products used for building material. Thus fibrous tremolite, an amphibole, may be responsible for these mesotheliomas as in vermiculite-exposed Libby, Montana. The animal experiments caution against widespread adoption of human-made substitutes for asbestos. Carbon fibers, because of their size and shape, may share the potential for inducing mesothelioma, and they and other fibrous fibers may also produce pulmonary fibrosis, although they have not been tested.

Management of mesothelioma is discouraging to the patient and frustrating to the physician. Survival after diagnosis is usually one year. Patients rarely live five years. Used alone, radiotherapy, chemotherapy, and surgery offer no advantage to the natural course. Debulking of the tumor surgically, and multi-drug chemotherapy, with doxorubicin (adriamycin), cyclophosphamide, and cisplatinate, increase the life span after diagnosis about one year. Because mesotheliomas invade nerves, pain relief is a major concern in palliation.

Lung Cancer

The major public health concern and principal cause of death from asbestos in developed countries is lung cancer. Some groups of asbestos-exposed workers have a lung cancer mortality rate as high as one in five. Causality with cigarette smoking unquestionably makes the relative risk 50–100 times higher in the asbestos-exposed smoker as in the non-asbestos-exposed subject who has never smoked.19,43 Because 65–85% of workers exposed to asbestos have smoked and about 50%, in 1990, continued to do so,43 their excessive risk of lung cancer calls for intervention to quit smoking. Although the smoking rate for males in the general population is now less than 30%, despite clear evidence that stopping smoking reduces the risk of cancer,46 more than 50% of asbestos workers surveyed from 1987 to 199427,78,85 in the construction, shipbuilding, and metal trades continued to smoke. Workers with an extreme risk of cancer have only one hope, one practical approach: to quit smoking. Treatment of lung cancer has advanced so little in the past 40 years that only 5–8% of patients survive five years after discovery. Although investigations with genetic markers and surface antigens suggest that we may be on the verge of earlier clinical recognition, the logistics of extending expensive and time-consuming methods to several million asbestos-exposed workers active and retired are practically impossible.

The latency for lung cancer in asbestos-exposed workers appears to be similar to that in non–asbestos-exposed workers, with incidence peaking around age 60.19,44 Because of a rapidly decreasing risk with the cessation of smoking, efforts to induce asbestos-exposed persons to stop smoking are a public health priority. Similar risk reduction must apply to bystanders and household-exposed groups, as well as persons lesser exposed in buildings containing asbestos. Although proof that the tumors are due to asbestos considered to be difficult in the absence of radiographically demonstrated asbestosis, a recent study showed that almost all the lungs removed for cancer from asbestos-exposed individuals show microscopic fibrosis.46 One lesson from history is clear: when asbestos exposure was sufficiently great that asbestosis was a principal cause of death, opportunities to survive long enough to develop lung cancer are diminished. For example a German asbestos industry study in Dresden showed that one-fourth of the deaths after World War II in asbestos workers were due to asbestosis; less than 2% had lung cancer.46 After the war, extensive industrial hygiene controls reduced the risk of fatal asbestosis in asbestos workers, they lived longer and died of lung cancer.

The dismal prospect for treatment of lung cancer and the large number of people exposed to asbestos makes the public health priority cessation of smoking among blue collar workers who have breathed asbestos. Workers can be motivated by a physician who directs personal attention to effects of cigarette smoke such as signs of chronic bronchitis and emphysema and emphasizing the higher cancer risks when combined with asbestos exposure.45 This strategy should be extended in the United States and most of the developed world, as during the past 20 years asbestos exposure has been progressively reduced. Stopping smoking can substantially reduce the risk of millions of people for lung cancer from exposures in the previous era, to improve public health and decreasing medical and societal costs (lost wages and dependent families).

Other Asbestos-Related Neoplasms

Many other neoplasms have been attributed to asbestos by careful long-term studies of large numbers of insulators and asbestos workers so that contributions from other factors and a long time are required because many individuals in the study populations also smoking cigarettes, using alcohol, and other occupational carcinogens can be ascertained. Asbestos exposure is associated with neoplasms of the pancreas and kidney, certain types of lymphoma, and neoplasms of the esophagus, mouth, and colon. The most extensive study, which served to anchor the experience, is that of the heat and frost insulators, a cohort of 17,800 workers who have been studied by Selikoff and Seidman46 since January 1967. In this group, the ratio of observed to expected cancers of the esophagus, larynx, kidney, pharynx, and buccal mucosa was greater than 2; whereas the ratio for cancers of the stomach, colon, and rectum was greater than 1.5. Thus, it appears that these common epithelial cancers are caused by asbestos exposure, despite causal interactions with cigarette smoke and alcohol (Table 23-2).

The mortality from asbestos disease was elevated 2.6 times the expected rate, and that due to lung cancer was 9.1 times the expected rate in British workers certified by medical panels as having asbestosis in 1980.44 Criteria were sufficient exposure and the presence of two of four conditions (pulmonary [radiological] abnormality, pulmonary functional impairment, basal rales, and finger clubbing); 39% died of lung cancer; 9% of mesothelioma; and 20% of asbestosis. Selikoff and Seidman46 studied all deaths in United States and Canadian insulators, found in the 1967 to 1987 interval excess of deaths 1.4 times the expected number, and with deaths from cancer 3.0 times the expected number. Lung cancer accounted for 23.6% of deaths; mesothelioma, 9.3%; and asbestosis, 8.6%.

Societal Impact

Beginning in the 1970s, workers’ compensation and tort litigation were undertaken for workers with mesothelioma, lung cancer, and asbestosis threatened by death or showing impairment of function.
Fifty different laws in the states and no record linkage contribute to the absence of accurate figures on the numbers of plaintiffs who have successfully threaded through the legal maze of workers' compensation. This system was a social construct to avoid litigation and provide compensation without adversarial confrontation. It was focused on workplace injuries. The trade-off for the worker (plaintiff) was to give up all legal redress for injury or illness. In practice, obtaining workers' compensation may be more difficult than pursuing third-party litigation. Costs have been shifted to society from industry after the workers' resources have been exhausted, employing public assistance, Social Security disability, Medicare, and Medicaid.

In the mid-1970s, civil actions (torts) were filed against major asbestos suppliers and manufacturers on behalf of patients with asbestos disease. More than a decade of such litigation has made the use of asbestos expensive because insurance is difficult or impossible to buy. Jurors awarded large sums to a small fraction of plaintiffs with mesothelioma and lung cancer and some with pulmonary asbestosis. Smaller awards or settlements were made for pulmonary impairment associated with asbestosis in the lungs. The associated (nonpulmonary) neoplasms and pleural asbestos have fared less well, with smaller jury awards and less frequent settlements. The corresponsibility of cigarette smoking has not been accepted by the tobacco companies, nor has litigation succeeded against them for their contribution to the lung cancer death toll. In 1978, the U.S. Congress asked for an appraisal of workers' compensation programs for occupationally related lung disease, which included asbestosis, byssinosis, and black lung, as the prelude to an omnibus bill. However, by 2005 no omnibus bill had passed. Although on paper the situation is worse than in 1978, verdicts in the courts have collectively pushed bankruptcy proceedings led by Johns Mansville to more than a dozen major asbestos firms because they lost insurance and bore large costs in fighting and settling asbestos cases. Meanwhile, installation and use of new asbestos products have virtually ceased in the United States. More members of the exposed workforce know the hazards and hygiene of asbestos removal. Exposure has certainly decreased in developed countries. Currently, the burden of asbestosis is on the individual who tries to obtain Social Security, county welfare, public assistance, disability compensation, or Medicare payments. The likelihood of obtaining such help apparently depends on luck.

Regulations to control exposure in the workplace were enacted in 1977; a temporary standard allowed workers to be employed in environments that contained up to 2 fibers/ml of air, or 2 million fibers/m^3. The National Institute for Occupational Safety and Health (NIOSH) has recommended to the Occupational Safety and Health Administration (OSHA) a 0.1 fiber/ml industrial exposure in the United States, which was adopted in 1990 as a time-weighted average value. In view of the temporizing slowness of this approach, it is reassuring that the use of asbestos in the United States has steadily fallen since 1978, that it has been proscribed in consumer products, that in California a home cannot be sold without an asbestos inspection and amelioration of any problems found, and that it is a public sense to avoid asbestos. Asbestos products are not being installed in new construction because of EPA rules. The EPA expanded its asbestos ban to most uses in July 1989. But brake blocks, pipe, and shingles were banned in 1996 after a three phase-out stages. After 1990, only 10% of products had been phased out but most exceeding the EPA standards ceased production by November 1993, including brake linings, friction materials, flooring felt, and tile. Disappearance of asbestosis will be slow because of its long latency and some exposure from asbestos that was in place. Although in many jurisdictions removal is done legally by specially trained workers in disposable suits and using air supply respirators, some fly-by-night removal companies use laborers uninformed of the dangers of asbestos and lacking instructions for safe handling. Such avoidance of responsibility also characterized our earlier eras. Such unconscionable disregard of human suffering underscores the need for tighter controls and genuine accountability. Criminal penalties may be needed as were threatened in Libby, Montana in 2005. Brakes and clutch facings needed for safety can be free of asbestos materials, and although they cost more than the products replaced, they needed to be replaced less often and avoid asbestos diseases for workers. Asbestos use in the United States fell from 240,000 metric tons in 1984 to 85,000 metric tons in 1987.

**NATURAL NONASBESTOS AND MANUFACTURED FIBERS**

**Natural Nonasbestos Fibers**

According to the Mine Safety and Health Administration, about 150 minerals are fibrous or contain fibers. A fiber is an elongated poly-crystalline unit resembling cotton or animal hair. Mineralogists define fibers as particles with an aspect ratio (length to diameter) equal to or greater than 10 to 1. “Asbestiform” denotes a type of silicate fiber that has a high tensile strength, extreme aspect ratio (i.e., high length/diameter ratio), flexibility, heat resistance, and aggregation of fibrils into bundles. Chrysotile is a good example. The Occupational Safety and Health Administration has defined the asbestos fiber as being greater than 5 µm in length with an aspect ratio of 3 to 1 or greater.

The pulmonary toxicity of natural and human-made fibers is determined by the dose, the dimensions, and durability of the fiber. Fibers with long residence time because of high durability are more toxic than those with shorter residence time. Pleurotheliomas are produced in animal models by pleural or peritoneal injection of fibers such as amosite, crocidolite, chrysotile, anthophyllite, tremolite, attapulgite, erionite (zeolite), borosilicate glass, aluminum silicate glass, mineral wool, aluminum oxide, potassium titanate, silicon carbide, sodium aluminum carbonate, and wollastonite. Amphiboles are more durable than chrysotile in solution and in animal tissues, including lung.

Whether talc, a sheetlike silicate, is toxic to the lung is unclear because in most North America deposits it is significantly contaminated by fibers of tremolite, anthophyllite, and crystalline quartz. Pure cosmetic talc, that is, talc with minimal fiber content, produces few, if any, toxic reactions. Thus toxicity of talc appears due to fiber contamination, and perhaps free silica content.

Vermiculite, a family of hydrated magnesium-aluminum-iron silicates, is sheetlike. The mineral is expanded by heat after removal from the mines and used for insulation and for fillers in paint, plastics, rubber, and other materials. The health hazard from vermiculite is attributable to its contamination with fibrous tremolite. Vermiculite workers and residents of Libby, Montana had numerous mesotheliomas, lung cancers, and asbestosis from tremolite.

Zeolites, a group of crystalline and hydrated aluminum silicate minerals, consist of extremely fine tubes of mordenite or erionite. The tubes are 10–20 µm in length and less than 1–3 µm in diameter. Naturally occurring deposits of zeolites are distributed worldwide, but adverse health effects have been investigated near Karain, Turkey, in the central Anatolia. Although mesotheliomas, pleural thickening, and plaques were attributed to exposure to erionite, it appears that it was contaminated with chrysotile and tremolite. Airborne fibers in Karain, which average less than 0.01 fiber/m^3 and a peak level of 1.38 fibers/m^3, are significantly below the current standard for asbestos fibers. Either this is an unrecognized hazard from low-level airborne erionite exposure, or to tremolite. Wollastonite deposits are scattered around the world. A study in Finland showed that workers from a limestone-wollastonite quarry had a high frequency of pleural thickening and pulmonary fibrosis. Fibrosis was observed in only 3% of a worker cohort in the United States, but these subjects' reductions in expiratory airflow were related to dust levels. Further studies of effects of erionite and wollastonite on human populations are needed, but the data suggests caution in handling these materials.

**Human-Made Fibers**

The physical characteristic of fibers made by humans, from slag, rock, glass, ceramics, and carbon vary greatly with their manufacture. Carbon fibers are used in making sailboat masts and aircraft
components (as in the Stealth bomber). The same considerations of dose, dimensions, and durability that apply to natural fibers extend to human-made filaments with a range of diameters. It is clear that little human respiratory hazard should be predicted for fibers with diameters greater than 10 µm because these fibers do not split into fragments that are respirable. Current commercial fibrous glasses are highly heterogeneous, with some fiber diameters of 1 µm or less. Both rotary spinning and flame attenuation produce fibers less than 1 µm (Fig. 23-9, A and B). Currently the National Institute for Occupational Safety and Health recommends that fibrous glass exposure be limited to 3 fibers/m³. These fibers are defined as less than 3.5 µm in diameter and equal to or greater than 10 µm in length. Rotary spinning, the process analogous to that for making cotton candy, requires less energy and is replacing flame attenuation for producing fine fibers. The thermal coefficient, a measure of insulating capacity, is increased as fiber diameters are reduced (Fig. 23-9C). Where high thermal coefficients are needed with low weight, such as in aerospace applications, uniformly fine fiberglass is preferred. Fine fiberglass is also used in refrigerator doors and in insulating industrial construction and homes because it is mixed (heterogeneously) with larger fibers. This usage exposes production and construction workers to some respirable fibers.

Effects of Nonrespirable Fibers
Nonrespirable fibers irritate the skin, causing itching, burning, and irritation of the conjunctivae and the nasal and pharyngeal passages. Removal from exposure stops it as it does for natural irritants such as peach fuzz or stinging nettle. Striking dermatographism, histamine wheal and flare, precludes further exposure in some people.

Effects of Respirable Fibers
Longer fibers resist phagocytosis and produce ferruginous bodies after variable periods of residence. Shorter fibers are phagocytosed and release peptides that stimulate recruitment of cells for production of collagen and other fibers. Intrapleural injection of fibers produces mesotheliomas in animals. Inhalation, even for a long period in rodents and in monkeys, produces macrophage accumulations and granulomas containing fibrous glass but little fibrosis, but in rats, plaques develop on the visceral pleura.

Insulators who use materials with a high thermocoefficient and low weight—as in the construction of cabins of aircraft or space vehicles—should be studied to learn whether these fine fibers imitate asbestos. In the past, many of these workers were exposed to asbestos used in these applications or in similar work. Furthermore, the manufacturing sites for fiberglass have been rich in asbestos insulation. Finally, the duration of human exposure in many of these facilities has been less than the 20 or 25 years, which is the usual "latent period" for effects of asbestos exposure. Therefore, it is logical that the hazard from fine fiberglass is analogous to that from asbestos, as has been demonstrated recently.

Workers were studied in a midwestern appliance plant where refrigerator doors, and previously, entire cabinets, were insulated with fiberglass sheeting and loose rotary-spun fiberglass. Spirometry and lung volumes were measured, respiratory and occupational questionnaires were administered, and chest x-ray films were read for pneumoconiosis using International Labor Office 1980 criteria in 284 men and women with exposures of 20 years or more to heterogeneous fine fiberglass. Electron microscope measurements of fiber size in several samples showed that 49–83% had diameters under 5 µm. Air samples were examined only by light microscopy so that low levels of 0.1–0.4 fibers/ml were are meaningless. Expiratory flows were reduced including FEV₁ (mean 90.3% of predicted [pr], FEF25–75 [85.5% pr], and FEF75–85 [76.2% pr]. Forced vital capacity was significantly reduced (92.8% pr) and total lung capacity was significantly increased (109.2% pr). In white male smokers, a group large enough for comparisons, pulmonary function reductions paralleled the appearance of irregular opacities. Forty-three workers (15.1%) had evidence of pneumoconiosis on chest radiographs; 26 of these (9.1%) had no known exposure to asbestos and 17 (6.0%) had some exposure. Our best judgment was that in 36 (13.0%) pulmonary opacities or pleural abnormalities were due to fiberglass.

Figure 23-9. A. Rotary process of producing fine fiberglass used both centrifugal force and air jets to attenuate the glass. Heterogeneous fiber diameters result. B. Flame attenuation provides heat and drive force to pull the fibers into smaller diameters. C. Insulating capacity, the reciprocal of thermal conductivity, is increased as fiber diameter is reduced.
Commercial rotary-spun fiberglass used for insulating appliances produced human disease similar to asbestosis. Radiographic studies of workers at seven fibrous glass and mineral wood facilities, 40 years ago, demonstrated 10% had small irregular opacities of low profusion, 0/1 to 1/1.17 Physiological testing was not done.17,104-105

Mortality rates for fibrous glass workers have been studied without regard to the respirability (size) of the fibers; generally there have been no excess deaths from malignant or nonmalignant respiratory disease.107 A 17-plant study in the United States under the auspices of the Thermal Insulation Manufacturers Association and a 72-plant seven-country European study by the European Insulation Manufacturers Association found risks for lung cancer above those of control populations, a 12% increase in glass wool workers and a 36% increase in mineral wool workers.107 Serious questions were raised about the suitability of national versus regional versus area controls for tracking cancer mortality rates so the mortality rate remains unsettled.108–110

Because society’s members are contaminated by many chemicals, suitable comparison groups are difficult to locate. Human mesotheliomas from fiberglass have not been identified although construction workers installing loose fiberglass had exposures of 7 fibers/ml.109

Public Health Considerations

Research

Because of the analogous dimensions and respirability of fine fibrous glass and other man-made fibers and variable durability, additional studies are needed of health effects and mortality in populations that have been exposed for at least 20-year latent periods and without exposure to asbestos.111 If these studies confirm those above, they will help choose the safe alternatives to asbestos. Meanwhile, the association of mesothelioma with siliceous filaments in sugarcane factory workers in India112 raises the possibility of a “natural fiber” of plant origin mimicking asbestos exposure or perhaps asbestos exposure has not been adequately ruled out. A better history of exposure, examination of lung tissues, fiber content with scanning electron microscopy, and energy-dispersive analysis propose many questions of competing etiology as asbestos is replaced.

Control Measures

It seems ironic that we are witnessing widespread adoption of fibrous glass without key information needed to determine the human health risks.94,100,106-111,113 Clearly, determination of the health hazards of fine human-made fibers is a high priority before their production and application in industries produces a problem for this new century that mimics that from asbestos. Meanwhile, it is prudent to regard respirable fibers as needed with the same precautions as asbestos.110
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Coal Workers’ Lung Diseases

Historical Perspective
Lung disease among underground coal miners has been a recognized occupational hazard since at least the mid-seventeenth century. Miners’ black lung, now called coal workers’ pneumoconiosis (CWP), was first documented among Scottish coal miners in 1837. Although the disease was thought to be disappearing in Britain at the turn of this century, wider use of chest radiographs following World War I showed pneumoconiosis, similar to silicosis, among coal miners in South Wales. By 1934, British physicians were beginning to accept coal dust as an occupational exposure that could result in disability and death. In 1942, the Committee on Industrial Pulmonary Diseases of the Medical Research Council introduced the term “coal workers’ pneumoconiosis.”

In marked contrast, appreciation of CWP as an occupational disease and public health problem occurred much later in the United States, as did legislation to prevent or compensate CWP and associated respiratory disease. One reason for the relatively late recognition of CWP as a distinct disease entity in the United States was the early emphasis placed on the etiological role of silica in pneumoconiosis. The Hawk’s Nest tragedy (1932–1934), in which more than 400 workers died of acute silicosis and tuberculosis after working on the tunnel at Gauley Bridge, West Virginia, reinforced the prevalent theory that silica content was the critical etiological agent in pneumoconiosis. The first systematic study of U.S. coal miners was conducted by the Public Health Service between 1928 and 1931 in the anthracite coal fields in eastern Pennsylvania. Because of the relatively high silica content and similarity to silicosis, the term “anthracosilicosis” was used to describe the pneumoconiosis found among those miners. Of 2711 men studied, 23% were found to be affected. The prevalence of pneumoconiosis was related to the number of years underground, particles per cubic meter, and free silica content of the dust. “Pulmonary infection” was more frequent among miners with higher dust exposure and greater than 15 years underground. Among miners over age 55, pulmonary tuberculosis was as much as 10 times more common than in the general population. Little additional progress was made in the United States until 1954, when the Public Health Service published a bibliography of American and British reports on respiratory disease among coal miners. Following this, various clinical and epidemiologic studies further documented the importance of CWP. At the direction of Congress, the Public Health Service began a comprehensive survey of the Appalachian coal fields in 1963. Of 2549 working miners and 1191 nonworking miners, 9% of the working and 18% of the nonworking miners were found to have radiographic evidence of pneumoconiosis. This study, published in 1968, together with the disastrous November 20, 1968, Farmington, West Virginia, mine explosion that killed 78 miners, triggered increased pressure from miners, their union (the United Mine Workers of America), and public health advocates, and led to passage of the Federal Coal Mine Health and Safety Act of 1969 (Public Law 73). This was the first American mining law to recognize the importance of both health and safety hazards and provide a mandate for strong preventive measures.

Since that time, awareness has grown indicating that CWP is not the only occupational pulmonary disease affecting coal miners. The results of the study by Rogan and colleagues were the first to show a clear link between chronic airflow obstruction and dust exposure, independent of CWP status, while Rae et al. demonstrated that respiratory symptom prevalence was related to level of dust exposure. Emphysema is increased in coal miners, and is related to both retained dust in the lung, and to cumulative dust exposure.

Legislation
Although the Federal Coal Mine Health and Safety Act of 1969 was a landmark piece of legislation, it was by no means the first or last legislation to deal with occupational risks of mining (Table 24-1). The 1969 Act addressed several issues specifically and has served as a model for subsequent occupational safety and health legislation. The provisions included the following:

- Mandatory health standards to be prescribed by the Secretary of Health and Human Services (HHS)
- Right of entry for inspection (Department of Interior) and investigation (HHS)
- Power to close mining operations, issue abatement orders, and penalize operators for noncompliance
- A respirable dust standard of 3 mg/m³ to be reduced to 2 mg/m³ 3 years after passage of the Act
- Medical surveillance of underground coal miners through entry and periodic chest x-ray examinations
- Rights of miners (transfer rights) with evidence of pneumoconiosis to work in a low dust area (now < 1 mg/m³) with increased dust monitoring. If job transfer is necessary, there is no loss of pay (rate retention)
- Autopsies on deceased miners, administered by the National Institute for Occupational Safety and Health (NIOSH) through the National Coal Workers’ Autopsy Study
- Compensation for miners with total disability and for dependents of those miners who die of lung disease from coal mine employment
- Research and training

The medical surveillance provisions of the Act were implemented through specifications developed by the NIOSH Appalachian Laboratory for Occupational Safety and Health in August 1970. Since that date, more than 350,000 examinations have been performed. Subsequently, Title IV of the 1969 Act has been amended twice by Congress, each time modifying requirements that qualify miners for benefits and making coal operators responsible for providing trust funds to pay these benefits. In 1977, the 1969 Act was revised and
TABLE 24-1. COAL MINING HEALTH AND SAFETY LEGISLATION IN THE UNITED STATES

<table>
<thead>
<tr>
<th>Year</th>
<th>Event</th>
</tr>
</thead>
<tbody>
<tr>
<td>1865</td>
<td>Bill is introduced to create Federal Mining Bureau. It is not passed.</td>
</tr>
<tr>
<td>1910</td>
<td>Bureau of Mines is established but specifically denied right of inspection.</td>
</tr>
<tr>
<td>1941</td>
<td>Federal Mine Safety Code for Bituminous Coal and Lignite Mines is issued by the Director, Bureau of Mines (agreement between Secretary of the Interior and the United Mine Workers of America) and included in the 1946 (Krug-Lewis) UMWA Wage Agreement.</td>
</tr>
<tr>
<td>1947</td>
<td>Congress requests coal mine operators and state agencies to report compliance with the Federal Mine Safety Code; 33% compliance is reported.</td>
</tr>
<tr>
<td>1952</td>
<td>Title II of the Federal Coal Mine Safety Act is passed.</td>
</tr>
<tr>
<td>1969</td>
<td>Federal Coal Mine Health and Safety Act is passed.</td>
</tr>
<tr>
<td>1966</td>
<td>Amendments to 1952 law are passed. Mines employing under 15 employees are included under 1952 Act; stronger regulatory powers are given to Bureau of Mines, such as the provision permitting the closing of a mine or section of a mine because of an unwarrantable failure to correct a dangerous condition.</td>
</tr>
<tr>
<td>1969</td>
<td>Federal Coal Mine Health and Safety Act is passed. The hazards of pneumoconiosis are, for the first time, given prominence, in addition to those of accidents.</td>
</tr>
<tr>
<td>1972</td>
<td>Black Lung Benefits Act of 1972 is passed. Several sections of the Title IV are amended, liberalizing the awarding of compensation benefits.</td>
</tr>
<tr>
<td>1977</td>
<td>Federal Mine Safety and Health Act of 1977 is passed. It amends Coal Mine Health and Safety Act of 1969 largely by adding health and safety standard setting, inspections, and research provisions for metal and nonmetal miners, while leaving the 1969 act largely intact. This act also consolidates health and safety compliance activities for general industry (OSHA) and mining (MSHA) in the Department of Labor.</td>
</tr>
<tr>
<td>1977</td>
<td>Black Lung Benefits Revenue Act of 1977 is passed. This provides for an excise tax on the sale of coal by the producer to establish trust funds to pay black lung benefits.</td>
</tr>
<tr>
<td>1977</td>
<td>Black Lung Benefits Reform Act of 1977 is passed, to improve and further define provisions for awarding black lung benefits. Additionally, it establishes (a mandate) that a detailed study of occupational lung disease would be undertaken by the Department of Labor and NIOSH.</td>
</tr>
</tbody>
</table>


largely incorporated into a new, comprehensive mining law—the Federal Mine Safety and Health Act of 1977. Pub L No 91-173, amended by Pub L No 95-164, 101st—which extended many of the provisions of the 1969 Act to metal and nonmetal miners. Significant new responsibilities were given to the Department of Labor (Mine Safety and Health Administration) for establishing health standards and mine inspections and to HHS (NIOSH) for research and surveillance in noncoal mines.

**Definition of CWP**

CWP is a specific occupational lung disease arising from the prolonged inhalation of coal mine dust. Black lung is a generic term that has been used legislatively and popularly to mean any lung disease that may arise from coal mine employment. This includes both pathologically defined CWP and also obstructive airway disease among coal miners. CWP occurs in two forms: (1) simple (chronic) CWP and (2) complicated CWP, or progressive massive fibrosis (PMF). The characteristic lesion of simple CWP is the coal macule, which is a focal collection of dust-laden macrophages at the division of the respiratory bronchioles together with associated focal emphysema. Micro- and macronodules of simple CWP usually are smaller than 1 cm in diameter. Complicated CWP, or PMF, consists of solid, heavily pigmented masses generally greater than 2 cm in diameter, commonly located in the apical region of the lung and occurring on a background of simple CWP.

**Environmental Exposures**

Significant exposure to coal mine dust may occur not only underground but also in surface strip and auger mines, in coal preparation plants, and in coal-handling operations. U.S. coal reserves are extensive, covering some 400,000 square miles across the country (Fig. 24-1). Coal in the United States may be classified by four ranks: lignite, subbituminous, bituminous, and anthracite, reflecting the degree of metamorphism of the coal. Anthracite deposits, which are mined on a limited basis only in northeastern Pennsylvania, are associated with the highest rates of pneumoconiosis. Bituminous coals, which are mined from central Pennsylvania westward to Utah are less fibrogenic than anthracite, there being a gradient in toxicity from low-volatile bituminous (more fibrogenic) to subbituminous coal (less fibrogenic). Lignite, which also is mined on a limited basis, has not been adequately studied epidemiologically. Workers engaged in face work and coal preparation often have the highest exposures to respirable coal dust and thus the highest rates of CWP. Drillers and other workers involved in tasks which generate free silica dust are also at risk of contracting silicosis.

Prior to 1970, dust concentrations in face jobs in underground mine were ranging from 6 to 10 mg/m$^3$. Subsequent to the 1969 Act, dust levels were limited first to 3 mg/m$^3$ and then to 2 mg/m$^3$. Overall, the regulations brought about a marked reduction in dust exposures in coal mines, although not without problems being reported periodically. Recent evidence suggests that miners are not being uniformly protected from developing disease. New technological developments, such as the machine-mounted continuous respirable dust monitor may help to identify and control future overexposures. Surface coal mining accounts for an increasing fraction of coal mined in the United States, while the underground mining workforce has been decreasing. Surface mining is prevalent in the western states, and some parts of Appalachia as “mountaintop removal.” Surface miners generally experience lower levels of dust exposure than their counterparts underground. Some surface mine jobs, however, can involve very high exposures to silica, especially if dust control measures are missing or ineffective. Drillers, in particular, are at risk of both acute and chronic silicosis, and severe cases have been reported.

**Pathophysiology**

Pathologically-defined simple CWP consists, at a minimum, of the characteristic coal macule lesion(s). These may occur as microscopic manifestations of CWP associated with little or no functional impairment. With greater dust deposition in the lung, micronodules (less than 7 mm in diameter) and nodules (larger than 8 mm but less than about 1 cm) are found, predominantly in the upper lung zones (Fig. 24-2). These nodules consist of collagen in addition to a preponderance of reticulin. With increased profusion of nodular lesions in the lung come greater functional abnormalities, but until marked, CWP often is not associated with significant respiratory symptoms or limiting impairment.
The presence of simple CWP is a significant risk factor for development of PMF, and its probability increases with the severity of simple CWP (Fig. 24-3).²⁶,²⁷ PMF lesions usually occur in the posterior portion of the upper lobes and in the superior segment of the lower lobes. Unlike silicotic lesions, they cut easily and may have cavities containing inky fluid. The margins may be rounded or irregular, with fibrous strands extending into adjacent lung tissue.

Caplan’s syndrome, consisting of pulmonary nodules associated with rheumatoid arthritis, occurs rarely in coal miners. The nodules, Caplan’s lesions, are similar to large (up to 5 cm) silicotic nodules on
gloss examination, usually have smooth borders and concentric internal laminations, and in contrast to PMF lesions, often have little dust contained within the lesion.39

Although other forms of emphysema occur in coal miners as they do in the general population, focal emphysema is integral to the coal macule (Fig. 24-2). Focal emphysema is associated with local loss of elastic fibers and alterations in capillary density. The panlobular, irregular, centrilobular, and bullous emphysema associated with these massive lesions is often extensive and destructive; it frequently results in marked pulmonary impairment.19 Increasing pathological and physiological evidence has strengthened the view that coal mine dust exposure causes centrilobular emphysema.20–29 Chronic bronchitis, characterized pathologically by hypertrophy and hyperplasia of the bronchial mucous glands with an associated increase in the goblet cells of the small airways, occurs as a result of dust exposure.31 Clinically defined as the chronic production of phlegm, chronic bronchitis is a frequent clinical finding among coal miners,32 and its prevalence and incidence are related to dust exposure.15,33

Physiologically, miners with simple CWP have been found to have increased residual volumes, decreased maximal expiratory flow rates, reduction in PaO2, increased alveolar arterial oxygen differences, and slight hyperventilation, especially with exercise.14,23 These findings may be nonexistent or slight in those in the earliest stages of CWP, but become progressively more significant with advancing disease.

In PMF (again varying with the extent of the lesions), moderate-to-severe airway obstruction is manifested by markedly reduced flow rates, decreased diffusing capacity, perfusion defects, and reduced PaO2, together with obstructive and restrictive mechanical changes in the lung.34 These findings often are marked. Pulmonary hypertension with cor pulmonale is a frequent consequence of advanced PMF.

**Clinical Features**

There are no pathognomonic signs or symptoms of CWP. In the early stages of CWP, workers may be asymptomatic and without functional impairment. Chronic cough and phlegm are, however, associated with prolonged inhalation of coal dust. These symptoms may or may not be associated with functional impairment. As CWP progresses, shortness of breath and functional impairment become more common, yet some miners with advanced simple CWP remain symptom free. Those with PMF, especially those with large lesions, typically present with cough, phlegm, and shortness of breath. The chest radiograph is the standard method for detection of CWP. Although the radiographic examination is somewhat limited in sensitivity, the correlation between the profusion of CWP pathologically and radiographically is reasonably good.34 An internationally developed and accepted method of radiographic classification distributed by the International Labor Office can be used to describe the extent, size, shape, and distribution of radiographic opacities and also to describe pulmonary, cardiac, pleural, and other thoracic abnormalities that may appear on a chest radiograph.35 This classification divides simple pneumoconiosis into four major subcategories (0, 1, 2, and 3), each of which is subdivided into three categories (i.e., 1/0, 1/1, and 1/2), resulting in an approximation to a continuous scale. PMF is divided into three categories (A, B, and C), depending on lesion size. Although designed as a tool for public health surveillance and epidemiological investigation, this classification also has been adopted internationally to describe CWP clinically and is used for compensation purposes in some jurisdictions. Computerized tomography (CT or HRCT) is used routinely where available to clarify ambiguous findings on the standard chest radiograph and to investigate the possibility of cancer in miners with large opacities. Use of CT for routine screening is not recommended currently, although it is employed in some countries for medical monitoring of dust-exposed workers. There is no internationally-accepted standardized method for classification of CT studies in dust-exposed workers; however, some have been proposed but not yet validated.36

**Epidemiology**

Mortality patterns among coal miners have been studied extensively and have generally shown increased standard mortality ratios (SMRs) for accidents, nonmalignant respiratory disease, pulmonary tuberculosis, and stomach cancer.36–38 Mortality rates by major radiographic category have shown significant excesses for those with complicated CWP over those with category 0,39 particularly for miners who developed PMF early in their working life.40 Little evidence has been found for a gradient of increasing mortality with increasing category of simple CWP, although Miller and Jacobsen showed reduced survival among those with simple CWP compared to those with category 0.41

Mortality from all nonviolent causes was found to be related to cumulative dust exposure.42 Importantly, mortality from bronchitis and emphysema was also related to dust exposure, an observation confirmed by Kuempel et al., using both underlying and contributing causes of death.43 The latter study also showed a relationship between mortality from pneumoconiosis and cumulative dust exposure.

In the main, mortality from lung cancer in coal miners is not increased, but there is widely varying evidence regarding a link between CWP and lung cancer. In studies where excesses were found, lack of control for confounding factors may have been responsible.44 Using detailed case-control methods, Ames and colleagues were unable to detect a CWP-lung cancer relationship. By contrast, stomach cancer mortality has been almost uniformly increased in coal mining cohorts in both Britain and the United States,39,40,43 and a relationship with dust exposure has been detected.45 Ong and coworkers46 have hypothesized, supported by laboratory mutagenesis data, that compounds in coal may undergo intragastic nitrosation or interaction with exogenous chemicals or both to form carcinogenic compounds that may with time cause stomach cancer. The Meyer hypothesis,47 which posits that miners with good lung clearance get nonmalignant lung disease, has been invoked as one explanation of the increased mortality from stomach cancer in coal miners. This hypothesis was confirmed in one analysis using CWP as an indicator of impaired clearance,48 but not in another using airway obstruction as the indicator.49

Morbidity studies of coal miners have dealt with various outcomes relating to nonmalignant pulmonary disease. Preeminent among these have been the association between radiographic evidence of CWP and dust exposure. In 1959, the Pneumoconiosis Field Research (PFR), a scientific study initiated by the National Coal Board of Great Britain, began a massive, long-term cohort study of 26 collieries. After 10 years of study, analysis of the respirable dust and radiographic findings provided clear dose-response relationships, which resulted in new dust standards in the United States and in Great Britain.50 These findings were confirmed in a subsequent study of 10 of the original collieries (Fig. 24-4).51 Free silica content in respirable samples was found not to influence pneumoconiosis risk, once cumulative exposure to mixed mine dust was taken into account. Despite this, it was found that a small number of miners with rapid progression had higher exposure to free silica, suggesting the development of silicosis rather than CWP.52 Further examination of these data has led to a warning that even brief overexposures to silica in the coal mine can be hazardous.53 Coal rank, in addition to mixed mine dust exposure, has consistently found to be an important predictor of CWP prevalence and incidence.54–58 A substantial degree of variation exists between mines which cannot be accounted for by dust exposure and to investigate the possibility of cancer in miners with large opacities. Use of CT for routine screening is not recommended currently, although it is employed in some countries for medical monitoring of dust-exposed workers. There is no internationally-accepted standardized method for classification of CT studies in dust-exposed workers; however, some have been proposed but not yet validated.59

Because of the strong association between PMF and respiratory impairment and increased mortality, the attack rate of PMF has been of particular interest. The risk of developing PMF increases with...
These studies are important because they provide the basis for understanding the relationship between dust exposure and the development of simple pneumoconiosis and other coal-mining-related lung diseases. The exposure-response relationship for CWP and dust exposure is similar for current coal miners and ex-miners, although ex-miners had more disease owing to higher exposures. Although rounded-type small radiographic opacities have been traditionally studied in connection with CWP, there is evidence that small irregular opacities also increase in prevalence with degree of dust exposure. Small irregular opacities may be linked with lung function deficits.

While radiographic evidence of CWP has been the major focus of epidemiological research on CWP, much attention has also been paid to coal dust exposure and other nonmalignant lung diseases (including bronchitis, obstructive airway disease, and emphysema). Unlike CWP, these diseases are known to be of multifactorial etiology, including a major influence of cigarette smoking among miners. Hence their interpretation and significance in terms of occupational exposure has been associated with some controversy.

There is now overwhelming evidence of an exposure-response relationship for cumulative dust exposure and diminished ventilatory function. This has been found in cross-sectional studies, and in longitudinal studies. Smoking was not found to potentiate the effect of dust exposure, nor was presence of CWP a prerequisite for ventilatory function loss. The average effect of dust exposure obtained from the exposure-response analyses may appear small, this appearance is misleading, and there is evidence that some miners suffer important deficits in ventilatory function from their work.

Severe declines in underground coal miners are associated with increased mortality, and may not only be due to dust exposure but also arise from other airborne factors, such as water used for dust suppression. There is no epidemiologic evidence that the effect of smoking and dust exposure differ in nature. More recent evidence suggests that new recruits to mining suffer large initial declines in ventilatory function, followed by lesser long-term declines.

Respiratory symptoms associated with chronic bronchitis have been shown to be related to cumulative dust exposure and its surrogates, in both smokers and never smokers. The presence of emphysema, as detected on the chest radiograph, is linked with extent of cumulative dust exposure. This finding is consistent with the results of several pathologic studies, which indicate that emphysema is associated with both retained dust and cumulative exposure (or its surrogates) during life.

Prevention

The key to preventing CWP is prevention of prolonged inhalation of significant concentrations of coal mine dust. This can be accomplished by the control of respirable coal mine dust through proper ventilation, use of water spray dust suppression, and enclosure of mining operations. Secondary prevention strategies, for example, removal of miners with early evidence of CWP to low-dust jobs can assist in reducing the incidence of severe disease. Both strategies were mandated by Congress in the Federal Coal Mine Health and Safety Act of 1969 and have been implemented with substantial but incomplete success in underground operations of the U.S. coal industry. Since passage of the 1969 Act, respirable dust levels have been reduced for most high-risk jobs to meet the 2.0 mg/ml standard. Recent evidence suggests that control of dust for prevention of CWP will have similar rates of success with other coal-mining-related lung diseases.

NIOSH CWP surveillance of U.S. miners has documented decreases in radiographic prevalence of CWP (category 1 or greater) over the period 1987–2001 from 20% to about 5% in miners with 25 or more years in mining. In contrast, prevalence rates for miners with less than 20 years tenure in mining have remained relatively stable, ranging from about 1–4% in 2001 for those with 0–9 to 15–19 years of tenure (Fig. 24-6).

Despite these gains in prevention, concern has been expressed about the adequacy of control measures, and there remains evidence of excessive risk for underground coal miners in certain localities, as manifested by cases of rapid progression of CWP. In addition, although dust concentrations in surface mines have averaged less than half those of underground mining, high exposures to coal dust and free silica may occur for those who drill, crush, and prepare coal for transport. NIOSH has described several cases of acute or accelerated


silicosis in young (<35 years old) drillers, and has recommended the use of wet drilling and exhaust ventilation as effective prevention measures.83 In response to evidence of limitations in the effectiveness of current U.S. effort to fully control lung disease in coal miners, NIOSH produced comprehensive recommendations for addressing this problem.87 This criteria document makes the following recommendations:

- Control of respirable coal mine dust to 1 mg/m³
- Improved engineering control and work practices
- Improved hazard surveillance
- Extension of health screening and surveillance to include tests of pulmonary function for all coal miners—both underground and surface

In response to the NIOSH recommendations, the U.S. Secretary of Labor empaneled an Advisory Committee on the Elimination of Pneumoconiosis Among Coal Mine Workers.88 This committee reviewed the scientific data on the causes of disease persistence and issued 20 recommendations. Those include recommendations for improved dust control, and inspection and enforcement of exposures to coal mine dust including silica dust. A strengthened program of medical screening and health surveillance was also endorsed. Ultimately, improved prevention depends on adoption and application of these recommendations.
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Silicosis is a fibrotic lung disease produced by the inhalation of dust containing free crystalline silicon dioxide (SiO$_2$). Free silica and silicates represent a large part of the earth’s crust. Silicon and oxygen are the two most important elements in the crust; about 27.7% of its composition is silicon, and 46.6% is oxygen. Free silica, the most widespread naturally occurring substance known to have a fibrogenic effect on the lungs, occurs in crystalline and amorphous forms. The crystalline forms that are fibrogenic are quartz, tridymite, and cristobalite; cryptocrystalline forms (consisting of minute crystals) are flint, chert, opal, and chalcedony. There are numerous forms of amorphous silica.

At high temperatures (800–1000°C), quartz, the most common crystalline form of free silica, is converted into tridymite, and at even higher temperatures (1100–1400°C) it is transformed into cristobalite. Flint, chert, opal, chalcedony, and amorphous forms of free silica, including kaolin and diatomaceous earth, are also transformed into tridymite and cristobalite at these temperatures. This effect of high temperatures is of importance, since both tridymite and cristobalite are more potent than quartz in producing pulmonary fibrosis.

**History**

Silicosis undoubtedly originated in antiquity with the mining and processing of metals and building stone. Agricola, in his book *De Re Metallica* (1556), was probably the first to recognize the adverse effects of inhaled dust. The first monograph on miners’ diseases, *Von der Bergsucht* by Paracelsus in 1567, included a classic description of “miners’ phthisis.” Van Dienerbroeck described how the lungs of stonecutters dying of “asthma” cut like masses of sand (*Anatomi Corporis Humani*, 1672). Bernardino Ramazzini included a description of diseases of stonemasons and miners in *De Morbis Artificium Diatriba* (1700). In England, the disease (phthisis) was described in flint knappers, needle pointers, knife grinders, fork sharpeners, and cutters of sandstone. John Scott Haldane (1923) described the cellular storage and retention of dust, including the long-term retention of silica, and recommended better ventilation of mines and factories. The distinction between tuberculosis and silicosis followed Koch’s discovery of the tubercle bacillus in 1882. The earliest description of silicosis in the United States, in the nineteenth century, was of employees of a cutlery plant; the disease was then detected among miners. Tunnel work generated numerous cases of silicosis. The tunnel at Gauley Bridge in West Virginia, where many workers contracted both acute and chronic silicosis in the 1930s, attracted much public attention. This resulted in the initiation of dust suppression and respiratory protection methods, improved industrial hygiene, and the introduction of laws for compensation of silicosis victims.

Although the magnitude of the silicosis risk was gradually reduced in tunnel drilling and mining operations, significant silica exposure continued to occur in other industrial operations, such as foundries, the manufacture and use of silica flour, the production of detergent soaps with a high content of free silica, and sandblasting.

**Work Exposures**

- **Mines.** The quartz content of the ores mined and the intensity of exposure to dusts determine the relative risks of working in the following situations: metal ore mines, especially gold, copper, tin, silver, nickel, tungsten, uranium, and platinum; coal mines (drilling through rock or work in areas with narrow seams); mines or quarries for silicates (talc, kaolin, bentonite, mica, clays, etc.); slate, graphite, and fluor spar and their processing; drilling for exploration; and crushing operations. A recent study among South African gold miners with an average length of service of 21 years reported a prevalence of silicosis among 19%.

- **Quarries.** Quarries of materials with high free crystalline silica content (quartz, sandstone, granite, slate, porphyry, etc.) and the processing of such materials place workers at risk for silicosis. Sandstone is almost pure silica; granite may have a variable silica content, 20–70%; and slate usually is approximately 40% silica. The cottage industry producing slate pencils in India has produced numerous cases of severe silicosis.

- **Tunnels.** Tunnel drilling and other excavations in rocks with high SiO$_2$ content may represent a severe hazard, especially since ventilation usually is poor. Among the earliest studies of silicosis in the United States were those of disease in subway and tunnel builders in New York City in the mid-1920s. Cases of silicosis also have been traced to the excavation of deep foundations in sandstone in Australia. In northeastern Brazil, a high incidence of silicosis in pit diggers has been reported.

- **Highway Repair.** A recent study examined highway construction trends, silicosis surveillance case data, and environmental exposure data and found that a large population of highway workers is at risk of developing silicosis from exposure to crystalline silica. High levels of silica exposure have been identified in this setting: the potential for respirable quartz concentrations involving disturbance of concrete were reported to range up to 280 times the National Institute for Occupational Safety and Health (NIOSH) Recommended Exposure Limit of 0.05 mg/m$^3$, assuming exposure for an 8- to 10-hour workday.

- **Stone Masonry.** Stonemasons may be subjected to significant and seldom well-controlled silica exposure. Sandstone and granite are the most important materials.

- **Foundry Work.** A significant risk of silica exposure is associated with the mixture of sand and clays used for molds; the temperature of the molten metal poured into the molds fuses some sand to the surface of the castings and converts some quartz into tridymite or even cristobalite. Sometimes the molds are dusted with powders of high
free-silica content, which adds a significant risk. The separation of castings from molds and cores, by shaking or knocking or automatically on vibrating tables, generates dangerous concentrations of dust. Fettling, the process by which the remnants of molds are removed from the castings by various abrading and polishing techniques carries a substantial risk.

**Grinding.** Grinding and polishing with sandstone or other abrasive materials of high silica content have largely been replaced by less hazardous procedures, since these methods have resulted in numerous severe cases of silicosis. Nevertheless, grinding with such synthetic materials as Carborundum does not totally eliminate the risk, since remnants of the silica-containing mold are a source of airborne silica dust. Crushed sand, sandstone, and quartzite have been used for metal polishes and sandpaper.

**Sandblasting.** Sandblasting, used in foundries; in construction work, especially for the polishing of metal surfaces before painting and for cleaning building stone; and in the etching of glass and plastics, is an extremely hazardous occupation with high levels of exposure to very fine particles. Steel shot, iron garnet, and Carborundum are sometimes used instead of sand, but these replacement materials have not undergone adequate study in animal models, especially under conditions comparable to long-term occupational exposure. Sandblasting of relatively small objects can be done in enclosed chambers operated from the outside. A hazardous exposure persists, however, for workers entering the sandblasting booths to remove the objects or clean the floors. Sandblasting in construction work or shipbuilding is much more difficult to enclose; hence adequate respiratory protection of all persons in the work area is essential. Sandblasting was banned in the United Kingdom in 1951 and in the European Economic Community in 1966 but is still widely used in the United States, where cases of rapidly progressing silicosis attributed to this type of exposure have been reported. The NIOSH recommends that silica sand be prohibited as abrasive blasting material and that less hazardous materials be used in blasting operations.

**Refractory Brick Manufacture.** Manufacture of refractory brick and other refractory products (especially the acid refractories) carries a high risk of silicosis. Quartzite, sandstone, sands, or grits with a high quartz content are crushed, milled, shaped, dried, and fired at high temperatures, and a proportion of quartz is converted to tridymite and cristobalite.

**Bricklaying.** Bricklaying and dismantling or repair of refractory bricks in ovens, furnaces, kilns, and boilers carry a high risk of silicosis, especially because of the presence of cristobalite along with the quartz.

**Pottery.** The pottery industry may generate significant risks when the raw materials (mostly clays) contain free silica, even though use of powdered flint, which was a major source of silica in the pottery industry in Great Britain, has been discontinued. Glazes with variable contents of quartz also are used; firing at high temperatures (up to 1400°C) may create another source of significant silica exposure. In the United States, wollastonite, a calcium metasilicate, is used instead of flint, quartz, sand, and china clay, and, therefore, the health hazard in this industry is less than that reported in Great Britain in the past.

**Glass.** Glass industry workers, especially those grinding and polishing with fine quartz, and sandblasters of glass have considerable silica exposure.

**Manufacture of Abrasive Soaps.** The manufacture of soaps containing fine sand (silica flour) has in the past been a cause of rapidly progressing silicosis, "abrasive soap pneumoconiosis."

**Fillers.** Fillers used in the paint, rubber, plastic, and paper manufacturing industries may include silica flour; a finely ground, highly toxic quartz. It is sometimes incorrectly labeled as amorphous silica.

Rapidly progressing silicosis has resulted from the production of silica flour in Australia and the United States.

**Enamel.** Vitreous enameling, using mixtures of pulverized materials containing quartz at high temperatures, may present a significant risk; enamel spraying is particularly hazardous.

**Diatomaceous Earth.** Calcined diatomaceous earth carries a significant risk, since part of the amorphous silica is transformed through calcination into cristobalite and tridymite. It is used in filters, absorbents, and abrasives and may generate significant exposure and risk of silicosis.

**Ceramic Fiber Insulation.** Ceramic fiber insulation is being used increasingly as a refractory lining for heat-treating and preheating furnaces in the iron and steel industry. Studies have shown that the fibers undergo partial conversion to cristobalite when exposed to high temperatures.

**Other Exposures**

In rural African women, cases of pneumoconiosis ("Transkei Silicosis") were identified and attributed to silica inhalation during hand grinding of maize between rocks (sandstone). The criteria for diagnosis included rural domicile, radiographic and lung biopsy evidence of pneumoconiosis, no exposure to mining or industry, and no evidence of active tuberculosis. Five cases of silicosis, four of them with progressive massive fibrosis, have been reported in workers from two dental supply factories. Forty-two Brazilian stone carvers were examined with chest x-rays and high resolution CT studies; the prevalence of silicosis was 54%.

**Occurrence**

Accurate data on the occurrence of silicosis in various industries and in different parts of the world are difficult to obtain and hard to compare, in part because of different notification systems. Cross-sectional surveys of exposed populations, such as miners, indicate the prevalence of the disease. The attack rate or incidence of the disease is less well known. The incidence of silicosis undoubtedly increased in the majority of the industrialized countries until the 1950s. Methods of dust suppression and control that had been developed and applied mainly in large industrial facilities then led to a decrease in silicosis incidence. Dust control became more rigorous as the hazards were recognized, but smaller industries and new industrial processes continued to expose workers to dangerous levels of silica.

In industrialized countries with intensive mining, such as West Germany, silicosis is still one of the most important problems of occupational medicine; as many as 3500 new cases and approximately 1500 deaths due to silicosis occurred annually in the 1960s, five times more than the total number of fatal work accidents. France reported a similar incidence and mortality from silicosis.

In India, silicosis was diagnosed as soon as systematic examinations of miners were initiated in the 1950s and 1960s. In the Bihar mining area, 34% of those examined were found to have advanced silicosis. Similarly, in Japan a high prevalence of silicosis (63%) was found in some metal ore miners.

Much of the available information is based on compensation cases. Because the criteria for compensation differ from country to country, only general trends can be detected. In the United Kingdom, for example, 721 persons were awarded industrial injury compensation for silicosis in 1957; in 1969, only 162 new awards for silicosis were made. Mining, quarrying, and slate industries had not shown a significant downward trend in silicosis rates, however.

In the United States, the incidence by year of national data on silicosis has decreased in the Vermont granite quarries, but metal mining is still an important cause of silicosis. A survey of more than 76% of the workforce in 50 metal mines, conducted by the Public Health Service and the Bureau of Mines between 1958 and 1961, revealed a silicosis prevalence of 3.4%. In one-third of cases, complicated silicosis was present. Prevalence was related to silica content of the rock, occupation, and length of exposure. Trasko in 1956 estimated the total number of silicosis
cases in 20 states to be about 6000. Miners and foundry workers were each represented by more than 1600 cases, but the number of cases was probably underestimated. In a British study of foundry workers, the prevalence of simple pneumoconiosis was 34% among fitters and 14% in foundry floor workers. Similar data for the United States are not available.

In 1971, milling of bentonite (sodium montmorillonite) was found to have produced severe silicosis in Wyoming; a silicosis risk in this industry had not been suspected in the past.

In 1983, the National Institute of Occupational Safety and Health estimated that approximately 3.2 million workers in 23,800 plants in the United States were potentially exposed to crystalline silica.

Watts et al. (1984) analyzed respirable silica exposures in metal and nonmetal mines in the United States (41,502 samples taken from 1974 to 1981). Workers in sandstone, clay, shale, and various nonmetallic mineral mills had the highest exposures to silica dust. Crushing, grinding, sizing, and bagging operations and general labor tasks were associated with the highest exposures.

In 1984, the U.S. Mine Safety and Health Administration identified approximately 2400 work sites in coal mines where the level of 5% silica in respirable dust had been exceeded, representing the work environment of 15,000–20,000 coal miners (about 10% of U.S. coal miners). Floor and roof samples were found to contain 18–82% quartz; coal itself contained only 1–4%. Continuous mining machines; cutting of roof, floor, and inclusion rock bands; and roof-bolting operations were the major sources of silica exposure.

The median silica content of respirable dust in 1743 personal air samples collected by the U.S. Occupational Safety and Health Administration in U.S. foundries from 1974 to 1981 ranged from 7.3% to 12.0%. Of 10,850 samples collected in iron and steel foundries, 23% had concentrations in excess of 0.20 mg/m³ respirable silica.

Reports on a high (37%) prevalence of silicosis in workers in silica flour mills, with a significant proportion of cases developing massive fibrosis, and reports of acute silicosis in sandblasters in the Louisiana Gulf area2 point to the fact that silicosis continues to be an important occupational health risk, although the number of individuals affected probably has been reduced substantially. A recent report from the Center for Disease Control and Prevention presented evidence for a decline in silicosis mortality and incidence in the United States during the period from 1968 to 2002, although evidence for considerable underreporting and underrecognition of silicosis and silicosis mortality has been reported as well.2,26 The International Agency for Research on Cancer (IARC) has reported an estimated risk of death up to age 65 from silicosis after 45 years of exposure at 0.1 mg/m³ silica (the current standard in many countries) was 13 per 1000, while the estimated risk at an exposure of 0.05 mg/m³ was 6 per 1000. Both of these risks are above the risk of 1 per 1000 typically deemed acceptable by Occupational Safety and Health Administration (OSHA).

Effects on Health

Classic silicosis is a chronic and slowly progressive disease. Acute silicosis and silicoproteinosis (alveolar lipoproteinosis-like silicosis) occur in epidemic outbreaks under circumstances of heavy silica exposure. Sandblasting, abrasive soap manufacture, tunnel drilling, and refractory brick manufacture have been the major sources of such outbreaks.

Dust concentration, particle size (in the 0.1–2 μm range, which reach respiratory bronchioles and alveoli), and duration of dust exposure define the hazard. Thus high concentrations of fine dust overburden the limited direct clearance capacity of the distal zones of the lung, and longer exposures increase the risk of developing silicosis.

The interactions of concentration, particle size, and duration of exposure are the main determinants of the attack rate, latency period, incidence rate of progression, and outcome of the disease.

In industrial processes in which silica-containing materials are heated at temperatures exceeding 800°C so that transformation into tridymite and cristobalite occurs, the higher fibrogenic potency of these forms of SiO₂ results in a higher attack rate and more severe silicosis. In the superficial layers of refractory brick that have been repeatedly subjected to contact with molten metal, cristobalite may reach a concentration of 94%. Fuscalcination of diatomaceous earth also results in high cristobalite concentrations (up to 35%).

In experimental studies and in an investigation of human subjects with silicosis, silica particles have been shown to initially produce an alveolitis, characterized by sustained increases in the total number of alveolar cells, including macrophages, lymphocytes, and neutrophils. Advances in genomics and proteomics have provided tools for developing a better understanding of the molecular mechanisms involved in the pathogenesis of silicosis.

In vitro and in vivo animal studies, as well as investigations in humans strongly support the role of macrophage products in the development and progression of silicosis. Such products include enzymes and reactive oxygen species, including superoxide, hydrogen peroxide, and nitric oxide, which may cause lung damage; cytokines which recruit and/or activate polymorphonuclear leukocytes and thus result in further oxidant damage to the lung; and fibrogenic factors which induce fibroblast proliferation and collagen synthesis.27 Evidence has accumulated that implicates reactive oxygen species in the initial activation of alveolar macrophages (AMs),28,29 and that grinding or fracturing quartz particles breaks Si-O bonds and generates Si and Si-O radicals on the surface of the cleavage planes. Upon contact with water, these silica-based radicals can generate hydroxyl radicals (OH) directly, causing lipid peroxidation, membrane damage, and cell death.30 Silica has been shown to induce apoptosis, marked by DNA fragmentation and increased levels of cytosolic histone-bound DNA fragments in human alveolar macrophages, mediated by activation of the interleukin-converting enzyme family of proteases.31

In rats, chronically exposed by inhalation to nonoverload levels of crystalline silica dust, activation of nuclear factor-kappaB (NF-κB)/DNA binding in bronchoalveolar lavage cells was evident after five days of silica inhalation, which increased linearly with continued exposure. Parameters of pulmonary damage, inflammation and alveolar type II epithelial cell activity rapidly increased to a significantly elevated but stable new level through the first 41 days of exposure and increased at a steep rate thereafter. Pulmonary fibrosis was measurable only after this explosive rise in lung damage and inflammation, as was the steep increase in tumor necrosis factor-alpha (TNF-α) and interleukin-1 production from bronchoalveolar lavage cells and the dramatic rise in lavageable alveolar macrophages. Indicators of oxidant stress and pulmonary production of nitric oxide exhibited a time course which was similar to that for lung damage and inflammation with the steep rise correlating with initiation of pulmonary fibrosis. Staining for inducible nitric oxide synthetase and nitrotyrosine was localized in granulomatous regions of the lung and bronchial associated lymphoid tissue. NF-κB is induced in alveolar macrophages by silica exposure in a dose-dependent way, with a consequent increase in the expression of the TNF-α gene.33 Inducible nitric oxide synthase-derived nitric oxide has been shown in other studies to contribute to the pathogenesis of silica-induced lung disease.34 Crystalline and amorphous silica can directly upregulate the early inflammatory mediator COX-2, prostaglandin E (PGE) synthase, and the downstream anti-fibrotic prostaglandin E-2 in primary human lung fibroblasts.35

The alveolar macrophage plays a prominent role in lung inflammation via the production of oxygen radicals, enzymes, arachidonic acid metabolites, and cytokines. Studies in miners with and without significant silicosis report that gene-environment interactions involving cytokine polymorphisms play a significant role in silicosis by modifying the extent of and susceptibility to disease.36 Silica exposure in mice has been found to induce a significant increase in interstitial macrophages with an antigen presenting cell phenotype, as well as an increase in the antigen presenting cell activity of alveolar macrophages.37 Bronchoalveolar lavage in silica and coal workers’ pneumoniosis showed a large influx of mononuclear phagocytes, increased production of oxidants, fibronectin, neutrophil chemoattractant factor, interleukin-6, and TNF-α.38 Macrophage-derived growth promoting activity factors were shown to have characteristics consistent with platelet-derived growth factor, insulin-like growth factor-1, and fibroblast growth factor-like molecules.39 The relative effect of age on macrophage function has been reported. In young rats, silica induced a significant increase in bronchoalveolar
lavage, TNF-α, and lactate dehydrogenase, as well as in cell numbers, which correlated with increased collagen deposition and silicotic nodule formation. In old rats, however, no changes in bronchoalveolar lavage or lung parameters were observed following silica instillation. These in vivo results were also confirmed in vitro, where silica failed to induce TNF release in alveolar macrophages obtained from old animals.  

Transforming growth factor-alpha (TGF-α), a cytokine with potent mitogenic activity for epithelial and mesenchymal cells, may play a role in the lung remodeling of silicosis. TGF-α may be critical in directing the proliferation of pneumocytes type II that characterize silicosis.  

Transforming growth factor-beta 1 (TGF-β1) was demonstrated in fibroblasts and macrophages located at the periphery of silicotic granulomas and in fibroblasts adjacent to hyperplastic type II pneumocytes.  

Silica causes release of TNF from mononuclear phagocytes. Experimental studies indicate that silica can upregulate the TNF gene and thus increase TNF gene transcription in exposed cells.  

Inhalation of crystalline silica particles produces a rapid increase in the rate of synthesis and deposition of lung collagen. Lungs of silica-exposed rats showed increased alveolar wall collagen and fibrotic nodules at 79 and 116 days of exposure with increased collagenase and gelatinase activity. Matrix metalloproteinases were significantly elevated in alveolar macrophages after 40-day exposure. Stromelysin expression was demonstrated in alveolar macrophages and cells within fibrotic nodules.  

Silica-induced fibrosis is unique among all the animal models and most human fibrotic lung disease thus far examined in that the excess collagen deposited in the lung contains normal ratios of the two major collagen types of the lung, types I and II; nevertheless it is biochemically different from normal lung collagen. The difference seems to be due to altered intermolecular cross-links; there is an increased hydroxylysine content of collagen. Dysfunctional cross-links are more likely to be derived from hydroxylysine. Hydroxylysine replaces lysine in the primary structure of a specific collagen α-chain to form the altered cross-links.  

In the alveolar spaces of rats exposed to very high concentrations of quartz or cristobalite, a material similar to that found in experimental animals exposed to inhalation of high concentrations of silica, over longer periods of time, silica particles accumulate in the alveoli is of great importance; exposure to high concentrations results in lipoproteinosis; exposure to relatively lower concentrations of silica, over longer periods of time, leads to the development of typical nodular fibrosis. Most silicosis cases are of the classic nodular type, characterized by the presence of collagenous and hyaline nodules.  

Pathology  
Silicotic nodules are readily felt in the lung and seen on the cut surface. Their size usually varies between 2 and 6 mm; they are hard, grayish, and more frequent in the apical and posterior parts of the lung. Sectioned nodules show a characteristic whorled pattern. The hilar lymph nodes most often are enlarged and also contain silicotic nodules.  

Large fibrotic masses tend to be located mostly in the upper and posterior parts of the lungs; they are the result of coalescence of individual nodules when their profusion is high. Cavitation in large fibrotic masses can occur and most often is due to complicating tuberculous infection; cavitation due to ischemic necrosis is relatively rare in silicosis.  

Coalescence of nodules occurs when the profusion of silicotic nodules has increased beyond a critical level. Dense hyalinized collagen masses develop in which individual nodules can still be identified, especially at the periphery. These lesions destroy the normal architecture of the lung; necrosis in the avascular center can occur even in the absence of tuberculous infection, although the latter is a frequent complication.  

In rapidly developing silicosis, because of exposure to high concentrations of fine silica particles, the characteristic pathological features consist of the rapid development of numerous small nodules, together with areas of diffuse fibrosis and the rapid coalescence of nodules into large fibrotic masses.  

Acute or hyperacute silicosis resembles idiopathic alveolar lipoproteinosis and has been associated with extremely high exposures to pure or almost pure silica and very small particle sizes. The term silicilipoproteinosis has been proposed for this condition.  

Exposures in the manufacture of abrasive soap, quartz milling, the grinding of quartzite and sandstone to produce silica flour, and sandblasting with quartzite have been associated with silicilipoproteinosis.  

In this form of silicosis, the lungs are firm and edematous. A few silicotic nodules can be present; alveolar walls are infiltrated by mononuclear and plasma cells or thickened by fibrosis, and alveoli are filled with an eosinophilic PAS-positive lipid and proteinaceous bodies. Diffuse interstitial pulmonary fibrosis is present, but silicotic nodules are rare or absent. These lesions have been reproduced in experimental animals exposed to inhalation of high concentrations of fine quartz particles.  

Proteinuria and renal failure have been associated with silica exposure from sandblasting or refractory bricks. This appears to represent the effect of high levels of renal silicon dioxide crystals transferred to the kidney after pulmonary deposition.  

Clinical Features  
Classic nodular silicosis sometimes can be completely asymptomatic, although relatively numerous silicotic nodules can be present on the chest x-ray film. In most such cases, no abnormalities can be detected on physical examination. As the disease progresses, cough, sputum production, and dyspnea on exertion gradually develop in most cases. In some there is only a dry cough; in others small amounts of mucoid sputum are produced. An increased susceptibility to repeated respiratory
infections develops in many patients and can result in larger amounts of mucopurulent sputum.

In the advanced stages of silicosis, distortion of the normal architecture of the bronchi develops, especially when coalescence into massive fibrosis has taken place. Rhonchi and wheezes can be detected in such cases and paroxysms of coughing can occur. Shortness of breath develops gradually as the disease progresses; initially it is limited to heavy exercise, but later it manifests itself with moderate or even minor efforts. Physical signs are practically absent in the initial stages of silicosis. With the development of massive fibrosis or of a major infectious complication such as tuberculosis, abnormalities on percussion and auscultation (rales, rhonchi, areas of reduced or increased resonance) and cyanosis can develop.

Cor pulmonale is the most frequent complication of silicosis in industrialized countries. Pulmonary hypertension with a loud second pulmonic sound and corresponding electrocardiographic signs can be detected; overt congestive heart failure with hepatomegaly and peripheral edema is less frequent and is thought to occur mainly in cases with significant associated emphysema or marked chronic bronchitis.

In patients with “acute” silicosis similar to idiopathic alveolar lipoproteinosis, symptoms develop rapidly over a period of several weeks or months; time from onset of exposure to first symptoms can vary from less than 1 year to a few years. Fatigue, cough, sputum production (mostly mucoid), chest pain of pleuritic type, rapidly progressive shortness of breath, weight loss, and rapid deterioration are characteristic for such cases. Shortness of breath at rest, cyanosis, and abnormalities on percussion and auscultation with presence of crepitations are noted frequently. The rapid and fatal course of the disease leads to death in hypoxic respiratory failure.

Radiographic Findings

The radiographic changes in silicosis are essential for the diagnosis and classification of the disease, for the evaluation of its progression, and for the detection of important complications, such as tuberculosis, emphysema, and cor pulmonale. Nevertheless, it should be emphasized that pathological changes precede, often by several years, the appearance of the earliest radiographic changes, since to be detected on the standard posteroanterior chest film, the pathological changes (silicotic nodules) have to reach a certain size, profusion, and radiological density. Because of this radiological latency period of silicosis, a normal chest x-ray film does not exclude the existence of the pathological process of silicosis in a person with significant exposure. Nevertheless, the disease seldom is symptomatic in this stage of radiological latency, with the notable exceptions of “acute silicosis,” alveolar lipoproteinosis, and chronic bronchitis due to silica.

The earliest radiographic changes consist of fine linear-reticular opacities, often described as “lace-like,” in the upper and middle lung fields and extending to the periphery. These linear reticular opacities increase in thickness with time.

The most characteristic radiographic abnormalities are silicotic nodules (Fig. 25-1), which usually appear initially in the middle and upper right lung fields. The earliest discrete round opacities are small, with a diameter of 1–3 mm and of low radiopacity. The diameter of silicotic nodules increases with time, as does their profusion and radiopacity, and they become more visible in most of the lung fields, with the exception of the lower lateral areas. The International Labor Office’s Classification of Radiographs of Pneumococcoses (1980) grades simple silicosis according to the profusion of the opacities, from 1/0 to 3+, and to the size of most of the nodules, “p” for less than 1.5 mm, “q” for between 1.5 and 3 mm, and “r” for opacities with a diameter of more than 3 mm but less than 10 mm. The nodules often are seen against a background of a linear-reticular pattern.

As the number of rounded opacities increases, the profusion progresses, and eventually coalescence of nodules, initially in small limited areas in the upper lateral parts of the lung fields, becomes apparent. At this stage, when coalescence into large opacities is suspected (and their size is relatively small, less than 5 cm in diameter), they are classified as Ax. This marks the point at which simple silicosis progresses to complicated silicosis.

As the large opacity becomes definite, it is classified according to size into category “A” (less than 5 cm), “B” (one or more opacities with a diameter of more than 5 cm but with a combined area of less than the equivalent of the right upper zone), and “C” (one or more opacities whose combined area exceeds the equivalent of the right upper zone). The large opacities in silicosis usually are bilateral and

![Figure 25-1. Simple silicosis. Small rounded opacities (q-diameter, approximately 3 mm) in upper lung fields, bilaterally.](image)
Figure 25-2. Small, rounded opacities (r-diameter, approximately 3–10 mm) predominantly in upper and middle lung fields; large opacity due to coalescence of nodules in left upper lung field (size B, according to International Classification of Radiographs of Pneumoconioses).

most often located in the upper, but also in the middle, lung fields (Figs. 25-2 and 25-3). When the opacities are observed over time, contraction may be noted, and migration to the enlarged hilar opacities is not unusual. Distortion of the pulmonary and mediastinal structures is frequent in this stage, as are emphysematous changes, including bullae, in the rest of the lung. Hilar lymph node enlargement is observed quite consistently in silicosis; calcification of the periphery of the lymph nodes, “eggshell calcification,” may be present occasionally. Pleural adhesions also may be found; quite characteristic are the longitudinal pleural plicatures extending from the diaphragmatic pleura along the interlobar fissures.

In rapidly progressive silicosis, the radiological latency period—a few months to 2 years—is much shorter than in classic silicosis. The radiological abnormalities are different from those of classic (nodular) silicosis, a fact that may have contributed to the underestimation of the incidence of this form of silicosis. Early changes consist of a diffuse haziness of reticular, irregular opacities in the middle and lower lung fields. Rounded and linear opacities develop rapidly over the entire lung fields. Occasionally, very small opacities are the main feature. The hilar shadows are only moderately enlarged. Rapid coalescence and large opacities, sometimes involving an entire lobe, can be observed in some cases; in others the numerous small, rounded opacities do not coalesce, and death ensues rapidly.

Alveolar lipoproteinosis is characterized by diffuse, hazy infiltrates found most often in the lower lung fields, particularly above the diaphragm. Changes similar to those characteristic for pulmonary edema are present sometimes; in other cases, small rounded opacities indicating alveolar filling can be observed.

Pulmonary Function
With classic silicosis, the typical change in pulmonary function is a gradual reduction in lung volume, beginning with reduction in vital capacity. The functional changes are less than would be predicted from the radiographic evidence. Airway obstruction, however, often is present because chronic bronchitis frequently coexists, especially in foundry workers, brickworkers, hematite miners, and workers in user industries. The diffusing capacity is normal until relatively late in the course of the disease. Thus, in classic silicosis there is a decrease in total lung capacity, vital capacity, and residual volume, with arterial blood oxygen tension normal or slightly decreased. A mixed pattern of restrictive and obstructive ventilatory dysfunction is found most often in advanced, complicated silicosis. Evidence has accumulated that suggests that chronic levels of silica dust that do not cause disabling silicosis may cause the development of chronic bronchitis, emphysema, and/or small airways disease that can lead to airflow obstruction, even in the absence of radiological silicosis.55

Imbalance of ventilation-perfusion occurs in the more advanced stages of the disease. Impairment of gas exchange and signs of cor pulmonale can develop. The coexistence of chronic bronchitis with airway obstruction results in reduced forced expired volume in one second (FEV₁), reduced flow at 25–75% of vital capacity (FEF₂₅₋₇₅), and in increased airway resistance. With severe obstruction, arterial blood oxygen tension is reduced and carbon dioxide tension increased. Acute silicoproteinosis almost always causes marked restrictive dysfunction with reduced diffusing capacity and arterial desaturation.

Complications
The complications of silicosis include tuberculosis, cor pulmonale, and Caplan’s syndrome. Tuberculosis has been the most persistent problem over the past 150 years. There is no doubt that involvement of the lungs by silicosis increases the susceptibility for tuberculosis infection. In contrast, there is no added risk of tuberculosis after exposure to asbestos or other nonsilica dusts. Thus, patients with silicosis in whom tuberculosis is suspected on the basis of a positive tuberculin test and a suggestive x-ray film should be treated with antituberculous chemotherapy, because demonstration of mycobacteria by smear or culture is difficult in silicotuberculosis, and the disease sometimes advances rapidly.

The high risk of tuberculosis in subjects with silicosis has been quantified in a cohort study of 1153 gold miners with and without silicosis, followed for seven years. The annual incidence of tuberculosis was 981/100,000 in the 335 men without silicosis and 2707/100,000 in the 818 men with silicosis.56 Tuberculosis mortality in the United States is still seen in excess among workers exposed to silica dust.57 The complications of silicosis include tuberculosis, cor pulmonale, emphysema, and chronic bronchitis with small airways disease that can lead to airway obstruction, even in the absence of radiological silicosis.58

Cor pulmonale is well-recognized complication of silicosis; the massive involvement of the pulmonary vasculature in the fibrotic process with obliteration of numerous arterioles eventually results in a marked increase in resistance and consequently in pulmonary artery pressure. Right ventricular heart failure with overt clinical signs is seen less frequently, although it is not unusual. In such cases, death due to congestive heart failure can occur. In cases with coexistent emphysema and chronic bronchitis with markedly airflow obstruction or complicating tuberculosis, right ventricular heart failure is encountered more frequently.
The presence of cor pulmonale at death was analyzed in a study of 732 South African gold miners. Marked emphysema was the highest risk factor, with an odds ratio of 21.32 (95% confidence interval (C.I.) 5.02–90.7), followed by extensive silicosis (odds ratio 4.95, 95% C.I. 2.92–8.38).

Epidemiological studies have shown strong associations between silica exposure and several autoimmune diseases, including rheumatoid arthritis, scleroderma, and systemic lupus erythematosus. Mice exposed develop silicosis and exacerbated autoimmunity following crystalline silica exposure, including increased levels of autoantibodies, proteinuria, circulating immune complexes, pulmonary fibrosis, and glomerulonephritis, possibly resulting from silica-induced alterations in immunoglobulin levels, increased TNF-α, increased B1a B cells, and CD4+ T cells, with decreased regulatory T cells. In rats, silicosis was associated with elevated IgG and IgM levels in blood and bronchoalveolar lavage fluid, relative to nonexposed controls. Draining lung-associated lymph nodes were the most important sites for increased IgG and IgM production, with lungs contributing to a lesser degree.

Caplan’s syndrome, the association between rheumatoid arthritis and silicosis, is rare. It is characterized by the appearance of large nodules (more than 1 cm in diameter) on a background of preexisting silicotic nodules. The larger nodules of Caplan’s syndrome occasionally cavitate.

Renal lesions have been described in cases in which heavy occupational exposure to free silica has led to silicoproteinosis. Glomerular and tubular lesions have been described. Proteinuria and hypertension were associated with these renal lesions. The silica content of the kidney was found to be high in such cases. End-stage renal disease has been found at higher rates among silicotic and non-silicotic ceramic workers exposed to silica, and epidemiological studies in silicotics have demonstrated an increased risk of end-stage renal disease.

Silica and Cancer
The question of a possible carcinogenic effect of silica has received increasing attention. Experimental studies on the possible carcinogenic effect of crystalline silica have been conducted on rats, mice, and hamsters, using various routes of administration: inhalation, intratracheal instillation, intrapleural and intraperitoneal injection. Findings from these studies were negative in mice and hamsters. In rats, the incidence of adenocarcinoma of the lung and squamous cell carcinoma was significantly increased, and intraperitoneal injections caused malignant lymphomas, cirrhosis, liver cell adenomas, and carcinomas.

Epidemiological studies have in the past been conducted on numerous silica-exposed groups, such as metal ore miners, coal miners, and workers in the granite and stone industry, the ceramics, glass, and related industries, foundries, and in persons diagnosed as having silicosis. There were methodological difficulties with many of these early studies; confounding by cigarette smoking and insufficient information on exposure to other carcinogens, such as radon (mostly in mining and quarrying operations), polycyclic aromatic hydrocarbons (mostly in foundries), and arsenic (in metal ore mining and possibly in the ceramics and glass industries), were the most important issues of concern.

Metal ore mining has not been associated with an increased incidence of respiratory cancer in some studies; in other cohorts of metal ore miners, mortality rates for respiratory cancer were found to be 20–50% above levels in the general population. In most studies of coal miners, no increased incidence of lung cancer was detected.

Earlier studies of granite workers generally yielded negative findings. A more recent mortality study of Vermont granite workers analyzed industrial hygiene data collected from 1924 to 1977 in conjunction with mortality data to examine quantitative exposure-response for silica, lung cancer, and other lung diseases.

Figure 25-3. Rounded opacities (r/q) in upper and middle lung fields; bilateral multiple large opacities due to coalescence of nodules.
A clear relationship of mortality from lung cancer, tuberculosis, pneumoconiosis, nonmalignant lung disease, and kidney cancer was found with cumulative exposure. An exposure to 0.05 mg/m³ from ages 20–54 was associated with a lifetime excess risk of lung cancer for white males of 271/1,000. A cohort study among workers compensated for silicosis between 1988 and 2000 from the stone and quarry industry in Germany, found an increased risk of developing lung cancer based on the mortality rates of the general population of Germany. A similar study of the mortality of Australian workers compensated for silicosis found, after adjusting for smoking, a standardized mortality ratio for lung cancer of 1.9 (95% CI, 1.5–2.3). In a case-control study utilizing industry/occupation information on death certificates, those deceased who were postulated to have had detectable crystalline silica exposure had a significantly increased risk for silicosis, COPD, pulmonary tuberculosis, and rheumatoid arthritis. In addition, a significant trend of increasing risk with increasing silica exposure was observed for these same conditions and for lung cancer. Those postulated to have had the greatest crystalline silica exposure had a significantly increased risk for silicosis, lung cancer, COPD, and pulmonary tuberculosis only.

In the ceramics and pottery industry, a moderately increased mortality from respiratory cancer has been detected in some studies. A number of reports on foundry workers have pointed to slightly to moderately increased respiratory cancer mortality. In a nested case-control analysis within a cohort mortality study of North American industrial sand workers, a causal relationship was found between lung cancer and quartz exposure after allowance for cigarette smoking. An increased lung cancer risk was found among Japanese tunnel workers after control for smoking. A dose-related increase in lung cancer risk was reported among diatomaceous earth workers, independent of radiographically evident silicosis. A mortality study of 78 cases of silicosis, diagnosed from 1940 through 1983, was undertaken as part of the North Carolina pneumoconiosis surveillance program for workers in dusty trades. Fifty-four six death certificates were obtained among 550 deceased. Mortality for lung cancer was increased among whites (SMR 2.6); the SMR was 2.3 in those without other exposure to known carcinogens. Age- and smoking-adjusted rates in silicotics were 3.9 times higher than in nonsilicotic metal miners.

The association between silicosis and lung cancer mortality was studied in 9912 (369 silicotics and 9543 nonsilicotics) white metal miners examined by the U.S. Public Health Service from 1959–1961 and followed through 1975. The SMR for lung cancer was 1.73 (95% CI, 0.94–2.90) in silicotics and 1.18 (CI, 0.98–1.42) in nonsilicotics. Confounding from exposure to radon or other carcinogens, such as arsenic, could not be ruled out. A mortality study of 3328 gold miners in South Dakota found an SMR for lung cancer of 1.13 (CI, 0.94–1.36). No positive exposure-response trend was evident with cumulative exposure. Silicosis and tuberculosis were significantly increased (SMRs of 3.44 and 2.61, respectively).

A statistically significant relationship between silica exposure and esophageal cancer has been reported among workers employed in underground caisons; the study controlled for smoking and alcohol use. DNA binding to crystalline silica surfaces may be important in silica carcinogenesis by anchoring DNA and its target nucleotides to within a few Angstroms of sites of oxygen radical production on the silica surface. Silica exposure induced significant suppression of lung p53 mRNA in mice. In a study of the p53 and K-ras gene mutations in the lungs of smokers with silicosis, distinctive mutation distributions were evident in the exons, differing from those of lung cancers not associated with silicosis.

As summarized by the American Thoracic Society, “The balance of evidence indicates that silicotic patients have increased risk for lung cancer. It is less clear whether silica exposure in the absence of silicosis carries increased risk for lung cancer.” In 1997, the IARC classified inhaled crystalline silica as a human carcinogen (group 1). The IARC found sufficient evidence in humans for the carcinogenicity of inhaled crystalline silica in the form of quartz or cristobalite from occupational sources (Group 1). It found inadequate evidence in humans for the carcinogenicity of amorphous silica (Group 3). There was sufficient evidence in experimental animals for the carcinogenicity of quartz and cristobalite. There was inadequate evidence in experimental animals for the carcinogenicity of uncalkined diatomaceous earth and synthetic amorphous silica.

**Diagnosis**

A history of exposure to free silica is important for the diagnosis of silicosis. A detailed work history is necessary, with appropriate attention to occupations held in the past, since the latency period for the appearance of characteristic chest x-ray abnormalities is often decades, especially with relatively low silica concentrations in the airborne dust.

The other essential element for a correct diagnosis of silicosis is a good quality chest x-ray film. Nodular silicosis is not difficult to recognize, although nodular opacities can be found in many other diseases. Enlarged hilar opacities are quite characteristic for silicosis.

The sensitivity of the chest radiograph was evaluated in 557 gold miners in South Africa by comparing profusion of rounded opacities with pathological findings (average 2.7 years between chest x-ray and pathological examination). The sensitivity of the chest x-ray (using ILO category 1/1 or greater as a positive diagnosis of silicosis) was found to be 0.393, 0.371, and 0.236 (for three independent readers). A large proportion of those with moderate silicosis were not diagnosed radiologically. The authors concluded that the sensitivity of the chest radiograph could be improved by using 1/0 as a cutoff point for a positive diagnosis of silicosis (for exposure to relatively low-dust concentrations) and 0/1 for workers exposed to high average concentrations of silica dust.

Computed tomography scanning in the early detection of silicosis was shown to be significantly more informative than the chest radiograph. Thirteen of 32 subjects classified as normal on standard chest x-rays were found to be abnormal on CT scanning using conventional and high-resolution techniques, as were four of six subjects classified as “indeterminate” on the standard chest radiograph. In addition, the CT scans added six cases of confluence of small opacities to the three cases detected with standard chest x-rays. The profusion of opacities on high-resolution CT scans has been demonstrated to correlate with functional impairment. The presence of branching centrilobular structures and nodules may be helpful in early recognition of silicosis.

Pulmonary function tests are not particularly helpful in the diagnosis of silicosis since they can be entirely normal in the presence of well-developed nodular opacities. When abnormalities are present, they are most often of a mixed, obstructive-restrictive type, although cases with only restrictive or obstructive dysfunction also can be found.

The differential diagnosis has to exclude conditions such as sarcoidosis, miliary tuberculosis, carcinomatous lymphangitis, pulmonary hemosiderosis, rheumatoid lung, fibrosing alveolitis, alveolar microthlasiatis, and histoplasmosis. Massive fibrosis seldom presents difficulties in diagnosis, although early in its development, when a single large opacity is detected, differential diagnosis with lung cancer can be a problem. The presence of nodular opacities around the large opacity most often facilitates the correct diagnosis of silicosis with coalescent, massive fibrosis. The diagnosis of tuberculosis in the presence of silicosis is difficult; this complication should always be considered and frequent sputum cultures should be obtained.

The diagnosis of acute silicosis is more difficult than that of classic nodular silicosis because the radiographic changes are less characteristic and the clinical course more rapid. Idiopathic alveolar proteinosis, acute allergic alveolitis, and tuberculosis have to be considered in the differential diagnosis. A careful occupational history with evidence of exposure to high silica dust levels is extremely important for the diagnosis of this form of silicosis.
Reaction.

Exposure to 50% silica dust has been proposed a further reduction of the time-weighted average silica dust exposure level in foundries. Reduction of exposure to quartz above the threshold limit value of 10 mg/m³ would reduce the silicosis attack rate considerably. The NIOSH has emphasized dramatically by the reduction in silicosis in Great Britain and the European Economic Community since sandblasting was outlawed.17 The effectiveness of dust control measures in preventing silicosis has been well documented.99

Prompt treatment of silicotic tuberculosis with regimens in which isoniazid, rifampin, and ethambutol are given together is most satisfactory. The treatment should be vigorous, carefully monitored, and longer than that for uncomplicated tuberculosis. Appropriate treatment for congestive heart failure always has to include the management of coexisting chronic obstructive bronchitis. No specific treatment is useful for rapidly progressive silicosis. In contrast, lipoproteinosis due to silica can be treated by bronchopulmonary lavage, which may be helpful in clearing the alveoli of the deposited particles, and by steroid therapy to suppress the inflammatory reaction.

Prognosis

The prognosis for nodular silicosis is relatively good, particularly if the progression of the disease is slow. For rapidly progressing silicosis, early death is almost the rule. Lipoproteinosis may resolve spontaneously without treatment and may improve rapidly after removal of free silica from the lung by bronchopulmonary lavage. There is some evidence that lipoproteinosis proceeds to diffuse fibrosis if left untreated.100

Control and Prevention

The recognition of the silicosis hazard and stringent dust control engineering measures are essential. Frequent monitoring of airborne dust levels is needed to ensure a safe working environment. The effectiveness of dust control measures in preventing silicosis has been emphasized dramatically by the reduction in silicosis in Great Britain and the European Economic Community since sandblasting was outlawed. A special effort is necessary to avoid exposure to cristobalite and tridymite, which are produced in the calcining of silica within diatomaceous earth, fuller’s earth, and particularly in the regriinding of broken or salvaged refractory brick, in the scaling of boilers, and in steel foundries. Reduction of exposure to quartz above the threshold limit value of

\[
\frac{10 \text{ mg/m}^3}{\% \text{SiO}_2 + 2}
\]

would reduce the silicosis attack rate considerably. The NIOSH has proposed a further reduction of the time-weighted average silica exposure to 50 μg/m³. The effects of dust levels on other workers in the area must be considered because even if sandblasters or brick grinders are protected by appropriate respirators, workers in other trades within the same area may be affected. Failure to apply occupational standards to workplaces employing five or fewer workers also has resulted in cases of silicosis. In addition, it appears essential to regard silica in quantities of 5% or less within other rock, such as limestone, kaolin, gypsum, graphite, or portland cement, as important and capable of producing disease if total dust concentrations are as high as they often are in mining or other operations. The problem of silica exposure in foundries is well known and may require changes in technology to bring it under control. Personal respiratory protection is valuable when it is otherwise impossible to control environmental dust levels.
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The term metal has important meanings in physics and chemistry. In environmental medicine, arsenic and selenium are often considered part of the metals group. Nutritionists often refer to trace metals as those constituting less than 1 g of the human body, an arbitrary limit which would exclude iron. Although “toxic metals” is a common term, all metals may actually exert toxic effects, and the dose and time of exposure determines whether or not toxicity ensues. Frequently, heavy metals (with a gravity of 4 g/cm² and above) are considered most important with regard to adverse health effects. This belief stems from the observation that the toxicity of the metals tends to increase toward the right and bottom of the periodic table, where the molecular weight of elements increases. However, increased atomic number and increased gravity are of little medical significance and would not account for the toxic potential of beryllium. Instead, the relative toxicity on a molar basis would seem to be related to the affinity to various ligands and the resulting biochemical activity. On the basis of such considerations, metals may be separated into hard metals (class A), with a lower affinity toward sulfur and nitrogen than toward oxygen, and the soft metals (class B), where the opposite is the case. Among the metals considered in this chapter, aluminum and beryllium belong to the generally less toxic class A, while the other metals are either borderline or class B metals.

In contrast to organic compounds, which may be broken down by detoxification processes, metals will remain metals. However, some changes may occur due to oxidation/reduction, as with mercury vapor and chromate, and most metals will be bound to organic compounds, notably proteins such as metallothionein. Some metals form rather stable organometal compounds with a covalent bond between carbon and the metal. Some organic compounds, such as tetraethyl lead and tributyltin, are dealkylated in the body. On the other hand, methylation in the liver is an important part of arsenic and selenium kinetics. These metabolic processes affect the toxicity and may vary between individuals.

When present as airborne particles, retention in the airways is governed by physical principles related to the aerodynamic diameter of the particles. Some metal compounds are corrosive and exert their effect on the mucous membranes. Such is the case with osmium tetroxide and zinc chloride. In other situations, systemic effects, whether mediated by oral or respiratory intake, are most important and will then depend on the amount absorbed. Solubility of metal compounds is of major significance and, in the gut, some interaction between metals may occur. Thus, zinc and copper tend to mutually inhibit the absorption of the other metal. The same appears to be true for iron and cobalt, but the absorption of several divalent metals is increased in iron deficiency. In addition, phosphate and other components may decrease the absorption, due to formation of insoluble compounds. The variability is illustrated by the fact that gastrointestinal absorption of lead sulfide is barely detectable, while a soluble compound ingested during a fasting period may result in a 50% absorption rate.

Exposure potentials have increased considerably due to the development of metallurgy and associated processes and due to the contamination from energy production. Chemical elements that are rare in the earth’s crust may now result in heavy exposures of workers, neighbors, and consumers. In comparison with atmospheric emissions from natural sources, air pollution with lead from human activities is more than 10-fold greater, and the amounts of cadmium, zinc, and several other metals in anthropogenic air pollution are also comparatively large. Table 26-1 shows a provisional grouping of some metals, according to their abundance and annual production rate. Although only major tendencies would appear from such crude grouping, the rarer metals seem to cause much less prevalent exposures than do the metals that are common in the earth’s crust. However, production figures tend to increase, in particular for aluminum, molybdenum, nickel, and rare earths.

When the intake of iron, zinc, or other essential metals is insufficient, signs of deficiency may develop. Many of these cases have occurred as part of multiple nutrient deficiencies or as a result of long-term parenteral nutrition. Refined food in general tends to be an insufficient source of essential minerals.

When toxicity is compared, the rarer metals appear to be more toxic than elements that are more common components of the earth’s crust and the “natural” environment. In Table 26-1, the molar limits for occupational exposure have been used for classifying metals into three groups with different toxicities. A similar grading of the toxicity could be based on LD₅₀ values from animal experiments.

In preventive medicine, the target organ, sometimes referred to as the critical organ, is of special importance, as the earliest effects of metal toxicity are said to originate from this location. As a consequence, if effects in the target organ can be prevented, no other toxicity should be expected. However, prevention becomes somewhat more difficult when considering that the critical effect of respiratory exposure to some chromate or nickel compounds is respiratory cancer; such stochastic effects may be fully prevented only if exposures are effectively eliminated. Other complex problems relate to the prevention of contact dermatitis in individuals who have developed metal allergies; even oral intake of the offending metal can induce or worsen the hand eczema in these patients. Individual susceptibility must therefore be taken into account. In this regard, interactions between metals are also of importance. Thus, at least in experimental studies, zinc supplements may prevent cadmium toxicity, and selenium may potentially protect against mercury toxicity.
TABLE 26-1. NATURAL OCCURRENCE, PRODUCTION, AND HEALTH SIGNIFICANCE OF METALS, AS INDICATED BY APPROXIMATE GROUPING OF RELEVANT PARAMETERS

<table>
<thead>
<tr>
<th>Abundance in Earth’s Crust</th>
<th>Annual Production</th>
<th>Occupational Exposure Limit</th>
<th>Significance of Daily Oral Intake</th>
</tr>
</thead>
<tbody>
<tr>
<td>I. Common (&gt;10^{-2} mol/kg) Al, Fe, Mg, Mn, Ti</td>
<td>I. Large (&gt;10^{-3} mol/yr) Al, Cu, Fe, Mg, Mn, Zn</td>
<td>I. High (&gt;10^{-4} mol/m^3) Al, Fe, Mg, Mn, Ti, Zn</td>
<td>I. Deficiency recorded Cr, Cu, Fe, Mg, Se, Zn</td>
</tr>
<tr>
<td>II. Medium (10^{-4}–10^{-3} mol/kg) Ba, Be, Co, Cr, Cu, Ni, V, Zn, Zr</td>
<td>II. Medium (10^{-5}–10^{-4} mol/yr) Ba, Cr, Mo, Ni, Pb, Sb, Sn, Ti, Zr</td>
<td>II. Medium (10^{-6}–10^{-5} mol/m^3) As, Ba, Be, Cd, Co, Cr, Cu, Mn, Mo, Ni, Pb, Sb, Se, Sn, Ta, V, W, Zr, rare earths</td>
<td>II. Unknown or no significance Ag, Al, Be, Mn, Mo, Ni, Os, Pt, Sb, Sn, Ta, Te, Ti, V, W, Zr, rare earths</td>
</tr>
<tr>
<td>III. Rare (&lt;10^{-4} mol/kg) Ag, As, Cd, Hg, Mo, Os, Pb, Pt, Sb, Se, Sn, Ta, Te, Ti, U, W, rare earths</td>
<td>III. Low (&lt;10^{-5} mol/yr) Ag, As, Be, Cd, Co, Hg, Os, Pt, Se, Ta, Te, Ti, U, V, W, rare earths</td>
<td>III. Low (&lt;10^{-6} mol/m^3) Ag, Hg, Os, Pb, Pt, Te, Ti, U</td>
<td>III. Environmental toxicity recorded Ag, As, Ba, Cd, Co, Hg, Pb, U</td>
</tr>
</tbody>
</table>

As preventive efforts become more efficient, the patterns of adverse effects change and, in fact, become more difficult to recognize. Most metals accumulate in the body, and storage depots or “slow compartments” may slowly release metals to the blood or may actually be the site of delayed toxicity. The resulting insidious, delayed effects are often hard to detect, also for the patient. In the absence of pathognomonic symptoms and a history of a recent hazardous exposure, an etiologic diagnosis may be almost impossible to verify.

The diagnosis of metal poisoning has been frequently supported by the detection of increased or toxic levels of the metal in blood or urine. Methods have now been further refined and become routine parameters for biological monitoring of metal exposures. Special care is needed when collecting blood and urine samples to avoid external contamination. Recent developments have included more sensitive analyses and methods for in vivo detection of cadmium and mercury in kidney and liver, for measurement of lead levels in calcified tissues, and for assessment of various biochemical abnormalities, which indicate early biological effects of metal exposures. Biological monitoring will become an essential part of future preventive activities with regard to environmental and occupational metal exposures. However, because metals are ubiquitous and often disseminated through a multitude of pathways, the sources of human exposures must be known before a preventive strategy can be planned. Attention must also be paid to intakes from mineral supplements and from the use of metals in pharmaceuticals and traditional medicines.

In the following pages, the metals of greatest public health significance are dealt with in alphabetical order. The general outline includes: environmental occurrence, uses, exposure sources; absorption and fate in the human organism; essential functions and toxic effects in humans; preventive measures; and limits applicable. Relevant publications from the International Programme on Chemical Safety and from the International Agency for Research on Cancer are mentioned, but otherwise references have been limited to a few recent key studies or reports. For more detailed information and reference to additional literature sources, some most recent edition of the standard handbook should be consulted.

**ALUMINUM**

**Exposures**

Aluminum is a silvery-white, light, ductile metal with a high resistance against corrosion and used in light metal alloys, in particular with magnesium. Kitchenware, aluminum foil, and automobile bodies are important uses, and the aircraft industry is one of the major consumers. The most intense occupational exposures occur in the aluminum refineries, where the metal is produced by electrolysis of aluminum oxide dissolved in molten cryolite. Refiner and foundry workers, welders, and grinders working with aluminum or its alloys may be exposed to high levels of aluminum fumes or particles. Aluminum chloride is used in petroleum processing and in the rubber industry, and alkyl compounds are used as catalysts in the production of polyethylene. Other aluminum compounds are also widely used, notably for flocculation of drinking water.

Aluminum compounds in soil are soluble at low pH values (below six) (e.g., caused by acidification). Soft drinking water may also dissolve traces of aluminum flocculents used in municipal water treatment. In such cases, the aluminum concentration may occasionally exceed 1 mg/L, but otherwise the concentrations in water are usually well below 100 µg/L, and drinking water is then an insignificant source of exposure. Among food items, meat products and vegetables may exhibit relatively high levels; the total daily intake through food and beverages is generally about 10 mg. Sources of excess exposures include aluminum silicate used as an anticaking agent and aluminum powder used for decorating pastry. Small amounts may be released from aluminum pots and pans at low pH levels, especially when acid foods are stored. Ulcer patients may ingest several grams of aluminum hydroxide every day in their antacid medicine.

Aluminum is barely absorbed from the gastrointestinal tract, probably because sparingly soluble aluminum phosphate is formed. Patients who ingest aluminum-containing antacids appear to absorb about 0.1% of the amount ingested. Concurrent intake of fruit juices may substantially increase the absorption. Inhalation of fine aluminum dust can lead to retention in the alveoli, and the concentration of this metal in the lungs increases with advancing age. When released to the blood, aluminum appears to be effectively excreted, almost entirely in the urine.

**Effects**

Salts of aluminum are irritants because acid is liberated on hydrolysis. Thus, conjunctivitis, eczema, and upper airway irritation may result, and even local necrosis of the cornea has been recorded. A form of pneumoconiosis, sometimes called aluminum lung or aluminumis, is associated with severe exposures to aluminum oxide; the most frequent symptoms are dyspnea and dry cough. Unilateral pneumothorax has been seen more often than expected in workers exposed to aluminum dust.

Aluminum exposure may cause neurotoxicity, particularly in patients undergoing dialysis. Due to the deficient excretion of aluminum in the urine of these patients, accumulation in the body occurs from small amounts from the dialysis water and if aluminum hydroxide gels are used to decrease phosphate absorption in the gut. In particular, aluminum accumulates under those circumstances in the brain and seems to be at least a partial cause of dialysis dementia. The early symptoms are speech impairment and dysphasia, followed by myoclonic movements, seizures, and progressive global dementia with prominent symptoms from the parietal lobe. This disease appears to be irreversible, and survival beyond a few years is uncommon. The introduction of calcium-based phosphate binders and reverse osmosis for water purification has effectively eliminated this problem.
In addition, aluminum seems to accumulate, although to a much lesser extent, in the brain of patients with Alzheimer’s disease. This accumulation may be a phenomenon secondary to the disease development, and the possible causative role of aluminum has not yet been determined. A different type of encephalopathy may develop as an apparent result of heavy occupational aluminum exposure. Thus, aluminum is undoubtedly neurotoxic, but the extent to which this occurs in individuals with normal kidney function still has to be clarified.

Dialysis osteomalacia is a complication that has occurred rarely in patients undergoing long-term dialysis treatment; it causes development of sclerosis and osteoporosis, leading to skeletal pains and multiple fractures. The occurrence of this disease was closely associated with long-term aluminum accumulation. Bone toxicity has also been described in patients receiving chronic parenteral nutrition containing aluminum-contaminated hydrolysate and in patients who had ingested large doses of aluminum-containing antacids for extended periods.

Prevention

Aluminum measurements of serum are extensively used in the monitoring of patients undergoing dialysis treatment. Although high levels of aluminum may be accurately estimated by most laboratories, reference levels have decreased significantly indicating an improved contamination control in the laboratories. Serum levels below 10 µg/L (0.37 µmol/L) are usually considered normal. In the past, serum concentrations in dialysis patients could exceed 50 µg/L (1.85 µmol/L), and the risk of adverse effects of aluminum was much increased if the serum level exceeded 100 µg/L (3.7 µmol/L). Aluminum has a short biological half-life in the blood of individuals with normal kidney function, thus rendering aluminum measurements of serum samples of limited value in occupational health practice. However, urinary excretion of aluminum reflects short-term exposures, while a better indication of the chronic accumulation is the excretion after an exposure-free interval of several days. A measure of the body burden is the concentration in a bone biopsy from the iliac crest.

Aluminum toxicity in dialysis patients can be prevented by using dialysis water with an aluminum concentration below 10 µg/L (0.37 µmol/L) after reverse osmosis or other effective treatment. Also, substitution of oral aluminum-containing phosphate binders by calcium-based compounds has been widely instituted. Solutions used for parenteral nutrition should be examined for aluminum contents, and low-level products should be preferred. Desferrioxamine has only limited therapeutic use as an aluminum chelator.

In the United States, aluminum is regulated as airborne dust, with an exposure limit of 15 mg/m³ for dust and 5 mg/m³ for respirable particles. This limit may not entirely protect against adverse effects. The limits recommended by the American Conference of Governmental Industrial Hygienists (ACGIH) are: 10 mg/m³ for aluminum metal and oxide, 5 mg/m³ for aluminum pyro-powders and welding fumes, and 2 mg/m³ for soluble aluminum salts and (unstable) aluminum alkyls.

**ARSENIC**

Arsenic occurs widely in the environment, and dissolved arsenic compounds in groundwater can cause severe exposures from deep wells, especially in certain parts of South America, West Bengal, and Taiwan. Some crustaceans may contain as much as 100 mg/kg, but most arsenic in seafood occurs as less harmful organic complexes. Other food items usually contain little arsenic. Major sources of environmental pollution are primary metal smelters and coal burning.6

Occupational exposure to arsenic occurs in the following branches of industry: metal smelting, where arsenic occurs as a contaminant or by-product; production and use of various alloys, especially with lead and copper; semiconductor industry; production and use of wood treatment (chromated copper arsenate) and agricultural pesticides (e.g., calcium and lead arsenate); production of optical glass; certain kinds of enameling; production of pharmaceuticals; production of paints and coatings; leather tanning and the taxidermist industry; and the production, handling, analysis, etc., of arsenic and arsenic compounds. When arsenic-containing ores are heated, arsenic trioxide (As₂O₃, white arsenic) is formed, and this compound constitutes the main product for the arsenic-consuming industry. Experimental studies suggest that this As(III) is more toxic than the As(V), which occurs in arsenate compounds, for example, wood treatment products. Arsine (AsH₃) is particularly toxic. However, little is known about the speciation of arsenic in occupational exposures.

Easily soluble arsenic compounds may be absorbed rather efficiently through the respiratory and gastrointestinal tracts; absorption through the skin has also been documented. As(V) seems to be partially converted to As(III). Methylation occurs in the liver, and the methylated arsenic species usually constitute the main part of the urinary arsenic excretion after exposure to inorganic arsenic compounds.
The methylation process varies between species and between human populations. Such variations may suggest genetic differences in the enzymes responsible for the methylation of arsenic, but the methylation rate may also be influenced by such factors as the arsenic species absorbed, dose level, age, nutrition, and disease. The extent to which variation in arsenic methylation affects its toxicity, including carcinogenicity, is not known. Arsenobetaine and arsenocholine from fish and crustaceans are relatively rapidly excreted unchanged in the urine. The biological half-life for inorganic arsenic in the body averaged about four days; after an acute exposure to inorganic arsenic, the arsenic excretion in urine is therefore increased for a week or more. An additional, somewhat slower excretion occurs through hairs, nails, and skin cells. Both skin and lungs may constitute a “slow” arsenic compartment with a long biological half-time.

**Effects**

Acute intoxication due to ingestion of arsenic trioxide or lead arsenate first causes vomiting, colics, and diarrhea, then follows fever, cardiotoxicity, peripheral edema, and shock, which can lead to death within 12–48 hours. Patients who survive an acute intoxication usually exhibit anemia and leukopenia and may experience peripheral nervous damage 1–2 weeks later. Late effects include loss of hair and nail deformities. Recovery from peripheral neurotoxicity is slow and may take several months. Neonatal exposure to arsenic from contaminated milk supplements has caused severe developmental neurotoxicity that resulted in permanent cognitive deficits. Anecdotal evidence suggests that long-term intake of small amounts of arsenic can lead to a decrease in acute toxicity, but the mechanism of this apparent tolerance is not known, as is the possible implication for chronic toxicity.

Another kind of acute poisoning may occur following inhalation of the extremely toxic arsenic (AsH3), which smells like garlic. This compound is formed when arsenic (frequently as an impurity) comes into contact with strong acid, and prolonged inhalation of 10 ppm or more of arsenic is lethal. The patient first suffers dizziness, headache, pains in the stomach, arms, and legs and subsequent hemolysis, jaundice, and kidney damage, which may lead to death.

Under chronic exposure conditions, neuropathy mainly of sensomotor type may develop and cause paresthesias in the extremities and anesthetic pains, but muscle weakness, especially in the fingers, and motor incoordination may also occur. These effects may occur as a late result of an acute exposure or as a result of a long-term exposure to arsenic, where chronic skin symptoms may occur at the same time. A subclinical neuropathy, detectable by neurophysiological methods, has been described in relation to relatively low arsenic exposures. Accidental arsenic exposure from contaminated milk powder caused over 100 deaths in infants and lasting mental retardation and other neurological effects in survivors. Long-term exposure to inorganic arsenic compounds can cause chronic eczema, hyperpigmentation of the skin, and hyperkeratosis, especially on foot soles and palms.

Development of skin cancer may be seen at a later time: squamous cell carcinomas mostly at the hyperkeratoses on the extremities, basal cell carcinomas in any region. Vascular effects may result in Raynaud’s phenomenon, acrocyanosis, and necroses (“blackfoot disease”). In addition, epidemiological studies in Taiwan, Chile, and Argentina have shown increased incidence of bladder cancer and lung cancer. Similar findings have emanated from studies of pesticide production workers, sprayers, smelter workers, residents near polluting industries, and patients treated with arsenicals. The incidence of other cancer forms may be increased as well, though this evidence is less certain. In most studies, the exposures were mixed, and the effects of As(III) and As(V) cannot be separated. Arsenic may act synergistically with tobacco smoke. Teratogenic effects have also been reported.

**Prevention**

Biological monitoring of arsenic levels in blood is of limited interest, because arsenic is rapidly cleared from the blood. Hair analysis has been employed in forensic medicine, but the significance of external contamination excludes the use of this method in the surveillance of dust exposures in industry. Measurement of arsenic levels in urine may be used for the evaluation of current exposures, because a major part, about 60% at steady-state, of the absorbed arsenic is excreted in the urine. However, due to the somewhat variable proportion excreted by this route, the daily variations related to the short biological half-life and the contribution of arsenic compounds from food items, urine tests for total arsenic are useful only on a group basis. If the excretion is above 1 mg/L (13 µmol/L), the result can be used as an indication of arsenic intoxication. Normal arsenic content in urine is below 100 µg/L (1.3 µmol/L), but levels more than twice that high may be seen after a good seafood meal. After exposure to inorganic arsenic compounds, the urinary arsenic usually consists of no more than 25% inorganic arsenic, one-third of the rest being monomethylarsonate, and two-thirds being dimethylarsinate (cadexoylate). Background levels of these compounds would probably be below 20 µg/L (0.27 µmol/L), unless exposures from contaminated wells were prevalent. The organoarsenicals from seafood do not affect the urinary excretion of the methylated compounds.

The limit for airborne arsenic and inorganic arsenic compounds is 0.01 mg/m³; for organic compounds, 0.5 mg/m³; and for arsenic the limit is 0.05 ppm, which corresponds to 0.2 mg/m³. However, on the basis of the carcinogenic effects, the National Institute of Occupational Safety and Health (NIOSH) has recommended a limit of 0.002 mg/m³ for all arsenic compounds; exposures below this limit would result in minor or undetectable increases of arsenic levels in urine. A WHO/FAO expert group has suggested a limit for daily intake of inorganic arsenic of 0.002 mg/kg body weight. The U.S. Environmental Protection Agency uses a drinking water limit of 10 µg/L.

### BERYLLIUM

Beryllium, the fourth lightest element, is extracted from beryl ore and is found at low concentrations in the Earth’s crust. Beryllium is used for coating cathode-ray tubes (e.g., for radar equipment, in electrical or electronic instruments, and in nuclear reactors). Moreover, beryllium is used in many light metal alloys for the space and aircraft industry, and for the nuclear industry. Most of the environmental pollution is due to combustion of fossil fuels.

Most beryllium salts are practically insoluble at neutral pH, and absorption after oral intake is therefore limited. Skin contact may result in allergic dermatitis. Inhalation of beryllium dusts is the major hazard. Once absorbed, excretion is slow. An acute, severe exposure to airborne beryllium may result in an inflammation of mucous membranes and in a chemical pneumonia.

Chronic beryllium disease (sometimes called berylliosis) has similarities to sarcoidosis, and the differential diagnosis may require documentation of beryllium exposure. This pulmonary granulomatosis can evolve following an acute phase by a long but variable latency period. Often the diagnosis is made several years after cessation of exposure. Cases have occurred in several household contacts and subjects with only short-term exposures. The most frequent symptom is dyspnea at exertion. The chest x-ray usually reveals a mixture of small, rounded, and irregular opacities. Pulmonary function tests show decreased diffusion, later followed by more generalized pulmonary impairment. Granulomas may also occur in the liver and other organs, but the Kveim test for sarcoidosis is negative, while the lymphocyte blast transformation test is positive for beryllium. The course of the disease is irregular, and some form of predisposition seems to affect the pathogenesis. Although steroid treatment is beneficial, no complete recovery has been recorded. Beryllium is regarded a human carcinogen based on epidemiological evidence from refining, machining, and production of beryllium metal and alloys, where beryllium-exposed individuals suffer lung cancer more frequently than expected. Biological monitoring is of limited interest and plays no role in the prevention of excess beryllium exposures. The limit for occupational beryllium exposure is 0.002 mg/m³, but efforts have been made to decrease this limit by a factor of 10. The peak value of 0.025 mg/m³ is applied for short exposures.
Exposures
Cadmium concentration in agricultural soils is increasing because of the deposition of airborne cadmium particles and because of the cadmium content of phosphate fertilizers and sewage sludge used for fertilization. Cadmium is a relatively mobile metal in soils, and many crops retain relatively high cadmium levels. In particular, tobacco leaves are high in cadmium. The total daily intake of cadmium via food varies according to dietary habits, but averages range from less than 10 to more than 50 µg/day. Cereals, mollusks and crustaceans, wild mushrooms, and beef kidney are main sources of increased dietary cadmium exposure.10

The most important application of this metal is cadmium plating for corrosion treatment of metals, especially iron and steel. Brazing is still carried out with solders containing cadmium. Rechargeable nickel-cadmium batteries are increasingly used in modern-day electronic products. To a limited degree, cadmium is also used in certain copper alloys and in bearing metal. Cadmium rods are used in nuclear power plants. Cadmium sulfide and selenide are used as pigments in enamel, ceramics, glass, plastic, and leather. Many of these uses are now being restricted. However, considerable occupational cadmium exposure may still be a result of various work processes, such as welding or cutting of metals with cadmium-containing coatings, spray-painting with cadmium pigments, or primary production of copper and zinc from cadmium-containing ores. Raw phosphate often contains significant amounts of cadmium, and exposures may occur during the production of phosphate fertilizers. This metal has a melting point of 320°C, and dangerous fumes are generated by rather low temperatures.

Pulmonary absorption depends on particle size and solubility, while 2–10% of oral intake is transferred to the bloodstream. Uptake by the liver induces the synthesis of metallothionein, which binds cadmium. When released to the blood, the complex is subsequently excreted through the kidney glomeruli; most is reabsorbed by the tubulus cells, and an accumulation in the kidney cortex takes place. In general, about one-half of the human body burden of cadmium is located in liver and kidneys. The liver is the main storage organ for cadmium in the body, but the highest concentration is eventually reached in the kidneys. The biological half-life is 10–20 years, and cadmium accumulation in the body therefore seems to occur during the major part of a lifetime.

Effects
Acute cadmium poisoning most frequently occurs after inhalation of cadmium fume, for example, cutting cadmium-plated steel with an oxyacetylene torch. After a latency of a few hours, the first symptoms may suggest metal fume fever, but a toxic pneumonitis then develops. If the exposure continues, tubular and perhaps glomerular dysfunction develops, and relatively large amounts of cadmium are then excreted in the urine. The most recent data from Sweden suggest that the earliest effects may occur at a urine-cadmium excretion below 1 µg/L, and levels continuously above this limit should therefore be avoided. β2-Microglobulin and protein HC may be assessed in urinary samples as part of monitoring efforts, but excess levels are found only in case of early or imminent kidney damage, that is, when preventive efforts have failed.

The occupational exposure limit in the United States is 0.005 mg/m³ due to the carcinogenic risk. Many countries have enacted regulations concerning cadmium release from ceramic glazes and other materials that may leach cadmium to food and beverages. The International Standards Organization (ISO) has adopted a limit for cadmium release from ceramic flatware of 0.17 mg/dm², with higher limits for holloware. With regard to dietary intake of cadmium, a WHO/FAO expert group several years ago suggested a Provisional Tolerable Weekly Intake (PTWI) limit of 7 µg/kg body weight per week. Since then, kidney function in the elderly and diabetes patients has turned out to be more vulnerable than expected, and lifelong cadmium accumulation from environmental exposures would seem to eventually cause adverse effects, perhaps substantially below the PTWI. However, even the current PTWI seems already to be exceeded by some population groups, and prevention of cadmium pollution from all sources would therefore seem to be a major environmental priority.

Exposures
Cadmium most commonly occurs as trivalent compounds. Divalent compounds are rather unstable, and hexavalent chromates are reduced to trivalent compounds in the presence of oxidizable substances. Only scattered information is available on environmental exposures to chromium. In the United States, daily intake through food is usually below 100 µg, but higher intake occurs in northern Europe. However, the chemical form of chromium present in food and drinking water is largely unknown, but solublechromates likely predominate.

Occupational exposures to chromium occur in several branches of industry: production of chromium and chromium compounds,
stainless steel and other metal alloys; chromium plating of metals; production of heat-resistant bricks with chromate additives; use of chromates as pigments and bichromates for tanning; welding of chromium-plated metals and chromium-containing alloys; development of photographic emulsions; and production and usage of wood preservatives. The main consumption of chromium is in the steel industry, and stainless steel usually contains between 8% and 18% chromium. In addition, chromium present in cement results in considerable cutaneous exposures. The gastrointestinal uptake of Cr(VI) is a few percent, while the absorption of Cr(III) is much less; organic complexes of chromium may be more easily absorbed. The fate of inhaled chromium particles and the transfer within the body depends on the particle size and solubility of the compounds. Excretion is mainly via the urine.

**Effects**

Chromium is an essential trace metal (as glucose tolerance factor) for several species, including humans. Glucose intolerance, weight loss, and peripheral neuropathy in patients undergoing long-term intravenous nutrition may be cured by Cr(III) supplements. Chromium deficiency in humans is otherwise unknown, and the daily chromium need is unclear. The toxicity of the various chromium compounds varies, partly in relation to the different solubilities. In general, hexavalent compounds are more easily soluble than the trivalent compounds. The chromate ion is strongly oxidizing and is capable of passing through biological membranes. Trivalent chromium is less toxic, apparently due to the lower solubility and lower biological mobility. The major effects include corrosion of skin and mucous membranes, allergic responses, and carcinogenicity.

Long-term inhalation of Cr(VI) compounds in chromium-plating workshops has in the past caused severe corrosion of the nasal mucous membranes with defects in the nasal septum. These effects are now seen more rarely. Chromate may cause circumscribed ulcers (chrome holes) at the knuckles, nail roots, or other exposed skin areas. Even though they may be quite deep, they are almost painless. Healing often takes several weeks and leaves a depressed scar, but the ulcers are apparently not related to development of skin cancer.

Chromium is one of the best known allergens in the occupational environment, and chromate is frequently the most common cause of allergic contact dermatitis among males. Cement eczema is a common occupational disease in construction workers, and chromate is the most frequent cause of allergic hand eczema in occupational health, with high prevalence rates in tanners, furriers, and workers exposed to chromates in photographic laboratories and in relation to wood treatment. Chromate has also been identified as a cause of asthma, probably mediated by a type I allergic reaction. Chromite mining has apparently caused several cases of a benign pneumoconiosis. Chromium is a well-documented human carcinogen, and occupational exposures resulting from the production of ferrochrome and of chromates have caused an increased frequency of cancer in the respiratory tract. An increased occurrence of lung cancer in welders may be due to the content of insoluble chromium in welding fumes from stainless steel. Although trivalent chromium compounds may be involved in the carcinogenesis, exposures to such compounds have not been shown to cause cancer in epidemiological studies.

**Prevention**

Biological monitoring of chromium levels in the urine is useful to follow the exposure to soluble, hexavalent chromium compounds. The biological half-time in plasma is a few days. When external contamination of the sample has been avoided, the upper reference level is usually about 0.5 µg/L (10 nmol/L). Plasma chromium levels parallel the urinary excretion, but chromium concentrations in erythrocytes or whole blood reflect longer-term chromate exposures. Exposure to trivalent compounds or sparingly soluble chromates will not result in detectable changes in body fluids available for biological monitoring.

The exposure limit for airborne chromate and chromium acid is a ceiling value of 0.1 mg/m³; for soluble chronic and chromous salts, the limit is 0.5 mg/m³; and for chromium metal and insoluble chromium salts, 1 mg/m³. Cr(VI) compounds are regarded as carcinogenic, and a permissible exposure limit of 0.001 mg/m³ has been suggested by NIOSH. Skin contact with Cr(VI) compounds should be avoided, and any skin contamination should be immediately removed with soap and water. This problem is even more important for patients with chromate allergy who may have to avoid contact with leather products and plastic articles with leachable chromate pigments. The sulfur on matchsticks contains chromate as well. On the other hand, chromium alloys release only insignificant amounts because of oxide formation in the surface layer. In some countries the addition of 0.4% of ferrous sulfate to the cement is required by law, because it effectively reduces the chromate to insoluble Cr(III) compounds. WHO has for many years recommended a drinking water limit of 0.05 mg/L for total chromium, but lower concentrations can easily be maintained in most places.

**COBALT**

Human cobalt exposures from natural sources are very limited, and daily intake through food has usually been estimated at somewhat below 50 µg. Cobalt levels in drinking water are usually low and of little concern, and atmospheric levels are frequently undetectable. Occupational exposures have become prevalent. The most important use is hard metal, which consists of various metal carbides (mainly tungsten) cemented by a cobalt binder. Cobalt has also found considerable use in alloys, to which it adds a high melting point, tensile strength, and resistance to corrosion. Cobalt compounds are increasingly used as catalysts, including desiccators in paints. Cobalt compounds are used in ceramic and glass products. The alloys are extensively used in the electrical, automobile, and aircraft industries, and cobalt is also used for electroplating.

Absorption in the gastrointestinal tract varies, but probably averages about 25% for soluble compounds, unless cobalt is ingested in the form of vitamin B₁₂, and in iron deficiency, which increased the absorption of cobalt. Ingestion of excessive amounts of cobalt will induce vomiting and diarrhea. Cobalt is an essential micronutrient and has important actions as an enzyme activator and as a component of vitamin B₁₂. However, cobalt deficiency has not been documented in humans, but enzootic deficiency is a potential problem in certain regions of the United States, Australia, Scotland, and other parts of the world. Thus, cobalt is added to cattle feed and sometimes to fertilizers. Respiratory exposure to cobalt dust may lead to airway irritation, asthma, and measurable systemic absorption. Cemented carbide production workers may develop a pneumoconiosis called hard metal lung, frequently following long-term exposures of more than 10 years. The pathogenesis of cobalt-induced pulmonary disease is not known in detail, but some individual hypersensitivity may predispose to the pulmonary reactions. Some studies suggest that cobalt exposure may lead to an increased risk of lung cancer. Cutaneous exposures to cobalt are common. Small concentrations of this metal are present in cement, and cobalt may contaminate cutting oils and may leach from metal objects. Cobalt allergy is frequent, but occurs frequently in connection with allergy toward nickel or chromate. Hand eczemas in patients with such cross-reactions have a relatively poor prognosis.

An outbreak of cardiomyopathy, sometimes complicated by pericardial effusion, was reported in Quebec City about 1970. This disease occurred exclusively in beer drinkers, and subsequent investigations showed that the local brewery added cobalt sulfate to the beer. The same practice was discovered in Omaha, Minneapolis, and in Brussels, where similar epidemics occurred. Although probably not solely due to the addition of about 1 mg of cobalt to each liter of beer, the epidemics faded after discontinuation of the addition of cobalt. Several similar cases have been linked to industrial cobalt exposures.
Biological monitoring may be of some use. The kinetics of cobalt in the organism show the existence of two fast compartments with half-lives of up to 2 days, while about 10% of absorbed cobalt is excreted much more slowly. Urinary cobalt excretion levels are normally below 2 µg/L (30 nmol/L), unless the individual takes a mineral supplement. Following occupational exposures, urinary excretion levels may be 100-fold the normal upper limit, but the levels may change rapidly due to the short half-life. Thus, more information may be obtained on the average long-term exposure by measuring the cobalt level in urine or blood on Monday morning after an exposure-free period.

Occupational exposures to cobalt metal fume and dust should be limited as much as possible while respecting the current exposure limit of 0.1 mg/m³. Due to the increasing awareness concerning hard metal disease, a limit of 0.05 mg/m³ for cobalt metal, dust, and fume has been proposed by ACGIH. Even this limit may not sufficiently protect a worker with pulmonary hypersensitivity, however.

Copper is a widely used metal that has both beneficial and adverse health effects. This metal is used in electrical equipment, in alloys, and in plumbing and heating systems. Acidic, soft water may leach copper from the tubings. The daily intake through food averages about 1 mg or more. Copper is an essential element that is necessary for various metalloenzymes, and possible signs of copper deficiency in humans have been documented in depletion experiments. Accidental intake of large amounts of this metal results in acute gastrointestinal symptoms. Copper sulfate has therefore been used as an emetic, but the potential absorption of toxic quantities of the metal limits its usefulness. Copper appears to play an etiological role in the development of so-called Indian childhood cirrhosis, but other factors, such as genetic predisposition are thought to be of importance. Anecdotal evidence suggests that infants given formula reconstituted with copper-contaminated tap water can develop a chemical hepatitis, but this possible risk has not been confirmed. Wilson’s disease (hepatolenticular fibrosis) causes accumulation of copper in the liver related to insufficient formation of the copper-binding ceruloplasmin; these patients and the heterozygous carriers may be particularly sensitive to excess copper exposures. Also, patients with other preexisting liver disease or undergoing hemodialysis may be more susceptible to copper storage disease. Occupational exposures to copper fume and fine dust can cause metal fume fever, and copper dust is a respiratory irritant. Serum concentrations are affected by ceruloplasmin levels and increase during pregnancy and during anticonceptive hormone treatment. Excretion is mainly via the bile. The exposure limit for copper dusts or mists is 1 mg/m³, and for copper fume, 0.1 mg/m³, although ACGIH has suggested 0.2 mg/m³ for fumes. WHO recommends a limit for drinking water of 2 mg/L. The recommended daily dietary intake is 2.3 mg for adults.

Iron is necessary for life but may also cause toxicity at excess exposures. Iron deficiency with anemia is the most prevalent metal deficiency syndrome in humans, especially among women of the reproductive age groups and certain groups of small children. Several nutrients interfere with iron absorption, but it is always increased in case of deficiency. Ingestion of iron supplements in considerable excess (above 30 mg/kg body weight) may cause acute gastrointestinal lesions followed by metabolic acidosis, toxicity, and shock. Chronic iron overload, as in hereditary hemochromatosis, leads to hemosiderosis, potential liver cirrhosis, and increased cancer risk. Foundry workers, grinders, and welders are exposed to considerable quantities of iron oxide fume, which accumulates in the lungs and may result in siderosis, a benign pneumoconiosis. Hematite miners have exhibited an excess incidence of lung cancer; although iron may not be the primary cause, an interaction between the iron dust and other factors, such as radon and asbestos, is possible. The exposure limit for iron oxide fume is 10 mg/m³; but ACGIH has recommended a limit of half as much and 1 s/m³ for soluble iron salts. Recommendations for daily iron intakes suggest that iron supplements are necessary for large population groups, but the supplement should always be stored in child-proof containers. Iron pentacarbonyl may be formed when carbon monoxide comes in contact with iron at high partial pressures. This liquid is extremely toxic and, when the vapor is inhaled, results in almost immediate headache, dyspnea, and dizziness. The symptoms then fade, only to return after several hours when pulmonary consolidation and cerebral degeneration are progressing. The ACGIH exposure limit is 0.1 ppm.

**LEAD**

**Exposures**

Lead has a wide spectrum of applications. Metallic lead is used in various alloys, and several inorganic compounds have important uses. Production of organolead compounds, tetraethyl lead, and trimethyllead, as octane boosters in gasoline has now almost ceased. The extensive use of lead resulted in considerable redistributions in the biosphere, particularly as a result of air pollution from leaded gasoline. Calculated natural lead exposures suggest that environmental lead exposures average 10- to 100-fold above typical exposure levels in premetallurgical times. Dietary lead intakes have decreased considerably in many countries as a result of the substitution of lead additives to gasoline. Daily oral intakes of lead are below 100 µg for adults, often averaging about 10 µg. The major sources of environmental lead exposure include: gasoline additives, lead-based paint, lead-soldered food cans, ceramic glazes, and industrial pollution. Drinking water levels may be of particular interest in soft water areas; where lead pipes are still in use, the highest lead concentrations occur in the “first draw” water in the morning.

The melting point for lead is 327°C, and hazardous evaporation results when the temperature exceeds about 500°C. This fact is of importance where lead is melted or molded in factories and workshops. Various inorganic compounds are used as pigments and desiccators, for corrosion treatment and enameling, and as an additive to glass and a stabilizer in polyvinyl chloride (PVC) plastic. Lead compounds that are used in ceramic glazes are usually fritted (i.e., aggregated as larger particles by preheating).

Occupational lead exposure occurs in particular in the following processes: primary production of lead from lead ores; secondary lead production from used automobile batteries and scrap metal; production of batteries; welding and flame cutting of lead-containing or minimum-treated alloys; molding of lead-containing alloys in foundries; soldering with lead solder, if the temperature is too high; production of and spray painting with paints containing lead pigments and desiccators; addition of lead stearate as stabilizer in PVC plastic; batch mixing with lead compounds for the production of crystal glass; and grinding and sandblasting of lead alloys and coatings. High exposures have also been documented in instructors from indoor shooting ranges, in workers producing leaded panels, and in gunsmiths.

Inorganic lead compounds are absorbed only to a minor degree in the gastrointestinal tract of adults, usually about 10% or slightly less, somewhat higher during fasting and somewhat lower when excess calcium, phosphate, and phytate are present. However, the immature gastrointestinal tract is relatively permeable to lead, and balance studies in small children have suggested that oral intake may result in absorption rates of 30–50%.

Almost all lead in the blood is bound to the erythrocytes, and the lead content of serum or plasma is so low that it cannot be reliably measured by conventional analytical methods. Measurements therefore refer to the lead content of whole blood (or erythrocytes). Due to the low solubility of lead phosphate, lead accumulates in calcified tissues. About 95% of the lead burden of an adult person is located in...
the skeleton, with a very long biological half-life related to the slow tissue remodeling rate. Skeletal lead is more mobile in children. Much less lead is present in the soft tissues, and the half-life is generally about 2 months. The brain probably constitutes an exception: lead that has passed through the blood-brain barrier has a biological half-life of more than a year. The placenta does not constitute any major barrier to lead passage, and the fetus is, therefore, exposed to lead through the mother. Some lead is excreted into the gastrointestinal tract, but the major excretion is via the urine. Only low concentrations of lead have been detected in human milk.

**Effects**

Lead is an important enzyme inhibitor. Of major clinical importance are the chronic effects on blood cells and the nervous system. Anemia is a typical symptom in classic lead poisoning. Lead inhibits the Na-K-ATPase in the cell membranes of the erythrocytes and thereby makes them less stable, with a shortened life span as a result. Quantitatively less important is the interference with hemoglobin synthesis, several steps of the heme formation being inhibited by lead. Most sensitive is the enzyme aminolevulinic acid dehydratase (ALAD), which is inhibited already at low lead concentrations in the blood at 50 µg/L (0.25 nmol/L) and above. The erythrocyte ALAD activity correlates very closely with the lead content in the blood, but in occupational lead exposure, the activity of this enzyme may become very low. Less sensitive to lead is the incorporation of ferrous ion into protoporphyrin IX to form heme. When this reaction is inhibited, zinc substitutes for iron and the resulting zinc protoporphyrin (ZPP) binds instead of heme to the hemoglobin molecule, thereby rendering it unable to carry oxygen.

Each erythrocyte in the blood contains a ZPP amount as a message of the lead exposure at the time when the cell was formed. A blood sample containing erythrocytes that have been formed within the last 4 months or so, and the ZPP concentration in the blood, is, therefore, an indication of the average lead exposure within this time interval. The measurement may be carried out by a portable fluorometer in a few seconds. In adult men, the ZPP concentration increases significantly when the blood-lead concentration averages above 250 µg/L (1.25 nmol/L). In women, the threshold is somewhat lower because of the increased sensitivity related to lower iron stores in the body. In children, this threshold may be required as an additional safeguard and must be made available to all employees exposed above the action level of 30 µg/m³ for more than 30 days a year. Blood-lead examination must be carried out at least every 6 months, every 2 months if the blood-lead level exceeds 400 µg/L (2.0 nmol/L). The removal protection provision means that workers with a blood-lead level above 500 µg/L (2.5 nmol/L), or if otherwise indicated by the medical surveillance, should be removed without losing wage or benefits, until the level has returned to 400 µg/L (2.0 nmol/L) or below that level. If the air-lead level cannot be kept below 50 µg/m³, engineering control measures must be initiated. Regular air monitoring is required if levels exceed the action limit of 30 µg/m³. The standard also includes provision for employee information and respirator use.

The goal for the U.S. Centers for Disease Control and Prevention is to reduce children’s blood-lead concentrations below 100 µg/L (0.5 nmol/L). If many children exceed this level in a local area, community-wide interventions (primary prevention) should be considered. Interventions for individual children should begin at blood-lead concentrations of 150 µg/L (0.75 nmol/L). These limits appear high in the perspective of recent epidemiological findings,37 and a wise prevention approach is to minimize lead exposures to the greatest extent possible. An FAQ/WHO expert group has recommended that the weekly oral intake of lead should be below a TDI of 0.025 mg/kg body weight. This limit is likely protective for adults, but it may be insufficient to prevent adverse effects in children.

The action level set by the U.S. Environmental Protection Agency for lead in drinking water is 15 µg/L, and WHO recommends a limit of 10 µg/L. Some countries have adopted a limit for lead in wine (250 µg/L); milligram quantities may occur in a vintage bottle if the lead cap has been eroded. Lead caps are no longer used. Also, specific limits may apply to ceramic glazes. The lead release is
usually measured by means of a 5% dilute acetic acid test, and the release is measured during boiling for 30 minutes three times. Exposures are also limited by setting standards for lead contents of paints. Major efforts have been initiated to remove old, peeling lead paint as part of restoration of houses with a lead hazard.

► MANGANESE

Manganese has a wide range of applications, ferromanganese being the main product, with 90% of this production used in various metal alloys, including welding rods. Other applications include dry batteries (manganese dioxide) and pigments for the glass and ceramics industry. Methylocyclopentadienyl manganese tricarbonyl (MMT) is increasingly used as an octane-booster in gasoline as other additives are phased out. Occupational exposures to manganese may occur in the primary production and in the various user industries, especially when manganese-containing alloys are welded. Daily intakes through food usually average about 2–3 mg, but may vary considerably, depending on the intake of cereals and rice, which are high in manganese. High levels in drinking water occur in some regions, although low limits are set for technical reasons. Increasing use of MMT in gasoline may cause atmospheric manganese levels above 1 μg/m³ in cities, and similar levels may be encountered near ferromanganese plants.

The gastrointestinal absorption of manganese appears to be below 5% of that ingested, although higher at lower intakes and in case of iron deficiency; a considerable excretion occurs through the bile, some of which is reabsorbed. Manganese is an essential element in metalloenzymes and as enzyme activator, but deficiency states are unlikely to occur under normal circumstances. Characteristic, manganese-related diseases appear to be relatively rare. Two different pictures may emerge: pulmonary and neurological pathologies. In acute respiratory exposure to manganese, a chemical pneumonitis may develop with cough, phlegm, fever, and changes on the chest x-ray. Also, manganese aerosols may cause metal fume fever (as described under Zinc). However, pulmonary effects are unlikely to occur at manganese exposures below 0.3 mg/m³.

Manganism is a central nervous system disease with clinical manifestations somewhat similar to those of Parkinson’s disease. This chronic intoxication has primarily been described in miners, workers in ore processing plants, and foundries. The onset is delayed and sometimes occurs after the exposure has ceased. The first symptoms are nonspecific, such as fatigue, headache, irritability, and memory difficulties. The more characteristic signs then develop insidiously: stiff movements, hoarse and low voice, stiffened facial expression, muscular hypertonia, and tremor. At least partial, and temporary, recovery may be obtained by treatment with L-dopa. The severe manganism appears to affect only a small number of the exposed individuals, and individual vulnerability may, therefore, be of importance. Recent studies have suggested that the early, nonspecific symptoms occur at an increased frequency in welders and other workers with increased exposures to manganese, and perhaps also in subjects with increased environmental manganese exposures. In patients with compromised liver function, manganese may be less effectively excreted, and accumulation in the basal ganglia has been demonstrated, thus suggesting that manganese may contribute to the development of the encephalopathy seen in severe liver disease.14 Also in regard to this metal, the developing brain may be more vulnerable. Deficits on developmental tests of brain functions were associated with increased manganese concentrations measured in the children’s cord blood at birth.15 This study was carried out in a population without apparent excess exposures and presumably without serious iron deficiency. Although much remains to be learned about manganese toxicity, this metal should prudently be regarded a developmental neurotoxicant.

Biological monitoring for manganese is of some interest and needs further exploration. In the blood, some of the manganese has a half-life of about 1 month. Urine analyses are not useful, except perhaps in case of MMT exposure, but analysis of hair samples has occasionally been used for screening purposes.

► MERCURY

Exposures

Natural evaporation of mercury is the major source of atmospheric pollution. Cinnabar, that is, mercury sulfide, has been used since ancient times as a pigment and constitutes the most important mercury ore. Inorganic mercury in the aquatic environment tends to sediment, where certain microorganisms are able to methylate mercury, possibly as a means of detoxication. The methylmercury generated then accumulates in fish, particularly in species at the higher trophic levels. Particularly high methylmercury concentrations are reached by marine carnivores. Increased human exposures, therefore, occur in individuals frequently eating fish; the highest exposures seen in the arctic where meat from marine mammals is included in the diet.

Mercury is used for a variety of instruments, including thermometers, manometers, polarographs, and electrical equipment. Mercury is also used for the production of fluorescent light tubes, as a catalyst in chemical industry, including the production of chlorine, and in amalgams for dentistry practice. Mercury may evaporate at room temperature, and the rate depends on the surface area, temperature, and the ventilation. Thus, increased amounts will evaporate if mercury is scattered on the floor as small droplets. The amount that evaporates at 40°C is four times the amount that evaporates at 20°C. At saturation, the air at 20°C contains 15 mg/m³, which is more than 100 times the occupational exposure limit.

Mercury compounds are now less frequently used, but some organomercury compounds have important uses. They contain a covalent bond between mercury and carbon, and the organic part of the molecule is often an alkyl group or an alkoxialkyl group. The former compounds are more toxic, because they are more easily absorbed and more slowly metabolized. Organomercury compounds have been used as fungicides on seed grains. Methylmercury was extensively used for this purpose in the past, until environmental effects were discovered. Thimerosal is used as a preservative, for example, in vaccines, but this application is now declining due to safety concerns. This compound is metabolized in the body to ethylmercury, which has toxic properties similar to those of methylmercury, but is less stable.

Mercury emissions originate from the various uses of mercury and also from fossil fuel combustion, and some types of coal contain relatively high mercury concentrations. In addition, incineration of municipal and hospital waste may be important point sources. The various uses of mercury and mercury compounds result in occupational exposures in a range of occupations. Also, the industrial use of mercury may lead to releases to the environment, in particular through sewage water. Localized problems relating to contamination of river systems and bays have been caused by such contamination from chloralkaline plants, paper and pulp industries, and pesticide factories. In the most serious poisoning event, Minamata Bay in Japan became severely contaminated with methylmercury from a factory that used mercury as a catalyst in the production of vinyl chloride.20

Inhalation of metallic mercury results in an almost complete absorption of the vapors in the alveoli. Small amounts are released from dental amalgam fillings, especially from those in the molar teeth that are subjected to the highest pressures during chewing. However, only negligible absorption of the metal takes place in the gastrointestinal tract, unless some is retained, for example, in diverticula or the appendix.

Inorganic mercury compounds from aerosols may be absorbed through the lungs as well, and some absorption (about 5–10%) also takes place in the gastrointestinal tract. A higher absorption rate has been demonstrated in newborn rats, but data on humans is lacking. The organomercury compounds are also absorbed when taken in by this
route, methylmercury almost completely. Occupational exposures are frequently of a mixed type, and absorption patterns may, therefore, vary.

In the blood, inorganic mercury is almost evenly distributed between plasma and erythrocytes, while about 90% of organomercury compounds are bound to the cells. Mercury vapor and methylmercury are lipophilic and may pass biological membranes, including the blood-brain barrier and placenta, and result in considerable deposition in the central nervous system and the fetus, respectively. The vapor dissolved in the blood and tissues rapidly becomes oxidized. Mercuric ions become bound to some extent to metallothionein and accumulate in the kidneys. Excretion takes place mainly through feces and urine, but significant amounts may be eliminated in sweat. The presence of ethanol in the blood influences the equilibrium between dissolved mercury vapor and mercury ions. Thus, after ethanol ingestion, mercury vapor may be detected in the expired air in individuals with high levels of mercuric ions in the blood. When selenium is present in the blood, a complex is formed that results in a longer half-life but also decreased toxicity, as judged from animal experiments. Methylmercury is slowly metabolized in the liver and by gut bacteria and is then eliminated as inorganic mercury.

Effects
Acute poisoning with mercury vapor may cause a severe airway irritation, chemical pneumonitis, and pulmonary edema in severe cases. Ingestion of inorganic compounds results in symptoms of gastrointestinal corrosion and irritation, such as vomiting, bloody diarrhea, and stomach pains. Subsequently, shock and acute kidney dysfunction may ensue. Cutaneous exposure to mercury compounds may result in local irritation, and mercury compounds are among the most common allergens in patients with contact dermatitis.

Chronic intoxication may develop a few weeks after the onset of a mercury exposure, more commonly if the exposure has lasted for several months or years. The symptoms depend on the degree of exposure and the kind of mercury in question. The symptoms may involve the oral cavity, the nervous system, and the kidneys. Severe exposure to inorganic mercury causes an inflammation of gingiva and oral mucosa, which become tender and bleed easily. Saliivation is increased, most obviously so in subacute cases. Often the patient complains of a metallic taste in the mouth. Especially when oral hygiene is bad, a gray border is formed on the gingival edges.

Mercury may damage both the peripheral and the central nervous system. In exposures to mercury vapor, the central nervous system is the critical organ, and the classic triad of symptoms includes erethism, intention tremor, and the gingivitis described above. The fine intention tremor of fingers, eyelids, lips, and tongue may progress to spasms of arms and legs. A jerky micrographia is typical as well. The changes in the central nervous system result in psychological effects known as erethism: restlessness, irritability, insomnia, concentration difficulties, decreased memory, and depression, sometimes in combination with shyness, unusual psychological vulnerability, anxiety, and total neglect concerning economic problems and daily needs. Newer studies suggest that early stages of erethism may occur, and this syndrome has been dubbed “micromercurialism” by Russian authors. The main problem here appears to be decreased memory, and headache, dizziness, and irritability may also be part of the picture. Similar nonspecific symptoms are described by patients who attribute their ill health to mercury from their dental fillings. Although slight adverse effects are difficult to rule out in susceptible subjects, little evidence is available to support this notion.21

Nephrototoxic effects include proximal tubular damage, as indicated by an increased excretion of small proteins in the urine, for example, B2-microglobulin. Glomerular damage seems to be caused by an autoimmune reaction to mercury complexes in the basal membrane, and mercury-related cases of nephrotic syndrome have been traced to this pathogenesis.

In children, a different syndrome is seen, the so-called “pink-disease” or acrodynia, diagnosed most frequently in children treated with teeth powders that contained calomel and also occasionally seen in children who had inhaled mercury vapor (e.g., from broken thermometers). A generalized eruption develops, and the hands and feet show a characteristic, scaly, reddish appearance. In addition, the children are irritable, sleep badly, fail to thrive, sweat profusely, and have photophobia. This condition was extremely common until the middle of the twentieth century, when the etiology was finally found and teething powders were phased out.

Intoxications with alkylaryl or aryl compounds are similar to intoxications with inorganic mercury compounds, because these organomercurials are relatively unstable. Alkylmercury compounds, such as methylmercury, result in a different syndrome. The earliest symptoms in adults are paresthesias in the fingers, the tongue, and the face, particularly around the mouth. Later on, disturbances occur in the motor functions, resulting in ataxia and dysphasia. The visual field is decreased, and in severe cases the result may be total blindness. Similarly impaired hearing may progress to complete deafness. This syndrome has been caused by methylmercury-contaminated fish in Minamata, Japan, and by methylmercury-treated grain used for baking or animal feed in Iraq and elsewhere. Children are more susceptible to the toxic effects of methylmercury than are adults, and congenital methylmercury poisoning may result in a cerebral palsy syndrome, even though the mother appeared healthy or experienced only minor symptoms due to the exposure. In various populations with a high consumption of large marine fish or marine mammals, methylmercury intakes may approach the levels that resulted in such serious disease in Japan and Iraq. While no clear-cut cases of intoxication have been reported in these populations, delays in cognitive development have been reported in children with increased prenatal exposures to methylmercury from the mother’s seafood diet.22 Methylmercury may therefore share a developmental neurotoxicity potential with lead, thus causing decrements in IQ levels. Recent evidence suggests that the vulnerability to such toxicity extends into the teenage years.

Although the developing brain is considered the critical target organ in regard to methylmercury, recent evidence has suggested that mercury from fish and seafood may promote or predispose to the development of heart disease. Thus, studies in the United States and Europe have demonstrated a higher risk of cardiovascular death at increased exposures, that is, hair-mercury concentrations above 2 µg/g. In this regard, methylmercury seems to counteract the beneficial effect of essential fatty acids in fish. This evidence is yet inconclusive, but deserves attention, because it suggests that a narrow definition of subpopulations at risk, that is, pregnant women and small children, might leave out other vulnerable groups. For preventive purposes, therefore, the population at large should be considered at risk.

Sufficient evidence exists that methylmercury chloride is carcinogenic to experimental animals, but in the absence of comprehensive epidemiological data, methylmercury is considered only a possible human carcinogen (class 2B).9

Prevention
Biological monitoring is useful in the diagnosis of mercury exposure and in the control of occupational exposure levels. In the blood, inorganic mercury has a half-life of about 30 days, and methylmercury has a half-life of about twice as long. Unfortunately, blood levels do not reflect mercury retained in the brain where mercury after vapor inhalation has a half-life of several years. Urine levels are usually preferred as an indicator of occupational exposures. Long-term mercury vapor exposures should respect a time-weighted average limit of 25 µg/m^2 of 50 µg/g creatinine (28 µmol/mol creatinine). Induction of slight tremor by mercury vapor has been reported at urinary excretion levels of 50 µg/L (0.25 µmol/L) and above. With regard to methylmercury, the earliest effects in adults, such as paresthesias, appear to occur when blood concentrations are above 200 µg/L (1 µmol/L). Methylmercury is incorporated in hair, and hair mercury analyses have proved useful for screening, although hair permanent treatment may render the result unreliable. Methylmercury toxicity has been seen at hair levels above 50 µg/g (0.25 µmol/g). To protect against developmental neurotoxicity, WHO recommends a PTWI of 1.6 µg/kg
body weight, and the U.S. EPA similarly recommends a Reference Dose of 0.1 µg/kg body weight. Taking into account that the former limit is for 1 week, the latter for 1 day, the two limits are fairly similar, and a prudent approach would seem to be to minimize the exposure as much as possible, while maintaining a diet that includes seafood in appropriate quantities. The Reference Dose corresponds to a hair-mercury concentration of about 1 µg/g. This level is frequently exceeded in fish-consuming populations, especially if the diet includes predatory fish.

Preventive measures should include the limitation of mercury released from industrial operations to the environment. Important nonindustrial sources are discarded batteries (for cameras and watches), fluorescent light tubes and bulbs, and thermometers. Some countries have instituted a practice of collecting and recycling the mercury from such consumer products. Mercury exposures from dental amalgam fillings should be minimized, but alternative restorative materials should be used only if their safety and durability are known to be superior to amalgam. Thimerosal has been phased out as a pharmaceutical preservative, but still occurs in certain vaccines. A concentration limit of 0.5 mg/kg has traditionally been used for fish and seafood products, but would seem insufficient to ensure that exposures are kept below the Reference Dose while maintaining a diet that includes one or two seafood meals for week. In addition, fish species that may exceed this limit (e.g., swordfish and shark) are usually only required to comply with a limit of 1.0 mg/kg. Because fish contamination cannot easily be controlled, a better way of decreasing methylmercury exposures is to advise the population to eat low in the food chain, preferably smaller and younger fish that contain less mercury.

The current occupational exposure limits are 0.1 mg/m³ as a ceiling value for inorganic mercury and 0.01 mg/m³ for organic (alkyl) mercury. NIOSH has recommended a time-weighted average limit for inorganic mercury at 0.05 mg/m³.

**MOLYBDENUM**

The largest deposit of molybdenite, the major molybdenum ore, is in Climax, Colorado. Most of the molybdenum consumption is used in alloys, but various compounds are also employed as catalysts and pigments. Considerable experimental evidence is available on the essential functions of molybdenum, but little information has been gathered on the toxic potentials. The human intake of this metal appears to be below 0.2 mg per day, unless significant contamination occurs. Absorption of molybdenum in food may be about 25–50% in humans, and excretion is mainly through urine; the biological half-life in the blood is probably only a few hours, although some molybdenum may be retained in the liver and other tissues for a longer time. Molybdenum serves a constituent of three oxidases, including xanthine oxidase, but deficiency states have not been reported in humans. Molybdenum poisoning in livestock may produce “tart disease” with anemia, growth retardation, and bone abnormalities, especially if the copper intake is low. In humans, the frequent occurrence of gout-like symptoms in some Armenian villages has been linked to the high intake of molybdenum, possibly via abnormalities of uric acid metabolism. Pulmonary fibrosis has been reported in experimental animals, and a few cases of pneumoconiosis have been seen in workers exposed to sparingly soluble forms of molybdenum. The current ACGIH exposure limits are 0.5 mg/m³ for soluble compounds and 10 mg/m³ for insoluble molybdenum compounds, respectively. A dietary intake of 0.15–0.5 mg of this metal per day has been recommended as safe and adequate for adults.

**NICKEL**

**Exposures**

Nickel is a ubiquitous trace metal, which occurs in nature, but ores of sufficient quality occur only at a few places, notably at Sudbury, Ontario. Nickel is particularly used for alloys but also for surface treatment of metals, as a catalyst in the electronics industry, and in the production of nickel-cadmium batteries. Nickel exposures occur in the production trades and the various user industries (e.g., when welding stainless steel). The nickel intake through food may average about 0.1–0.2 mg per day, but it varies considerably because high contents may be encountered in legumes, cereals, nuts, and chocolate. Nickel may leach to food and beverages from nickel-plated or nickel-containing kitchen utensils. Gastrointestinal absorption of nickel from food is about 1%, but absorption from an aqueous solution taken on an empty stomach may be about 25%. Internal exposures may result from implantation of orthopedic prostheses and from intravenous infusion of nickel-contaminated solutions.

**Effects**

Nickel apparently has limited acute toxicity in humans, including airway irritation, and the important adverse effects relate to allergic eczema and respiratory cancers. Nickel carbonyl may cause acute pulmonary disease and systemic toxicity.

Respiratory exposure to nickel compounds in nickel production plants results in an increased risk of nasal and respiratory cancer. An increased respiratory cancer risk has also been seen in welders, but the contribution by nickel in welding fumes is unclear. Most respiratory cancers in refinery workers have been primary carcinoma of the lung, but nasal cancers may be 100-fold as frequent as otherwise expected. The risk is not limited to sparingly soluble compounds, such as nickel subsulfide, but also relates to easily soluble nickel compounds that may occur as aerosol exposures.

Nickel allergy is the most frequent cause of contact eczema in women. The development of allergy is frequently provoked by earrings, but metal buttons, bracelets, and watches are frequent causes as well. More rarely, the primary allergy develops due to an occupational exposure. However, hand eczema often results as a consequence of exposures at work if nickel allergy is already present, as indicated (e.g., by earlobe dermatitis in the past). Some studies suggest that about 10–15% of women become allergic to nickel, and that almost half of them at some point develop hand eczema, in some cases so severe that the patient has to give up working. A much smaller proportion of the male population appears to be allergic to nickel. Nickel allergy is probably increasing worldwide in prevalence, and it most frequently develops during the teenage years. The hand eczema in a nickel-allergic patient may develop or progress as a result of increased nickel intake through food and beverages. In addition, inhalation allergy has resulted in asthmatic symptoms in a few recorded cases. Nickel carbonyl (Ni(CO)₄) is a liquid that can evaporate at room temperature. Nickel carbonyl is produced in the Mond refining process of nickel. In addition, it may be formed or used in other branches of industry, such as electronics, oil refining, and plastics. After acute exposure, dyspnea, headache, dizziness, vomiting, and subclinical and hypogastic pain may occur, followed by a virtually symptom-free interval of 12–36 hours. Severe pulmonary symptoms then develop, and physical examination suggests pneumonia. The intoxication can lead to cerebral toxicity and death within 3–10 days. Pulmonary cancer has been reported in animal experiments, but the epidemiological evidence is uncertain on this point.

**Prevention**

Exposure to soluble nickel compounds and nickel carbonyl, which is metabolized to form nickel ions and carbon monoxide, may be evaluated by analysis of nickel concentrations in plasma and urine. The biological half-life in the body and the release from particles retained in the lungs will depend on the solubility of the nickel compounds concerned. Nickel present in the blood seems to be cleared relatively rapidly by the kidneys, and animal experiments suggest a half-life of a few days. Limits for plasma levels must, therefore, depend on the nickel speciation in the exposure. Nickel levels in plasma are usually below 1 µg/L (17 nmol/L) in individuals without occupational exposures, at least when analysis of uncontaminated samples has been carried out by an experienced laboratory.
Specific preventive measures apply with regard to nickel-induced contact dermatitis. Primary prevention would mean that nickel-containing or nickel-plated metals should not be used in products that come into contact with the skin. Unfortunately, current fashions and the usefulness of nickel in cheap alloys (including coinage metal) seem to strongly oppose such measures. Contact with such products should be limited, if not totally avoided, in patients who have already developed allergy toward nickel. Many dermatologists have experienced some success in advising their patients to refrain from eating oatmeal, legumes, nuts, and chocolate and from using nickel-plated kitchen utensils. Beverages should not be ingested on an empty stomach. Some countries have enacted legislation concerning the acceptable degree of nickel release from metal objects that may come into contact with the skin. The degree of nickel leaching from white metal objects may be determined by Fisher’s test (dimethylglyoxime and ammonium hydroxide), which enables the allergic patient to identify and discard objects that could provoke an outbreak of dermatitis.

### OSMIUM

Environmental exposures are of limited significance, and the information on kinetics in the human body is incomplete. Of main interest is osmium tetroxide (osmic acid), which is used for various laboratory purposes, mainly as a fixative for tissue sections. The highly volatile osmium tetroxide may also be formed by oxidation of the finely divided metal. Inhalation of osmium tetroxide causes immediate irritation of the mucous membranes with cough and shortness of breath. These symptoms may last for several hours after a short exposure. Osmium tetroxide also has corrosive effects on the eyes, as indicated by severe irritation and lacrimation. After these symptoms have ceased, the patient may see large halos around lights until the tissue damage has been completely repaired. Skin contact results in irritant dermatitis. Repeated respiratory exposures have allegedly caused headache, insomnia, chronic airway irritation, and gastrointestinal disturbance. The permissible limit for occupational exposures to osmium tetroxide is 0.002 mg/m³.

### PLATINUM

Platinum is used in jewelry, in dentistry, and in chemical and electrical industries. Platinum compounds are employed in electroplating, in photography, and as a catalyst in the petroleum and pharmaceutical industries. Exposures to hexachloroplattinic acid and platinum tetrachloride are most frequent. When inhaled, the platinum compounds may cause upper airway irritation with violent sneezing, dyspnea, wheezing, and even cyanosis. Platinum rhinorrhea and platinum asthma are more typical clinical pictures that fade away shortly after the worker has left work for the day, and skin contact with chlorinated platinum salts may result in a scaly erythema, sometimes urticaria, and mostly only on hands and forearms. These allergic manifestations have been called platinosis. Long-term effects, such as lung fibrosis, are unlikely, but a worker with a past history of platinosis may not be able to work with platinum again without suffering a severe reaction to minute amounts of platinum salts in the atmosphere. Some platinum compounds, notably cis-diamino-dichloroplatinum (cis-platin), inhibit cell growth in tumors and have therefore been used as cytostatic agents, especially for testicular cancer. Environmental exposures result from industrial emissions and from the use of catalytic converters on automobile exhaust systems. Platinum is employed as a catalyst in catalytic converters on cars. About 1 µg of the metal was lost per kilometer of driving with a pellet-type catalyst, but much lower losses have been achieved with the newer monolith-type catalysts. The limit for occupational exposures is 0.002 mg/m³ for soluble platinum salts, and ACGIH has adopted a limit of 1 mg/m³ for platinum metal. Limited information exists concerning biological monitoring, but platinum allergy can be diagnosed by specific IgE antibodies.

### SELENIUM

Selenium is often referred to as a metalloid, although it shares some chemical properties with sulfur. Selenium is usually a by-product obtained from primary copper production. This element has found considerable use in semiconductor technology and other electronic applications, in photocopy machines, as pigments in paints and glass, as an ingredient in certain alloys, in antiflammatory shampoos, and several other applications. Perhaps the most intensive exposures occur in sulfate ore refineries, but harmful exposures may also result when selenium-containing rectifiers are overloaded or when scrap metal is melted. Environmental selenium exposures vary geographically, with average daily intakes through the diet varying from a low 30–50 µg in Scandinavia, Egypt, and New Zealand to a high of about 300 µg in Venezuela. Increased levels may occur due to emissions from coal combustion and manufacturing industries, but geological factors are generally most important. Some plants concentrate selenium and may contain concentrations up to several thousand parts per million. Effects of selenium used to be a concern mainly with regard to domestic animals. Acute poisoning (blind starggers) and chronic toxicity (alkali disease) have been known in livestock for over 50 years. Later, selenium deficiency was discovered as the cause of white muscle disease in ruminants, hepatitis dietetican in swine, and exudative diathesis in chickens.

Soluble selenium compounds are almost completely absorbed from the gastrointestinal tract. Absorption through the skin may occur as well. The selenium concentrations in blood and urine seem to reflect recent absorption. Part of the selenium in the blood is associated with a glutathione peroxidase, and the activity of this enzyme is associated with the selenium levels. Selenium compounds are metabolized in the liver; in part by reduction and methylation. Dimethylselenide is an intermediary metabolite that is exhaled when the formation of this compound at high exposures exceeds the further formation of trimethylselenonium ions, which are excreted in the urine. The kinetics depends on the absorption level and perhaps on individual differences and on interfering substances, such as arsenic, cadmium, and mercury.

Inhalation of selenium results in mucous membrane irritation, gastrointestinal symptoms, increased body temperature, headache, and malaise. Garlicy breath from dimethylselenide is frequently present. This symptom was already noted by the housekeeper of Berzelius, who discovered this element. In fact, most of the systemic toxicity may be due to the liberation of this metabolite from the liver. Selenium dioxide forms caustic selenium acid in contact with water and is, therefore, highly irritant and may produce burns and pulmonary edema. The nail beds become tender; deformed nails develop; and skin, teeth, and hair may be dyed red from precipitation of amorphous selenium. Hydrogen selenide is more toxic than hydrogen sulfide; immediate symptoms are related to the irritant properties. Seleniferous food has been related to vague symptoms, but lack of proper reference groups and other deficiencies hamper the interpretation of the data.

Because selenium is an essential trace element, deficiency may occur. The most serious form was first described as Keshan disease, an endemic, juvenile cardiomyopathy in selenium-low areas of China. Low selenium intakes may also predispose to the development of cancer and atherosclerosis. In addition, clinical improvement has been recorded in other groups of patients, including some on parenteral nutrition and some with lipidoses of the central nervous system. However, much needs to be discovered in these areas before conclusions concerning minimal daily intakes can be made, although a daily intake of 0.05–0.2 mg is currently recommended.
In regard to prevention of toxic effects, urine-selenium concentrations should be kept below 0.1 mg/L. Analysis of exhaled air for dimethylselenide could be considered but has not been widely applied. The occupational exposure limit is 0.2 mg/m³ for selenium and its inorganic compounds and 0.05 ppm for selenium hexafluoride, an airway irritant. In Finland, where the dietary intake of selenium was among the lowest in the world, selenium has been added to fertilizers to increase the selenium concentration of agricultural products.

### SILVER

Major uses of silver in the past, such as jewelry, silverware, and photographic emulsions, still continue to be important, but a range of other applications have increased the demand due to developments in coatings and alloy technology. Silver solder is also in use, although the adverse effects related to the cadmium content have necessitated a change of ingredients. Argyria is a bluish discoloration of the skin due to deposition of silver metal particles. A localized form is due to penetration of particles through the stratum corneum, but generalized argyria is due to absorption of silver compounds into the body. Argyrosis of the respiratory tract has been diagnosed by bronchoscopy, but ocular argyrosis, especially as evidenced by conjunctival discoloration, may be more easily detected. These signs occur as a result of occupational exposures but may also be caused by oral or dermal pharmaceuticals containing silver; they appear to be relatively benign. The current exposure limit is 0.01 mg/m³ for silver metal and soluble silver compounds, but ACGIH has recommended a limit of 0.1 mg/m³ for silver metal.

### THALLIUM

Thallium has important uses in various industrial processes, including the fabrication of phosphorescent pigments and glassware, and as a catalyst in organic synthesis. Environmental thallium pollution occurs near mines and refineries because zinc, cadmium, and copper ores usually contain thallium. Cement production and coal burning also cause thallium emissions. Historically, extensive application of thallium rodenticides has caused pollution problems and serious poisonings.

Exposure to thallium from food is normally of no significance. Thallium compounds are without taste and odor; lethal doses may be less than 1 g. Gastrointestinal absorption is almost complete, and uptake through the skin has also led to several cases of intoxication. Within a few days, acute gastrointestinal effects are followed by peripheral neuropathy with muscle weakness and “burning feet syndrome.” The associated mental disturbances include irritability, concentration difficulties, and somnolence. Hair loss (alopecia) occurs about 1–3 weeks after the acute exposure. Thus, the characteristic triad, gastroenteritis, polyneuropathy, and hair loss is seen only at a rather late age may remain after recovery. Inhalation of thallium-containing dust is easily absorbed, also through the skin. Inhalation of tin dust is usually not a matter of major concern. However, a benign pneumocniosis, called stannosis, has been described, where pulmonary function abnormalities are minor, if detectable at all.

The organotin compounds, including dialkyl and trialkyl compounds, are strong skin irritants. The systemic toxicity in experimental animals has been studied in some detail; the neurotoxic potential is higher in trialkyltins than in dialkyltins, and it decreases with the length of the alkyl chains. Some compounds may be immunotoxic, and tributyltin marine anti fouling paints may cause serious endocrine disruption in certain marine organisms. Human health effects of seafood contamination by tributyltin are unclear. More than 200 human cases of poisoning, half of them fatal, were described after the application of an ointment containing organotin compounds (mainly diethyltin) against staphylococcal infections. The symptoms included headache, vomiting, dizziness, visual disturbances, convulsions, and paresthesia.

The limit for occupational exposure is 2 mg/m³, and for organotin compounds is 0.1 mg/m³. Biological monitoring seems to be of limited use, although urinary tin excretion may be worth studying more closely. In the preventive measures, eye protection and prevention of skin contact with organotin compounds should be included. Although tributyltin will not be used in marine paints after 2008, the marine contamination will remain for many years. The European Food Safety Authority uses a tolerable daily intake limit for the sum of all organotin compounds of 0.25 μg/kg body weight. This limit is likely to be exceeded only in case of frequent intake of heavily contaminated seafood.

### URANIUM

Uranium is a radioactive metal that may cause serious chemical toxicity. Most natural uranium is 238U, which has a half-life of almost 5 billion years. It is extracted from ores that may contain less than 1% of the metal. The main use is as fuel in nuclear power plants, but small amounts are used as pigments and catalysts. Uranium enrichment to secure fissile uranium results in depleted uranium as a by-product. Because of the high specific gravity (about 1.7 times the one of lead), the depleted uranium is used as a component of munitions in military conflicts, thereby leading to uranium aerosol exposures to munition producers, military personnel, and civilians. Human exposure occurs from production and use of this metal, but uranium may also leach into drinking water from natural deposits, and industrial sources, such as mill tailings. Gastrointestinal absorption varies with solubility, and perhaps 20% of uranium from food and water is absorbed. The tetravalent uranium is oxidized in the organism to hexavalent ions, which are excreted through the glomeruli. At low pH, uranyl ions (UO2²⁺) will be reabsorbed in the tubuli, where they may cause cell damage or necrosis. Less-soluble uranium compounds from respiratory exposures will tend to accumulate in the lungs. Such accumulation, especially if the uranium is enriched with 235U, would tend to cause health effects associated with the alpha-radiation. However, the excess cancer risk in uranium miners seems to be mainly due to radon gas and radon progeny. Uranium in drinking water has been linked to...
excess excretion of β2-microglobulin in the urine as an indication of early tubulosis dysfunction, resulting in kidney damage. WHO recommends a drinking-water limit of 9 µg/L, based on a high allowance of 50% of the total tolerated daily uranium intake. The standard for occupational exposure to uranium and insoluble compounds is 0.25 mg/m³, and for soluble compounds is 0.05 mg/m³, while ACGIH has recommended 0.2 mg/m³ for all uranium.

▶ VANADIUM

Vanadium is frequently used in various alloys, often in the form of ferrovanadium, which accounts for the majority of vanadium consumption. Vanadium oxides are important catalysts in the inorganic and organic chemical industries, and other vanadium compounds are used in the electronics, ceramics, glass, and pigment industries. Vanadium is primarily used for steel production (e.g., for automobile parts, springs, and ball bearings). Occupational exposure to vanadium may also occur at primary production of other metals when the ores contain considerable amounts of vanadium; certain qualities of oil contain much vanadium, and unexpected exposures may occur when servicing burners and filters.

The daily intake through food is usually below 0.1 mg, and gastrointestinal absorption may be less than 1%. Vanadium is an essential element for chickens and rats, but the possible essentiality to humans has not been determined. Environmental exposures have not been reported to cause significant toxicity. Pentavalent vanadium compounds are more toxic than are the tetravalent compounds. Vanadium pentoxide (V₂O₅) dust and fume result in conjunctivitis, rhinitis, and other irritation of the mucous membranes, and in severe cases, in dyspnea and chemical pneumonitis. Some workers may become particularly sensitive to these actions, while others seem to show some adaptation. Vanadium-induced cough may be particularly bothersome, since it lasts for several days. Chronic bronchitis has been recorded as an apparent long-lasting effect following long-term exposures. Animal studies have indicated that vanadium could induce systemic effects, such as fatty degeneration of liver and kidneys, polycythemia, and cardio-toxicity at high doses. In humans, a lowering of serum cholesterol levels has been demonstrated as well as a reduction of cystine incorporation in fingernails. After oral intake of vanadium, records indicate that the tongue may be covered by a green layer.

Vanadium is efficiently excreted via the urine, and about one-half of the absorbed quantity is excreted within the first two days, but the existence of a slower compartment with a half-life of about several weeks has been suggested. Analysis of urine samples for vanadium may be useful to indicate the acute exposure levels, and levels below 0.5 mg/L (10 nmol/L) are believed to reflect safe exposures. The ceiling limits for occupational exposures to vanadium pentoxide are 0.5 mg/m³ for dust and 0.1 mg/m³ for fume, while NIOSH has recommended a limit of 0.05 mg/m³ for both.

▶ ZINC

Zinc is a common and essential metal with a low toxic potential. This metal is added to bronze, brass, and various other alloys to add corrosion resistance, and it is used for galvanizing steel and other iron products. In the presence of carbon dioxide and humidity, a surface film of alkaline zinc carbonate is formed, which protects against corrosion. Various zinc compounds are used in the chemical, ceramic, pigment, plastic, rubber, and fertilizer industries, and most frequently used are zinc oxide, carbonate, sulfate, chloride, and some organic compounds. The most significant occupational exposures occur during alloy founding, galvanizing, zinc smelting, and welding, especially of galvanized metals.

The daily intake of zinc varies considerably, seafood and meat being high in zinc, but typically ranges from 10 to 15 mg. Also, soft drinking water may contain high concentrations of zinc leached from the water pipes. The average oral intake from this source is several milligrams. The gastrointestinal absorption is difficult to evaluate, because the major excretion route is via the gut. The relative zinc absorption varies with the speciation and the presence of phytate, calcium, phosphate, and vitamin D. Under normal circumstances, the absorption is probably about 25–50%, while under zinc deficiency the absorption can increase substantially.

Zinc is an essential metal, and more than 20 zinc-dependent enzymes have been identified. Zinc deficiency in children has resulted in endocrine disturbances with retarded growth and delayed puberty. This condition may be completely cured when zinc therapy is instituted. Acridermatitis enteropathica, a rare familial skin disease, has been found to be related to deficient zinc absorption. In addition, recent research has suggested that zinc supplements may be beneficial in certain dermatological conditions and in accelerating wound healing in surgical patients. Zinc also seems to somewhat protect against cadmium toxicity. However, in the occupational setting, the latter metal is a frequent impurity in zinc and may result in serious adverse effects.

Oral zinc poisoning has occurred in a few instances due to zinc release from galvanized food containers. Symptoms included nausea, vomiting, stomach pains, and diarrhea. Inhalation of high concentrations of zinc oxide may cause metal fume fever, a condition that may also be caused by freshly formed oxides of several other metals, including copper, magnesium, manganese, and nickel. This condition is also referred to by other names, such as metal shakes or zinc chills. The metal oxide particles tend to aggregate after their formation and would then be unable to pass through to the lungs as easily; therefore only the freshly formed particles cause the disease. A few hours after the exposure, the first symptoms may be slight feeling of malaise, dry cough and sore throat, and a sweetish, metallic taste in the mouth. About 6–8 hours later, the patient develops an influenza-like syndrome with chills, muscle pains, headache, and medium-grade fever. The symptoms may be quite severe. On the fourth day, the patient usually returns to work the next morning.

Many workers have experienced repeated, almost weekly spells of metal fume fever, and chronic damage could conceivably occur. However, this question is difficult to address, and no evidence currently suggests that repeated attacks of metal fume fever leave sequelae. In fact the patient develops a temporary resistance after each spell, and metal fume fever is, therefore most seen on Mondays, which accounts for the name, Monday morning fever.

Zinc chloride has been in extensive use as a flux in soldering. In contact with water, hydrochloric acid is liberated, and the result is painful burns. Zinc chloride is also used in smoke bombs, and inhalation of the fume has caused corrosive effects in the airways with pulmonary edema and, in the survivors, bronchopneumonia.

Biological monitoring is of dubious value, because the serum zinc concentration appears to be well regulated, and the urine represents only a minor part of the total amount excreted. Metal fume fever seems to be caused by zinc fume levels of 15 mg/m³, but only scattered information is available on effects of exposures below that level. The exposure limit for zinc oxide is 2 mg/m³, and it is 1 mg/m³ for zinc chloride. With regard to the beneficial effects, recommended values for daily requirements are 15 mg for adults, 20 mg for pregnant women, and 25 mg for lactating women.
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Organic Compounds
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Organic Solvents

Organic solvents comprise a large group of compounds (alcohols, ketones, ethers, esters, glycols, aldehydes, aliphatic and aromatic saturated and nonsaturated hydrocarbons, halogenated hydrocarbons, carbon disulfide, etc.) with a variety of chemical structures. Their common characteristic, related to their widespread use in many industrial processes, is the ability to dissolve and readily disperse fats, oils, waxes, paints, pigments, varnishes, rubber, and many other materials.1,2

Solvent exposure affects many persons outside industrial and occupational settings. The use of solvents in household products and in arts, crafts, and hobbies has significantly increased the population that may be affected by repeated exposure. Moreover, the deliberate inhalation of solvents as a form of addiction (“sniffing”) occurs, especially in younger population groups.

Some solvents are well known for their specific toxic effects on the liver, kidney, and bone marrow,3 and a few organic solvents have specific toxicity for the nervous system. Carbon disulfide may induce severe acute, even fatal, toxic encephalopathy.4 bromide may cause severe acute, even fatal, toxic encephalopathy. Methyl alcohol may induce optic neuritis and atrophy; methyl chloride and methyl bromide may cause severe acute, even fatal, toxic encephalopathy. Exposures to n-hexane, methyl-n-butyl ketone (MBK),4,5,6 and carbon disulfide have produced peripheral neuropathy.

Most organic solvents share some common nonspecific toxic effects, the most important of which are those on the central nervous system (CNS). The depressant narcotic effects of organic solvents have long been recognized; numerous members of this heterogeneous group of chemical compounds have been used as inhalation anesthetics (chloroform, ethyl ether, trichloroethylene, etc.).

The sequence of stages of anesthesia achieved with volatile solvents is of interest: the cerebral cortex is affected first, the lower centers of reflex activity in the brain stem and medulla oblongata, which control vital cardiovascular and respiratory functions, are the last to be depressed. This characteristic sequence makes it possible to use volatile anesthetic compounds for medical purposes. The earliest manifestations of the anesthetic effects of solvents are slight disturbances in psychomotor coordination. These may progress to more pronounced incoordination and, if exposure continues, through an excitation stage of longer or shorter duration, to loss of consciousness.

Occupational exposure to solvents may reproduce the entire sequence of medical anesthesia, up to loss of consciousness, and even death through paralysis of vital cardiovascular and respiratory centers. While such severe cases of occupational solvent poisoning are relatively uncommon under normal conditions, they may occur with unexpected accidental overexposure.

The initial manifestations of CNS depression are frequent in workers handling solvents or mixtures of solvents in various industrial processes. A low boiling point, with generation of significant airborne concentrations of vapor, large surfaces from which evaporation may take place, lack of appropriate enclosure and/or exhaust ventilation systems, relatively high temperature of the work environment, and physical exercise required by the actual work performed (increasing the ventilatory volume per minute and thus the amount of solvent vapor absorbed) may all contribute to uptake of sufficient solvent to induce prenarcotic CNS symptoms.

Early prenarcotic effects are dizziness, nausea, headache, slight incoordination, paresthesia, increased perspiration, tachycardia, and hot flashes. These symptoms are mostly subjective and transitory, and their causal relationship with solvent exposure has, therefore, often been overlooked. The transitory nature of prenarcotic symptoms is due to the common characteristics of the metabolic model for solvents: once exposure ceases after the end of the work shift, the body burden of solvents is usually rapidly depleted, mostly eliminated through exhalation. The prenarcotic symptoms subside as the concentration of solvent in blood and in the CNS decreases.

With exposure to higher concentrations or with longer exposure, more marked incoordination and a subjective feeling of drunkenness may occur. The risk of accidents is increased, even with early prenarcotic symptoms and more so with more pronounced symptoms.

While acute overexposure of higher magnitude with loss of consciousness is generally accepted as a serious condition (with possible persistent aftereffects, including neurological deficit), the long-term effect of repeated episodes of slight prenarcotic symptoms has remained unexplored until relatively recently, although it had been recognized that such symptoms are an expression of functional changes in some cortical neurons.

It had been suspected for some time that repeated functional change may lead to permanent impairment of neuronal functions, and various possible mechanisms had been considered, including interference with cell membrane or neurotransmitter functions or even...
neuronal loss. Since no regeneration of neurons occurs, neuronal loss can result in permanent, irreversible neurological damage. The diffuse nature of such effects and the lack of major, well-localized neurological deficits have contributed to the relative slow recognition of chronic, irreversible, solvent-induced neurological impairment.

Repeated exposure to organic solvents may result in the gradual development of persistent symptoms, such as headache, tiredness, fatigue, irritability, memory impairment, diminished intellectual capacity, difficulty in concentration, emotional instability, depression, sleep disturbances, alcohol intolerance, loss of libido, and/or potency. These symptoms, often reported by workers with repeated solvent exposure and mentioned in many studies on chronic effects of solvents, had received relatively little attention until relatively recently, probably because of their nonspecific nature. Nevertheless, the term toxic encephalopathy was proposed as early as 1947. More recently, the term psycho-organic syndrome has been used for this cluster of symptoms related to long-term solvent exposure. Effects on the CNS, including the diencephalic centers of the autonomic system with their interrelationships with endocrine functions, are probably important components in the development of the syndrome.

The chronic neurotoxicity of solvents related to long-term exposure has received increasing attention. Research has been particularly active in the Scandinavian countries. Epidemiological studies of exposed workers and control groups have significantly contributed to recognition of the association between the psycho-organic syndrome and exposure to solvents; neurobehavioral and electrophysiologic methods, including electroencephalographic (EEG), visual evoked potential (VEP), and nystagmographic investigations, have added objective, quantitative measures for the assessment of CNS functions.

In case-control studies, neuropathic disease has been found to occur more frequently among solvent-exposed workers than in age-matched controls. In a large study in Denmark, in which solvent-exposed painters were compared with nonexposed bricklayers, the painters had a relative risk of 3.5 for disability due to cryptogenic progressive senile dementia. With modern methods of investigation and brain imaging, including computed tomographic (CT) scan, MRI, and cerebral blood flow studies, diffuse cerebral cortical atrophy has been demonstrated in cases of chronic solvent poisoning. The term studies continue to indicate that long-term exposure to solvents may lead to chronic, irreversible brain damage. The clinical expression is that of intellectual impairment and decrements in performance, which can be detected by means of neurobehavioral testing; EEG abnormalities are frequent and characterized mostly by a diffuse low-wave pattern. The underlying pathological changes are represented by cortical atrophy; these changes can be of varying severity, with extreme cases of severe diffuse cerebral and cerebellar cortex atrophy in chronic poisoning due to solvent sniffing addiction. The axons and myelin sheaths may also be affected by organic solvents. This is well known for peripheral nerves, and peripheral neuropathy has been well documented with exposure to such solvents as carbon disulfide, MBK, and n-hexane. Specific CNS effects are also known to occur with carbon disulfide. Other solvents capable of producing peripheral neuropathy such as n-hexane and MBK have an effect on both long and short axons, and axonal degeneration of fibers in the anterior and lateral columns of the spinal cord, cerebellar vermis, spinocerebellar tracts, optic tracts, and tracts in the hypothalamus can also occur. In the past decade, advances in genomics and proteomics has enabled extensive investigation into the mechanisms through which organic compounds exert their toxic and genotoxic effects, pointing to potentially useful biomarkers of exposure and toxicity, as well as possible interventions to protect against the adverse effects of exposure.

### Aliphatic Hydrocarbons

Aliphatic hydrocarbons are mostly derived from petroleum by distillation or cracking; their chemical structure is relatively simple, since they are linear carbon chains of various lengths with a certain number of hydrogen atoms attached. They are either saturated (alkanes or paraffins) or unsaturated (alkenes or olefins, with one or several double bonds and alkynes or acetylenes, with one or more triple bonds). The aliphatic hydrocarbons occur in mixtures that have numerous industrial uses: natural gas; heating fuel; jet fuel; gasoline; solvents for a variety of materials such as pigments, dyes, inks, pesticides, herbicides, resins, and plastic materials; in degreasing and cleaning; in the extraction of natural oils from seeds; and increasingly as raw material for the synthesis of numerous compounds in the chemical industry. Compounds with a low number of carbon atoms are gases (methane, ethane, propane, butane). Compounds with a higher number of carbon atoms (up to eight) are highly volatile liquids at room temperature, whereas those with longer carbon chains have higher boiling temperatures and usually do not generate dangerous air concentrations. Compounds with more than 16 carbon atoms are solids. The only adverse effect attributed to the lower members of the group is the indirect one they might exert when present in high concentrations, displacing oxygen.

Toxic effects of paraffins (alkanes) are significant for the highly volatile liquid compounds from pentane through octane. These compounds are potent depressants of the CNS, and overexposure may result in deep anesthesia with loss of consciousness, convulsions, and death. Such high levels of exposure are infrequent under usual circumstances, but they may occur accidentally. Moderate irritation of mucous membranes of the airways and conjunctivae is a common but less severe effect; defatting of the skin might contribute to dermatitis, with repeated contact. Aspiration of liquid mixtures of aliphatic hydrocarbons into the airways or accidental ingestion of such liquids usually results in chemical pneumonitis, often severe and necrotizing.

N-hexane exposure may result in toxic peripheral neuropathy, affecting both the sensory and motor components of peripheral nerves, initially in the lower extremities, but eventually with longer exposure, also in the upper extremities. Parathesis and tingling progressing from distal to proximal, distal hypoesthesia (touch, pain), followed by muscle weakness due to motor deficit, with difficulty in walking and eventual muscular atrophy, and diminished or absent deep tendon reflexes, are the characteristic clinical findings. Electromyographic abnormalities indicating peripheral nerve lesions, including abnormal fibrillation potentials and significant decreases in nerve conduction velocities (sensory and motor) are usually detected. Axonal degeneration and secondary demyelination have been found to be the underlying pathological abnormalities. Abnormalities in visual-, auditory-, and somatosensory-evoked potentials have been reported after experimental n-hexane exposure; longer latencies and central conduction times were interpreted as reflecting neurotoxic effects at the level of the cerebrum, brain stem, and spinal cord.

N-hexane peripheral neuropathy, first described by Japanese investigators in 1969, has since been repeatedly reported from various European countries and the United States. It has also been reproduced in animal experiments at concentrations as low as 250 ppm. Outbreaks of toxic peripheral neuropathy due to n-hexane have continued to be reported. Such cases have occurred in press-proofing workers in Taiwan, associated with exposure to a solvent mixture with a high (60%) n-hexane content. The outbreak of peripheral neuropathy cases had been preceded by a gradual change (to a high n-hexane content) in the solvent mixture used to clean rollers of press-proofing machines. In an offset printing plant with 56 workers, 20 (36%) developed symptomatic peripheral neuropathy due to exposure to n-hexane. Optic neuropathy and CNS involvement were uncommon and autonomic neuropathy was not encountered.

Cases of n-hexane subacute, predominantly motor, peripheral neuropathy have also been reported in young adults and in children after several months of glue sniffing. Although functional improvement after discontinuation of toxic exposure has been reported, in some cases full recovery has not been observed, even after long-term (16 years) follow-up. Experiments involving exposure of rats to high concentrations of n-hexane have revealed adverse effects on the seminiferous epithelium; repeated exposures resulted in severe, irreversible testicular lesions. Cellular changes were observed in the
myocardium as a result of administering n-hexane to rats. These cellular changes were considered to be responsible for the decreased threshold for ventricular fibrillation. A significant suppression was observed in the serum immunoglobulin (IgG, IgM, and IgA) levels in n-hexane-exposed workers. The main n-hexane metabolites are 2-hexanol and 2,5-hexanediol, a good biomarker of occupational exposure to n-hexane. N-hexane is metabolized to the gamma-diketone 2,5-hexanediol (2,5-HD), a derivative that covalently binds to lysine residues in neurofilament proteins (NF) to yield 2,5-dimethylpyrrole adducts. Pyrrolylation is an absolute requirement in neuropathogenesis. Effects of chronic exposure to n-hexane on some nerve-specific marker proteins in rats’ central and peripheral nervous systems were studied after high exposure (2000 ppm n-hexane for 24 weeks). The level of neuron-specific enolase (NSE), creatine kinase-B (CK-B), and cyclopentane > 2-methyl pentane = 3-methyl pentane. studied after high exposure (2000 ppm n-hexane for 24 weeks). The level of neuron-specific enolase (NSE), creatine kinase-B (CK-B), and cyclopentane > 2-methyl pentane = 3-methyl pentane. 

It is now well established that 2,5-hexanediol is the most toxic metabolite. The biochemical mechanism of 2,5-hexanediol neurotoxicity is related to its covalent binding to lysine residues in neurofilament protein and cyclization to pyrroles. Pyrrolylation and subsequent protein cross-linking then lead to the accumulation of neurofilaments in axonal swellings, the histopathologic earmark of gamma-diketone peripheral neuropathy. Massive accumulation of neurofilaments has been shown to occur within the axoplasm of peripheral and some central nerve fibers. MBK has now been shown to cause reproductive toxicity and was not mutagenic in the Ames test or in a mitotic gene-conversion assay in bacteria. Mamalian mutagenicity test results were also negative. Ethyl-n-butyl ketone (EBK, 3-heptanone) administered in relatively high doses for 14 weeks by gavage produced a typical central peripheral distal axonopathy in rats, with giant axonal swelling and hyperplasia of neurofilaments. Methyl-ethyl ketone (MEK) potentiated the neurotoxicity of EBK and increased the urinary excretion of two neurotoxic gamma-diketones, 2,5-heptanediol and 2,5-hexanediol. The neurotoxicity of EBK seems to be due to its metabolites, 2,5-heptanediol and 2,5-hexanediol. Methyl-ethyl ketone is a widely used industrial solvent to which there is considerable human exposure. The potential to cause developmental toxicity was tested in mice. Mild developmental toxicity was observed after exposure to 3000 ppm, which resulted in reduction of fetal body weight. There was no significant increase in the incidence of any single malformation, but several malformations not observed in the concurrent control group were found at a low incidence: cleft palate, fused ribs, missing vertebrae, and syndactyly. MEK potentiates EBK neurotoxicity by inducing the metabolism of EBK to its neurotoxic metabolites. 

Commercial-grade methyl-heptyl ketone (MHK, 5-methyl-2-octanone) also produced toxic neuropathy in rats, clinically and morphologically identical to that resulting from n-hexane, methyl-n-butyl ketone (MBK), and 2,5-hexanediol. The MHK mixture was found by gas chromatography-mass spectrometry to contain 5-nonanone (12%), MBK (0.8%) and C7–C10 ketones and alkanes (15%), besides 5-methyl-2-octanone. Purified 5-nonanone produced clinical neuropathy, whereas purified 5-methyl-2-octanone was not neurotoxic; given together with 5-nonanone, it potentiated the neurotoxic effect. In vivo conversion of 5-nonanone to 2,5-nonanone was demonstrated. The toxicity of 5-nonanone was shown to be enhanced by simultaneous exposure to MEK. This effect is attributed to the microsomal enzyme-inducing properties of MEK. The neurotoxicity of methyl-n-butyl ketone has been shown to be enhanced by other aliphatic monoketones, such as MEK, methyl-n-propyl ketone, methyl-n-amyl ketone, and methyl-n-heptyl ketone; the longer the carbon chain of the aliphatic monoketone, the stronger the potentiating effect on methyl-n-butyl ketone neurotoxicity. 

Neuropathological studies have shown that the susceptibility of nerve fibers to linear aliphatic hydrocarbons and ketones is proportional to fiber length and the diameter of the axon. Fibers in the peripheral and central nervous systems undergo axonal degeneration, with shorter and smaller fibers generally being affected later. The long ascending and descending tracts of the spinal cord, the spinocerebellar, and the optic tracts can be affected. Giant axonal swelling, axonal transport malfunction, and secondary demyelination are characteristic features of this central peripheral distal axonopathy.
The unsaturated olefins (with one or more double bonds), such as ethylene, propylene, and butylene, and the diolefins, such as 1,3-butadiene and 2-methyl-1,3-butadiene, mainly obtained through cracking of crude oil, are of importance as raw materials for the manufacture of polymers, resins, plastic materials, and synthetic rubber. Their narcotic effect is more potent than that of the corresponding saturated linear hydrocarbons, and they have moderate irritant effects.

1,3-Butadiene, a colorless, flammable gas, is a by-product of the manufacture of ethylene; it can also be produced by dehydrogenation of α-butene and 2-butene. Major uses of 1,3-butadiene are in the manufacture of styrene-butadiene rubber, polybutadiene rubber and neoprene rubber, acrylonitrile-butadiene-styrene resins, methyl methacrylate-butadiene-styrene resins, and other copolymers and resins. It is also used in the production of rocket fuel. In studies of chronic 1,3-butadiene inhalation, malignant tumors developed at multiple sites in rats and mice, including mammary carcinomas and interne sarcomas in rats and hemangiosarcomas, malignant lymphomas, and carcinomas of the lung in mice. An excess of brain tumors following 1,3-butadiene exposure has been found in B6C3F1 mice. Other important effects were atrophy of the ovaries and testes. Ovarian lesions produced in mice exposed by inhalation to 1,3-butadiene included loss of follicles, atrophy, and tumors (predominantly benign, but also malignant granulosa cell tumors). A macrocyclic megaloelastic anemia, indicating bone marrow toxicity, was also found in inhalation experiments on mice. Hepatotoxicity has been reported in rats exposed to 1,3-butadiene and its metabolite, 3-buten-1,2-diol, through a depletion of hepatic and mitochondrial glutathione.

Evaluation of the human carcinogenicity of 1,3-butadiene hinges on evidence regarding leukemia risks from one large and well-conducted study and two smaller studies. The smaller studies neither support nor contradict the evidence from the larger study. The larger, United States-Canada study shows that workers in the styrene-butadiene rubber industry experienced an excess of leukemia and that those with apparently high 1,3-butadiene exposure had higher risk than those with lower exposure. The standardized mortality ratio for non-Hodgkin’s lymphoma was found to be increased in a large cohort of employees at a butadiene-production facility. There were, nevertheless, no clear exposure group or latency period relationships. 1,3-Butadiene is metabolized to 1,2-epoxy-3-butene. This metabolite, which has been shown to be carcinogenic in skin-painting experiments on mice, has been found to be mutagenic in in vitro tests on Salmonella and genotoxic to mouse bone marrow in vitro in the sister chromatid exchange (SCE) test. Glutathione-S-transferase theta-1 (GSTT1) and cytochrome P450 2E1 (CYP2E1) polymorphisms have been shown to influence diepoxybutane-induced SCE frequency in human lymphocytes. A second metabolite of 1,3-butadiene is 1,2,3,4-diepoxybutane, also shown to be genotoxic in various test systems in vitro. Binding of [14C]-labeled 1,3-butadiene to liver DNA was demonstrated in mice and rats. 1,3-Butadiene is metabolized to several epoxides that form DNA and protein adducts, most resulting from 3-buten-1,2-diol metabolism to 3,4-epoxy-1,2-butanediol. Butadiene diepoxide, an active metabolite, induces cell cycle perturbation and arrest even with short-term exposure that does not produce other pathologic cellular effects. The National Institute for Occupational Safety and Health has recommended that the present OSHA standard of 1000 ppm TWA for 1,3-butadiene be reexamined, since carcinogenic effects in rodents (mice) have been observed at exposure levels of 650 ppm. To minimize the carcinogenic risk for humans, it was recommended that exposures be reduced to the lowest possible level.

Isoprene (2-methyl-1,3-butadiene), a naturally occurring volatile compound and close chemical relative of 1,3-butadiene, has been studied in inhalation experiments on rats. A mutagenic metabolite, isoprene diepoxide, was tentatively identified in all tissues examined.

The principal member of the series of aliphatic hydrocarbons with triple bonds—alkynes—is acetylene (HCCH), a gas at normal temperature. Acetylene is widely used for welding, brazing, metal buffing, metalizing, and other similar processes in metallurgy. It is also a very important raw material for the chemical synthesis of plastic materials, synthetic rubber, vinyl chloride, vinyl acetate, vinyl ether, acrylonitrile, acrylates, trichloroethylene, acetone, acetaldehyde, and many others.

While the narcotic effect of acetylene is relatively low and becomes manifest only at high concentrations (15%) not found under normal circumstances, the frequent presence of impurities in acetylene represents the major hazard. Phosphine is the most common impurity in acetylene, but arsenic and hydrogen sulfide may also be present. The hazard is especially significant in acetylene-producing facilities or when acetylene is used in confined, poorly ventilated areas.

### ALICYCLIC HYDROCARBONS

Alicyclic hydrocarbons are saturated (cycloalkanes, cycloparaffins, or naphthenes) or unsaturated cyclic hydrocarbons, with one or more double bonds (cycloalkenes or cycloolefins). The most important members of the group are cyclopropane, cyclopentane, cyclohexane, cyclohexane, ethylcyclohexane, cyclohexene, cyclopentadiene, and cyclohexadiene. These compounds are present in crude oil and its distillation products.

Cyclopropane is used as an anesthetic. Most of the members of the group are used as solvents and, in the chemical industry, in the manufacture of a variety of other organic compounds, including adipic, maleic, and other organic acids; methylcyclohexane is a good solvent for cellulose ethers. Their toxic effects are similar to those of their linear counterparts, the aliphatic hydrocarbons, but they have more marked narcotic effects; the irritant effect on skin and mucousa is similar.

### COMMERCIAL MIXTURES OF PETROLEUM SOLVENTS

Mixtures of hydrocarbons obtained through distillation and cracking of crude oil are gasoline, petroleum ether, rubber solvent, petroleum naphtha, mineral spirits, Stoddart solvent, kerosene, and jet fuels. These are all widely used commercial products.

The composition of these mixtures is variable: all contain aliphatic saturated and nonsaturated hydrocarbons, alicyclic saturated and nonsaturated hydrocarbons, and smaller amounts of aromatic hydrocarbons such as benzene, toluene, xylene, and polycyclic hydrocarbons; the proportion of these components varies. The boiling temperature varies from 30°C to 60°C for petroleum ether to 175°C to 325°C for kerosene; the hazard of overexposure is higher with the more volatile mixtures with lower boiling temperatures.

The toxic effects of these commercial mixtures of hydrocarbons are similar to those of the individual hydrocarbons: the higher the proportion of volatile hydrocarbons in the mixture, the greater the hazard of acute CNS depression, with possible loss of consciousness, coma, and death resulting from acute overexposure. Exposure to high concentrations, when not lethal, is usually followed by complete recovery. Nevertheless, irreversible brain damage may occur, especially after prolonged coma. The underlying pathologic change is represented by focal microhemorrhages. The irritant effects on the respiratory and conjunctival mucosa are generally moderate.

Exposure to lower concentrations over longer periods is common; the potential effects of aromatic hydrocarbons, especially benzene, have to be considered under such circumstances. Bone marrow depression with resulting low red blood cell counts and leukopenia with neutropenia and/or low platelet counts can develop, and medical surveillance should include periodic blood counts for the early detection of such effects; cessation of exposure to mixtures containing aromatic hydrocarbons is necessary when such abnormalities occur. Long-term effects of benzene exposure include increased risk of leukemia; therefore, exposure should be carefully monitored and controlled so that the recommended standard for benzene not be exceeded.
Chronic effects on the central and peripheral nervous systems with exposure to commercial mixtures of hydrocarbons have received more attention only in recent years. Since some of the common components of such mixtures have been shown to produce peripheral neuropathy and to induce similar degenerative changes of axons in the CNS, such effects might also result from exposure to mixtures of hydrocarbons. Long-term exposure to solvents, including commercial mixtures of hydrocarbons, has been associated, in some cases, with chronic, possibly irreversible CNS impairment. Such effects have been documented by clinical, electrophysiological, neurobehavioral, and brain-imaging techniques.

Accidental ingestion and aspiration of gasoline or other mixtures of hydrocarbons can occur, mainly during siphoning, and result in severe chemical pneumonitis, with pulmonary edema, hemorrhage, and necrosis.

Gasoline and other hydrocarbon mixtures used as engine fuel have a variety of additives to enhance desired characteristics. Lead tetraethyl probably has the highest toxicity. Workers employed in the manufacture of this additive and in mixing it with gasoline have the highest risk of exposure, and their protection has to be extremely thorough. Ethylene dibromide (EDB) is another additive with important toxicological effects which has received increased attention recently.

Skin irritation, related to the defatting properties of these solvents, and consequent increased susceptibility to infections, is frequent when there is repeated contact with such mixtures of hydrocarbons or with individual compounds. Chronic dermatitis is a common finding in exposed workers; protective equipment and appropriate work practices are essential in its prevention.

**Prevention and Surveillance**

Exposure to airborne aliphatic hydrocarbons should be controlled so as not to exceed a concentration of 350 mg/m³ as a TWA. This concentration is equivalent to 120 ppm pentane, 100 ppm hexane, and 85 ppm heptane. For the commercial mixtures, a similar TWA has been recommended, except for petroleum ether (the most volatile mixture) for which a TWA of 200 mg/m³ is recommended. Exposure to benzene should not exceed the recommended standard of 1 ppm (3.2 mg/m³), given the marked myelotoxicity of benzene and the increased incidence of leukemia. There is a definite need to monitor for the presence and amount of aromatic hydrocarbons in mixtures of petroleum solvents.

Medical surveillance programs should aim at the early detection of such adverse effects as toxic peripheral neuropathy, chronic CNS dysfunction, hematological effects, and dermatitis. Since accidental overexposure may result in rapid loss of consciousness and death (CNS depression), adequate and prompt therapy for such cases is urgent. Education of employees and supervisory personnel concerning potential health hazards, safe working practices (including respirator use when necessary), and first-aid procedures is essential.

### Aromatic Hydrocarbons

Aromatic hydrocarbons are characterized by a benzene ring in which the six carbon atoms are arranged as a hexagon, with a hydrogen atom attached to each carbon—C₆H₆. According to the number of benzene rings and their bonding, the aromatic hydrocarbons are classified into three main groups:

1. Benzene and its derivatives: toluene, xylene, styrene, etc.
2. Polyphenyls: two or more noncondensed benzene rings—diphenyls, tripheynils.
3. Polynuclear aromatic hydrocarbons: two or more condensed benzene rings—naphthalene, anthracene, phenanthrene, and the carcinogenic polycyclic hydrocarbons (benz[a]pyrene, methylcholanthrene, etc.)

Distillation of coal in the coking process was the original source of aromatic hydrocarbons; an increasing proportion is now derived from petroleum through distillation, dehydrogenation of cyclopentanes, and catalytic cyclization of paraffins.

**Benzene**

Benzene is a clear, colorless, volatile liquid with a characteristic odor; the relatively low boiling temperature (80°C) is related to the high volatility and the potential for rapidly increasing air concentrations.

Commercial-grade benzene contains variable amounts—up to 50%—of toluene, xylene, and other constituents that distill below 120°C. More important is the fact that commercial grades of other aromatic hydrocarbons, toluene and xylene, also contain significant proportions of benzene (up to 15% for toluene); this also applies to commercial mixtures of petroleum distillates, such as gasoline and aromatic petroleum naphthas, where the proportion of benzene may reach 16%. Benzene exposure is, therefore, a more widespread problem than would be suggested by the number of employees categorized as handling benzene as such. Many others exposed to mixtures of hydrocarbons or grades of toluene and xylene may also be exposed to significant concentrations of benzene.

Production of benzene has continuously expanded. It is estimated that more than 2 million workers are exposed to benzene in the United States. In recent years, there has been increasing concern with respect to benzene in hazardous waste disposal sites. Benzene has been found in almost one-third of the 1177 National Priorities List hazardous waste sites. Other environmental sources of exposure include gasoline filling stations, vehicle exhaust fumes, underground gasoline storage tanks that leak, wastewater from industries that use benzene, and groundwater next to landfills that contain benzene.

Urban structural fires yield benzene as a predominating combustion product. An important use of benzene in some parts of the world is as an additive in motor fuel, including gasoline. In Europe, gasoline benzene contents have been found to contain up to 5%; in the United States, levels up to 2% have been reported. An association between acute childhood leukemia and residence near auto repair garages and gasoline stations has been reported. Environmental levels of benzene in areas with intense automotive traffic have been found to range from 1 to 100 ppb. Urban air in high vehicular traffic zones with high levels of benzene and ultra-fine particulates is associated with elevated levels of chromosome strand breaks and other indicators of oxidative DNA damage in mononuclear blood cells of residents. DNA and protein adduct levels in liver and bone marrow in mice exposed to benzene showed a dose-dependent increase at doses mimicking human environmental (nonoccupational) exposure. Consumer products that contain benzene include glues, adhesives, some household cleaning products, paint strippers, some art supplies, and gasoline. Increasing focus has been directed toward the well-documented benzene content of cigarette smoke and the health risks associated with direct smoking and exposure to second-hand smoke.

Exposure to benzene may occur in the distillation of coal in the coking process; in oil refineries; and in the chemical, pharmaceutical, and pesticides industries, where benzene is widely used as a raw material for the synthesis of products. Exposure may also occur with its numerous uses as a solvent, in paints, lacquers, and glues; in the linoleum industry; for adhesives; in the extraction of alkaloids; in degreasing of natural and synthetic fibers and of metal parts; in the application and impregnation of insulating material; in rotogravure printing; in the spray application of lacquers and paints; and in laboratory extractions and chromatographic separations. The largest amounts of benzene are used for the synthesis of other organic compounds, mostly in enclosed systems, where exposure is generally limited to equipment leakage, liquid transfer, and repair and maintenance operations. Exposures with the use of benzene as a solvent or solvent component present a more difficult problem, since enclosure of such processes and adequate control of airborne concentrations have not been easily achieved.

Inhalation of the vapor is the main route of absorption; skin penetration is of minor significance. Benzene retention is highest in lipid-rich organs: in adipose tissue and bone marrow, benzene concentrations...
may reach a level 20 times higher than the blood concentration; its persistence in these tissues is also much longer. Elimination is through the respiratory route (45–70% of the amount inhaled); the rest is excreted as unaltered metabolites.

Benzene is metabolized in the liver to a series of phenolic and ring-opened products and their conjugates, in part by the P450 mixed-function microsomal oxidases; the first intermediate in its biotransformation is benzene epoxide, a precursor of several active metabolites proposed to be responsible for the carcinogenic effect of benzene. The metabolites of benzene include phenol, catechol, hydroquinone, p-benzoquinone, and trans, trans-muconaldehyde. Recent studies have demonstrated that polymorphisms in NQO1, CYP2E1, and GSTT1 genes and their associated enzymes involved in benzene activation or detoxification, including oxidoreductase 1 (NQO1), CYP2E1, and GSTT1, and P450 enzyme-inducing ethanol consumption, might contribute to the development of benzene hematotoxicity in exposed workers and mice. The role of the aryl hydrocarbon receptor (AhR) is suggested by studies showing the mice lacking AhR exhibit no hematotoxicity after exposure to high concentrations of benzene.

Trans, trans-muconaldehyde (MUC), a six-carbon-diene-dialdehyde, is a microsomal, hematotoxic ring-opened metabolite of benzene. MUC is metabolized to compounds formed by oxidation and reduction of the aldehyde group(s). MUC and its aldehydic metabolites 6-hydroxy-trans, trans-2,4-hexadienal and 6-oxo-trans, trans-hexadienal acid are mutagenic in that order of potency. The order of mutagenic activity correlates with reactivity toward glutathione, suggesting that alkylating potential is important in the genotoxicity of these compounds.

The triphenolic metabolite of benzene 1,2,4-benzenetriol (BT) is readily oxidized to its corresponding quinone. During this process, active oxygen species are formed that may damage DNA and other macromolecules. BT increases the frequency of micronuclei formation. BT also increases the level of 8-hydroxy-2′-deoxyguanosine (8-OH-dG), a marker of active oxygen-induced DNA damage. Thus BT can cause structural chromosomal changes and point mutations indirectly by generating oxygen radicals. BT may, therefore, play an important role in benzene-induced leukemia. Catechol and hydroquinone were found to be highly potent in inducing sister chromatid exchange and delaying cell division; these effects were much more marked than those of benzene and phenol.

Exposure to high airborne concentrations of benzene results in CNS depression with acute, nonspecific, narcotic effects. With very high exposure (thousands of ppm), loss of consciousness and depression of the respiratory center or myocardial sensitization to endogenous epinephrine with ventricular fibrillation may result in death. Recovery from acute benzene poisoning is usually complete if removal from exposure is prompt; in cases of prolonged coma (after longer exposure to high concentrations), diffuse or focal EEG abnormalities have been observed for several months after recovery, together with such symptoms as dizziness, headache, fatigue, and sleep disturbances.

Chronic benzene poisoning is a more important risk, since it can occur with much lower exposure levels. It can develop insidiously over months or years, often without premonitory warning symptoms, and result in severe bone marrow depression. Benzene is a potent myelotoxic agent. Hematologic abnormalities detected in the peripheral blood do not always correlate with the pattern of bone marrow changes. Relatively minor deviations from normal in the blood count (red blood cells [RBCs], white blood cell [WBCs], or platelets) may coexist with marked bone marrow changes (hyperplastic or hypoplastic), and abnormalities are sometimes first found after cessation of exposure. Benzene-induced aplastic anemia can be fatal, with hemorrhage secondary to the marked thrombocytopenia and increased susceptibility to infections due to neutropenia. The number of reported cases of severe chronic benzene poisoning with aplastic anemia gradually decreased after World War II, because of better engineering controls, progressive reduction of the PELs, and efforts to substitute less toxic solvents for benzene in numerous industrial processes. The three cell lines are not necessarily affected to the same degree, and all possible combinations of hematologic changes have been found in cases of chronic benzene poisoning. In some older reports, the earliest abnormalities have been described as reduction in the number of white blood cells and relative neutropenia; in later studies, lower than normal red blood cell counts and macrocytosis with hyperchromic anemia have been found more often to be the initial hematologic abnormalities. Thrombocytopenia has also been frequently reported. The bone marrow may be hyperplastic or hypoplastic. Compensatory replication of primitive progenitor cells in the bone marrow of mice during benzene exposure has been reported as a response to cytotoxicity among more differentiated cell types. All hematologic parameters (total white blood cells, absolute lymphocyte count, platelets, red blood cells, and hematocrit) were decreased among benzene-exposed workers compared to controls, with the exception of the red blood cell mean corpuscular volume (MCV), which was higher among exposed subjects. In a study of 250 workers exposed to benzene, white blood cell and platelet counts were significantly lower than in 140 controls, even for exposure below 1 ppm in air, the current workplace standard. Progenitor cell colony formation significantly declined with increasing benzene exposure and was more sensitive to the effects of benzene than was the number of mature blood cells. Two genetic variants in key metabolizing enzymes, myeloperoxidase and NADPH-quinone oxidoreductase, influenced susceptibility to benzene hematotoxicity. In another study, polymorphism in myeloperoxidase was shown to influence benzene-induced hematotoxicity in exposed workers.

Benzene has been shown to suppress hematopoiesis by suppression of the cell cycle by p53-mediated overexpression of p21, a cyclin-dependent kinase inhibitor.

Nitric oxide has been shown to be a contributor to benzene metabolism, especially in the bone marrow, and can form nitrate derivatives that may, in part, account for bone marrow toxicity. The stromal macrophage that produces interleukin-1 (IL-1), a cytokine essential for hematopoiesis, is a target of benzene toxicity. Hydroquinone, a bone marrow toxin, inhibits the processing of pre-interleukin-1 alpha (IL-1 alpha) to the mature cytokine in bone marrow macrophages.

Benzene and hydroquinone have been demonstrated to induce myeloblast differentiation and hydroquinone to induce growth in myeloblasts in the presence of IL-3. The stromal macrophage, a target of benzene toxicity, secretes IL-1, which induces the stromal fibroblast to synthesize hematopoietic colony-stimulating factors. The processing of pre-IL-1 to IL-1 is inhibited by para-benzoquinone in stromal macrophages of mice.

Benzene is an established animal and human carcinogen. Leukemia, secondary to benzene exposure has been repeatedly reported since the 1930s. All types of leukemia have been found; myelogenous leukemia (chronic and acute) and erythroleukemia (Di Guglielmo’s disease) apparently more frequently, but acute and chronic lymphocytic or lymphoblastic leukemia is represented as well. Malignant transformation of the bone marrow has been noted years after cessation of exposure, an added difficulty in the few epidemiological studies on long-term effects of benzene exposure. In Italy, with a large shoe-manufacturing industry, where benzene-based glues had been used for many years, at least 150 cases of benzene-related leukemia were known by 1976. In Turkey, more than 50 cases of aplastic anemia and 34 cases of leukemia have been reported from the shoe-manufacturing industry. Epidemiological studies in the United States rubber industry have indicated a more than threefold increase in leukemia deaths; occupations with known solvent exposure (benzene widely used in the past and still a contaminant of solvents used) showed a significantly higher leukemia mortality than other occupations. Lymphatic leukemia showed the highest excess mortality. The risk of leukemia was much higher in workers exposed 5 years or more (SMR of 2100). Four additional cases of leukemia occurred among employees not employed in the factory by the definition of the cohort. In Japan, the incidence of leukemia among Hiroshima and
Nagasaki survivors was found to be significantly increased by occupational benzene exposure in the years subsequent to the bomb. Exposure to benzene has also been shown to induce aneuploidy of chromosomes; in rats, the percentage of bone marrow cells with chromosomal abnormalities was significantly increased following exposure to benzene.

Experimental studies have demonstrated carcinogenic effects of benzene in experimental animals; in addition to leukemias, benzene has produced significant increases in the incidence of lymphatic malignancies and lung cancer in rats exposed to benzene. The International Agency for Research on Cancer (IARC) has proposed benzene as a possible mechanism for benzene-induced hematotoxicity.

Cytogenetic effects of benzene have been reproduced in animal models. In rats exposed to 1000 and 1000 ppm, a significant increase in the proportion of cells with chromosomal abnormalities was observed; exposure to 100 and 1000 ppm resulted in elevated levels of cells with chromosomal abnormalities that showed evidence of being dose-related, although they were not statistically significant.

A dose-related increase in the frequency of micronucleated cells in tissue cultures from rat Zymbal glands (a principal target for benzene carcinogenesis in rats) was reported. A significant increase in sister chromatid exchanges in bone marrow cells of mice exposed to 28 ppm benzene for 4 hours has been reported. Benzene induced a dose-dependent increase in the frequencies of chromosomal aberrations in bone marrow and spermatogonial cells. The damage was greater in bone marrow than in spermatogonial cells. Using fluorescence in situ hybridization with chromosome-specific painting probes (FISH painting), chromatin-type aberrations in mice were significantly increased 24 and 36 hours after a single high-dose benzene exposure, while chromosome-type aberrations were elevated above control values 36 hours and 15 days after exposure, showing that at least part of benzene-induced chromatin exchanges were converted into potentially stable chromosome aberrations.

The target cells for leukemogenesis are the pluripotent stem cells or early progenitor cells which carry the CD34 antigen (CD34+ cells). Following benzene exposure in mice, aneuploid cells were more frequent in the hematopoietic stem cells compartment than in mature hematopoietic subpopulations. Hydroquinone, a benzene metabolite, increases the level of aneuploidy of chromosomes 7 and 8 in human CD34-positive blood progenitor cells. Catechol and hydroquinone have been shown to act in synergy to induce loss of chromosomes 5, 7, and 8 as found in secondary myelodysplastic syndrome and acute myelogenous leukemia. Human CD34+ cells have been shown to be sensitive targets for 1,4-benzoquinone toxicity that use the p53 DNA damage response pathway in response to genotoxic stress. Apoptosis and cytotoxicity were dose-dependent, and there was a significant increase in the percentage of micronucleated CD34+ cells in cultures treated with 1,4-benzoquinone. The role of gene-environmental interaction in benzene-induced chromosomal damage has been investigated: the polymorphic genes GSTM1, GSTT1, and GSTP1, coding for GST, have been shown to exhibit differential metabolism of hydroquinone, associated with different frequencies of micronuclei and sister chromatid exchanges, induced by hydroquinone in human lymphocytes.

Genotype-dependent chromosomal instability can be induced by hydroquinone doses that are not acutely stem cell toxic. DNA-protein crosslinking and DNA strand-breaks were induced by trans, trans-muconaldehyde and hydroquinone, with synergistic interactive effects of the two agents in combination.

1,4-Benzoquinone has been shown to inhibit topoisomerase II catalysis, most likely by binding to an essential SH group, with a consequent increase in topoisomerase II-mediated DNA cleavage, primarily by enhancing the forward rate of scission. In vitro, the compound induced cleavage at DNA sites proximal to a defined leukemic chromosomal breakpoint. 1,4-Benzoquinone and trans, trans-muconaldehyde were shown to be directly inhibitory, whereas all of the phenolic metabolites were shown to inhibit topoisomerase II activity in vitro following bioactivation using a peroxidase activation system and in vivo in the bone marrow of treated mice.

The effect of p53 heterozygosity on the genomic and cellular responses of target tissues in mice to toxic insult has been demonstrated. Examination of mRNA levels of p53-regulated genes involved in cell cycle control (p21, gadd45, and cyclin G) or apoptosis (bax and bel-2) showed that during chronic benzene exposure, bone marrow cells from p53−/− mice expressed significantly higher levels of a majority of these genes compared to p53−/− bone marrow cells.

The ability of the benzene metabolites hydroquinone and trans, trans-muconaldehyde to interfere with gap-junction intercellular communication, a characteristic of tumor promoters and nongenotoxic carcinogens and shown to result in perturbation of hematopoiesis, has been proposed as a possible mechanism for benzene-induced hematotoxicity and development of leukemia. Recent studies suggest that benzene’s metabolites, catechol and phenol, may mediate benzene toxicity.
through metabolite-mediated alterations in the c-Myb signaling pathway, overexpression of which is believed to play a key role in the development of a wide variety of leukemias and tumors. Covalent binding of the benzene metabolites p-benzoquinone and \( p \)-biphenylenequinoine to critical thiol groups of tubulin has been shown to inhibit microtubule formation under cell-free conditions, possibly interfering with the formation of a functional spindle apparatus in the mitotic cell, thus leading to the abnormal chromosome segregation and aneuploidy induction reported for benzene. An effect of MUC, hydroquinone (HQ), and four MUC metabolites on gap junction intercellular communication has been demonstrated.

Toxic effects on reproductive organs have received increased attention. In subchronic inhalation studies, histopathological changes in the ovaries (characterized by bilateral cyst formation) and in the testes (atrophy and degenerative changes, including a decrease in the number of spermatocytes and an increase in abnormal sperm forms) have been reported. Benzene was shown to be a transplacental genotoxicant in mice, where it was found to significantly increase micronuclei and sister chromatid exchange in fetal liver when administered at a high dose (1318 mg/kg) to mice on day 14 and 15 of gestation. Levels of pregnandiol-3-glucuronide, follicle-stimulating hormone and estrone conjugate in the urine of female benzene-exposed workers were significantly lower than those in a nonexposed control group.

Exposure to benzene at high concentrations (42.29 mg/m\(^3\)) induced increases in the frequencies of numerical aberrations for chromosome 1 and 18 and of structural aberrations for chromosome 18 and of structural aberrations for chromosome induced increases in the frequencies of numerical aberrations for chromosome.

The embryotoxicity of toluene, xylene, benzene, styrene, and its metabolite, styrene oxide, was evaluated using the in vitro culture of postimplantation rat embryos. Toluene, xylene, benzene, and styrene all have a concentration-dependent embryotoxic effect on the developing rat embryo in vitro at concentrations ranging from 1.00 mmol/mL for styrene, 1.56 mmol/mL for benzene, and 2.25 mmol/mL for toluene. There was no evidence of synergistic interaction among the solvents.

The immunotoxicity of benzene in rats was demonstrated by a reduction in the number of B-lymphocytes after 2 weeks of exposure at 400 ppm and a subsequent reduction in thymus weight and spleen B- and T- cells. CD4/CD8, and CD5 T-lymphocytes at 4 weeks. Rapid and persistent reductions in femoral B-, splenic T- and B- and thymic T-lymphocytes, along with a marked increase in the percentage of femoral B-lymphocytes and thymic T-lymphocytes in apoptosis, were induced in mice exposed to benzene at 200 ppm. Para-benzoquinone has been shown to inhibit mitogen-induced IL-2 production by human peripheral blood mononuclear cells. Hydroquinone, in concentrations comparable to those found in cigarette tar, is a potent inhibitor of IL-2-dependent T-cell proliferation.

**Prevention and Control**

Prevention of benzene poisoning and of malignant transformation of the bone marrow is based on engineering control of exposure. The TLV for benzene has been repeatedly reduced in the last several decades. In 1987, the OSHA occupational exposure standard for benzene was revised to 1 ppm TWA, with a 5 ppm short-term exposure limit (STEL). The National Institute for Occupational Safety and Health (NIOSH) has recommended that the standard be revised to a TWA of 0.1 ppm, with a 15-minute ceiling value of 1 ppm.

Biological monitoring through measurements of urinary metabolites of benzene is useful as a complement to air sampling for the measurement of benzene concentrations. Elevation in the total urinary phenols (normal range 20–30 mg/L) indicates excessive benzene exposure, and 50 mg/L should not be exceeded. The urinary inorganic/total sulfate ratio may also be monitored. Biological monitoring is recommended at least quarterly but should be more frequent when exposure levels are equal to or higher than the TWA. A urinary phenol level of 75 mg/L was found in one study to correspond to a TWA exposure to 10 ppm; in other studies the urinary phenol level corresponding to 10 ppm benzene was 45–50 mg/L.

**Toluene**

Toluene (methylbenzene, \( C_6H_5CH_3 \)) is a clear, colorless liquid, with a higher boiling point (110°C) than benzene and, therefore, lower volatility. The production of toluene has increased markedly over the last several decades because of its use in numerous chemical synthesis processes, such as those of toluene diisocyanate, phenol, benzyl, and benzoyl derivatives, benzoic acid, toluene sulfonates, nitro-toluuenes, vinyl toluene, and saccharin. More than 7 million tons are produced each year in the United States. Toluene is also used as a solvent, mostly for paints and coatings, and is often a component of mixtures of solvents. Technical grades of toluene contain benzene in variable proportions, reaching 25% in some products.

Hematological effects in workers exposed to toluene have been reported in the past. Such effects were most probably due to the benzene content of toluene or to prior benzene exposure. Animal experiments indicate that pure toluene has no myelotoxic effects. Toluene has been shown to induce microsomal cytochrome P450 and mixed-function oxidases in the liver. Toluene exposure induces P450 isoenzymes CYP1A1/2, CYP2B1/2, CYP2E1, and CYP3A1, but decreases CYP2C11/6 and CYP2A1 in adult male rats. The inductive effect is more prominent in younger than in older animals and in males more than in females. Exposure to toluene does not influence renal microsomal P450-related enzyme activity in rats, but inhibited mixed-function oxidases in the liver.

Exposure to toluene concentrations higher than 100 ppm results in CNS depression, with prenarcotic symptoms and in moderate eye, throat, airway, and skin irritation. These effects are more pronounced with higher concentrations.

Volatile substance abuse has now been reported from most parts of the world, mainly among adolescents, individuals living in isolated communities, and in those who have ready access to such substances.
Solvants from contact adhesives, cigarette lighter refills, aerosol propellants, gasoline, and fire extinguishers containing mostly halogenated hydrocarbons may be abused by sniffing. Euphoria, behavioral changes similar to those produced by ethanol, but also hallucinations and delusions are the most frequent acute effects. Higher doses can result in convulsions and coma. Cardiac or central nervous system toxicity can lead to death. Chronic abuse of solvents can produce severe organ toxicity, mostly of the liver, kidney, and brain. There is evidence that volatile substance abuse has declined in the United States. In a study of the 6-year period from 1996 through 2001, involving all cases of intentional inhalational abuse of nonpharmaceutical substances, there was a mean annual decline of 9% of reported cases, with an overall decline of 37% from 1996 to 2001. There was, however, no decline in major adverse health outcomes or fatalities.

Numerous reports on toluene addiction (sniffing) have indicated that irreversible neurological effects are possible. Severe multifocal CNS damage, as well as peripheral neuropathies, with impairment in cognitive, cerebellar, brain stem, auditory, and pyramidal tract function has been well documented in glue sniffers. Diffuse EEG abnormalities are usually present. Cerebral and cerebellar atrophy have been demonstrated by CT scans of the brain; brain stem atrophy has also been reported. MRI imaging following chronic toluene abuse demonstrated cerebral atrophy involving the corpus callosum and cerebellar vermis, loss of gray-white matter contrast, diffuse supratentorial white matter high-signal lesions, and low signal in the basal ganglia and midbrain. Toluene exposure in rats for 11 weeks resulted in a persisting motor syndrome, with shortened and widened gait and widened landing foot splay, and hearing impairment. This motor syndrome resembles the syndrome (e.g., wide-based, ataxic gait) seen in some heavy abusers of toluene-containing products. Toluene can activate dopamine neurons within the mesolimbic reward pathway in the rat, an effect that may underlie its abuse potential. Increased sensitivity to the seizure-inducing properties of aminophylline has been reported in toluene-exposed mice. Subchronic exposure of rats to toluene in low concentrations (80 ppm, for 4 weeks, 5 days/week, 6 hours/day) causes a slight but persistent deficit in spatial learning and memory, a persistent decrease in dopamine-mediated locomotor activity, and an increase in the number of dopamine D2 receptors. Toluene exposure to a dose generally recognized as subtoxic (40 ppm) was reported to have adverse effects on catecholamine and 5-hydroxytryptamine biosynthesis. Selective inhibition by toluene of human GABA(A) receptors in cultured neocortical neurons, at concentrations comparable with brain concentrations associated with occupational exposure, has been reported. Toluene exposure of rats to concentrations of 100, 300, and 1000 ppm was found to produce a significant increase in three glial cell marker proteins (alpha-enolase, creatine kinase-B, and beta-S100 protein) in the cerebellum. Beta-S100 protein also increased in a dose-dependent manner in the brain stem and spinal cord. The two neuronal cell markers did not show a quantitative decrease in the CNS. This indicates that the development of gliosis, rather than neuron death, is induced by chronic exposure to toluene. Toluene inhalation exposure induced a marked elevation in total glial fibrillary acidic protein, a specific marker for astrocytes, in the hippocampus, cortex, and cerebellum of rats, as well as a significant increase of lipid peroxidation products (malondialdehyde and 4-hydroxyalkenals) in all brain regions. Melatonin administration prevented these increases. There is evidence that the effects of toluene on neuronal activity and behavior may be mediated by inhibition of NMDA receptors.

Progressive optic neuropathy and sensory hearing loss developed in some cases. Alterations in brain stem-evoked potentials and visual-evoked potentials have been demonstrated in relation to the length of occupational exposure to low levels of toluene. Toluene causes broad frequency auditory damage, but this effect is species-specific and most likely occurs in humans at average long-term doses greater than 50 ppm. A morphological study in rats and mice showed the cochlear outer hair cells in the organ of Corti to be mainly affected. Noise exposure enhanced the loss in auditory sensitivity due to toluene, as did concomitant ethanol exposure in studies in rats. Toluene exposure was also shown to accelerate age-related hereditary hearing loss in one genotype of mice. Concentrations of toluene as low as 250 ppm toluene were able to disrupt auditory function normally in the guinea pig.

Hepatotoxic and nephrotoxic effects have also been found in cases of toluene addiction; the possibility that other toxic agents might have contributed cannot be excluded. Long-term exposure to toluene was reported to be associated with proximal renal tubule cell apoptosis. Sudden death in toluene sniffers has been reported and is thought to be due to arrhythmia secondary to myocardial sensitization to endogenous catecholamines, a mechanism of sudden death similar to that reported with trichloroethylene and other halogenated hydrocarbons.

Adverse developmental effects in offspring of women who are solvent sniffers have been reported. These include CNS dysfunction, microcephaly, minor craniofacial and limb abnormalities, and growth retardation. Developmental disability, intrauterine growth retardation, renal anomalies, and dysmorphic features have been described in offspring of women who abuse toluene during pregnancy. Experimental results confirm adverse developmental effects: skeletal abnormalities and low fetal weight were observed in several animal species (mice, rabbits). In an animal model replicating the brief, high-intensity exposures characteristic of toluene sniffing in humans, brief, repeated, prenatal exposure to high concentrations of toluene were reported to cause growth restriction, malformation, and impairments of biobehavioral development in rats. Prenatal toluene exposure in rats results in abnormal neuronal proliferation and migration, with a significant reduction in the number of neurons within each cortical layer and reduced forebrain myelination in the brains of mature pups. A rapid, reversible, and dose-dependent inhibition of muscarinic receptor-mediated Ca++ signaling has been demonstrated in neural precursor cells taken from rat embryonic cortex. Since muscarinic receptors mediate cell proliferation and differentiation during neural precursor cell development, depression of muscarinic signaling may play a role in toluene’s teratogenic effect on the developing nervous system. Prenatal exposure to 1800 ppm toluene increased neuronal apoptosis in the cerebellum of weaned male rats sacrificed 21 days after birth.

Adverse reproductive effects have been detected in experimental, but not human, studies. In an experimental study on rats receiving toluene by gavage (520 mg/kg body weight during days 6–19 of gestation), no major congenital malformations or neuropathologic changes were found; the number of implantations and stillbirths were not affected. The weight of fetuses and placental weights were reduced, as were the weights of most organs. Prenatal toluene exposure produced a generalized growth retardation. Toluene was not embroytotoxic, fetotoxic, or teratogenic for rabbits exposed during the period of organogenesis. The highest concentration tested was 500 ppm. In rats exposed to toluene at a dose of 6000 ppm, 2 hours/day for 5 weeks, the epididymal sperm counts, sperm motility, sperm quality, and in vitro penetrating ability to zona-free hamster eggs were significantly reduced, while no exposure-related changes in the testes weight or spermatogenesis within testes were detected. Conversely, in an earlier study in rats exposed to toluene at 2000 ppm for 90 days, decreases in the weights of the epididymides and in sperm counts were observed, indicating toxicity of toluene to the male reproductive system. Toluene is metabolized to p-cresol, a compound shown to produce DNA adducts in myeloperoxidase-containing HL-60 cells. Other toluene metabolites, methylhydroquinone and methylcatechols, have been shown to induce oxidative DNA damage in the rat testis. Nevertheless, toluene has been found to be nonmutagenic and nongenotoxic. There are no indications, from human observations, that toluene has carcinogenic effects; long-term experimental studies on several animal species have been consistently negative.

Prevention and Control

The recommended TWA for toluene is 100 ppm. It is important to monitor the benzene content of technical grades of toluene and to control exposures so that the TWA of 1 ppm for benzene is not exceeded. Engineering controls, such as enclosure and exhaust ventilation, are essential for the prevention of excessive exposure; adequate respirators

Diseases Associated with Exposure to Chemical Substances
should be provided for unusual situations, when higher exposures might be expected.\textsuperscript{7} Biological monitoring of exposure can be achieved by measuring urinary hippuric acid, the main urinary metabolite of toluene. Excretion of hippuric acid in excess of 3 g/L indicates an exposure in excess of 100 ppm. A second important urinary metabolite of toluene is \(o\)-cresol; as for hippuric acid, the excretion of \(o\)-cresol reaches its peak at the end of the exposure period (work shift). Interindividual differences in the pattern of toluene metabolism have been found, resulting in variable ratios between urinary hippuric acid and \(o\)-cresol. For these reasons, biological monitoring should include measurements of both urinary metabolites. Simultaneous exposure by inhalation to toluene and xylene resulted in lower amounts of excreted hippuric acid and methylhippuric acid in urine, while concentrations of solvents in blood and brain were found during the immediate postexposure period. These results strongly suggest mutual metabolic inhibition between toluene and xylene.\textsuperscript{779}

Preemployment and periodic medical examinations should encompass possible neurological, hematological, hepatic, renal, and dermatological effects. Hematological tests, as indicated for benzene, have to be used because, as noted, variable amounts of benzene may be present in commercial grades of toluene. Potential environmental toluene exposure is currently also of concern. The largest source of environmental toluene release is the production, transport, and use of gasoline, which contains 5–7% toluene by weight. Toluene in the atmosphere reacts with hydroxyl radicals; the half-time is about 13 hours. Toluene in soil or water volatilizes to air; the remaining amounts undergo microbial degradation. There is no tendency toward environmental buildup of toluene. Toluene is a very common contaminant in the vicinity of waste-disposal sites, where average concentrations in water have been found to be 7–20 \(\mu\)g/L and average concentrations in soil 70 \(\mu\)g/L. The EPA, in a 1988 survey, found toluene in groundwater, surface water, and soil at 29% of the hazardous waste sites tested. Toluene is not a widespread contaminant of drinking water; it was present in only about 1% of groundwater sources, in concentrations lower than 2 ppb.

**Xylene**

Xylene (dimethylbenzene, \(C_8H_8(CH_3)_2\)) has three isomeric forms: \(o\)-, \(m\)-, and \(p\)-xylene. Commercial xylene is a mixture of these but may also contain benzene, ethylbenzene, toluene, and other impurities. With a boiling temperature of 144°C, xylene is less volatile than benzene and toluene. It is used as a solvent and as the starting material for the synthesis of xylines, benzoic acid, phthalic anhydride, and phthalic and terephthalic acids and their esters. Other uses are in the manufacture of quartz crystal oscillators, epoxy resins, and pharmaceuticals. In a study of two paint-manufacturing plants and 22 spray painting operations (car painting, aircraft painting, trailer painting, and video terminal painting), the main constituents of the mixtures of solvents used were xylene and toluene, with average contents of 46% and 29%, on a weight basis, of 67 air samples.\textsuperscript{180} It is estimated that 140,000 workers are potentially exposed to xylene in the United States. As with toluene, early reports on adverse effects of xylene have to be evaluated in light of the frequent presence of considerable proportions of benzene in the mixture.\textsuperscript{2}

Xylene has been shown to induce liver microsomal mixed function oxidases and cytochrome P450 in a dose-dependent manner.\textsuperscript{181} \(m\)-Xylene treatment led to elevated P450 2B1/2B2 without significantly depressing P450 2C11, and produced significant increases in activities efficiently catalyzed by both isozymes.\textsuperscript{182} The metabolism of \(n\)-hexane to its highly neurotoxic metabolite 2,5-hexanedione was shown to be markedly enhanced in rats pretreated with xylene. Xylene also increases the metabolism of benzene and toluene. Thus, when present in mixtures with other solvents, xylene can increase the adverse effects of those compounds, which exert their toxicity mainly through more toxic metabolites. The effect on mixed-function oxidases is organ-specific, however, and inhibition of CYP isozymes in the nasal mucosa and lung following in vivo inhalation exposure to m-XYL has been reported,\textsuperscript{183} with potential shifts in the metabolism of the carcinogen benzo-a-pyrene toward formation of DNA adducts and toxic metabolites in the lung.\textsuperscript{184}

Xylene was also found to facilitate the biotransformation of progesterone and 17\(\beta\)-estradiol in pregnant rats by inducing hepatic microsomal mixed-function oxidases. Decreased blood levels of these hormones were thought to result in reduced weight of the fetuses.\textsuperscript{185} Xylene exposure (500 ppm) of pregnant rats on gestation days 7–20 resulted in a lower absolute brain weight and impaired performance in behavioral tests of neuromotor abilities and for learning and memory.\textsuperscript{186} The effects of lacquer thinner and its main components, toluene, xylene, methanol, and ethyl acetate, on reproductive and accessory reproductive organs in rats were studied; the vapor from the solvents was inhaled twice a day for 7 days. Both xylene and ethyl acetate caused a decrease in the weights of testes and prostate, and reduced plasma testosterone. Spermatozoa levels in the epididymis were decreased.\textsuperscript{187}

Acute effects of xylene exposure are depression of the CNS (prenarcotic and narcotic with high concentrations) and irritation of eyes, nose, throat, and skin. Acute effects of \(m\)-xylene were studied in nine volunteers exposed at rest or while exercising, to concentrations of 200 ppm TWA, with short-term peak concentrations of 400 ppm or less. Exposure increased the dominant alpha frequency and alpha percentage in the EEG during the early phase of exposure. The effects of short-term \(m\)-xylene exposure on EEG were minored and no persistent deleterious effects were noted.\textsuperscript{188} Exposure to \(m\)-xylene for 4 weeks at concentration as low as 100 ppm were reported to induce persistent behavioral alterations in the rat.\textsuperscript{189}

Liquid xylene is an irritant to the skin, and repeated exposure may result in dermatitis. Dermal exposure to \(m\)-xylene has been shown to promote IL-1 alpha and inducible nitric oxide synthetase production in skin.\textsuperscript{190} Hepatotoxic and nephrotoxic effects have been found in isolated cases of excessive exposure. Nephrotoxicity has been demonstrated in rats exposed to \(\alpha\)-xylene.\textsuperscript{191} \(p\)-Xylene reduced cell viability and increased DNA fragmentation in cell culture studies, indicating that long-term exposure may be associated with renal proximal tubule cell apoptosis.\textsuperscript{191} \(p\)-Xylene produced moderate to severe ototoxicity in rats exposed at 900 and 1,800 ppm. Increased auditory thresholds were observed at 2, 4, 8, and 16 kHz. The auditory threshold shifts (35–38 dB) did not reverse after 8 weeks of recovery, and losses of outer hair cells of the organ of Corti were found.\textsuperscript{192} Myelotoxic effects and hematologic changes have not been documented for pure xylene in humans; the possibility of benzene admixture to technical-grade xylene has to be emphasized. In animal studies, pure xylene was reported to reduce erythrocyte counts, hematocrit and hemoglobin levels, and increase platelet counts in rats.\textsuperscript{193}

The TWA for xylene exposure is 100 ppm. The metabolites of \(o\)-, \(m\)-, and \(p\)-xylene are the corresponding methyl hippuric acids. A concentration of 2.05 g \(m\)-methyl hippuric acid corresponds to 100 ppm (TLY) exposure to \(m\)-xylene. Prevention, control, and medical surveillance are similar to those indicated for toluene and benzene. Complete blood counts, urinalysis, and liver function tests should be part of the periodic medical examinations.

**Styrene**

Styrene (vinyl benzene, \(C_8H_8CH = CH_2\)), a colorless or yellowish liquid, is used in the manufacture of polystyrene (styrene is the monomer; at temperatures of 200°C, polymerization to polystyrene occurs) and of copolymers with 1,3-butadiene (butadiene-styrene rubber) and acrylonitrile (acrylonitrile-butadiene-styrene, ABS). The most important exposures to styrene occur when it is used as a solvent or as a polymerizer in the manufacture of polyester products in the reinforced plastics industry. An estimated 330,000 workers are exposed yearly in the United States.\textsuperscript{194} TWA exposures can be as high as 150 to 300 ppm, with excursions into the 1000–1500 ppm range. The metabolic transformation of styrene is characterized by its conversion to styrene-7,8-oxide by the mixed function oxidases and cytochrome P450 enzyme complex. These reactions have been shown...
to be organ-specific; enzymes that metabolize styrene have been demonstrated to differ in the lung and liver.\textsuperscript{195} GST polymorphism influences styrene oxide genotoxicity, with susceptibility enhanced in null be cells (a frequency of approximately 50% in Caucasians).\textsuperscript{196} Mandelic acid (MA) and phenyl glyoxylic acid (PGA) are the main urinary metabolites of styrene.

In a mortality study of a cohort of styrene-exposed boat manufacturing workers, significantly increased mortality was found for esophageal cancer and prostate cancer. Among the most highly exposed workers, urinary tract cancer and respiratory dilative rates were significantly increased. Urinary tract cancer rates increased with the duration of employment.\textsuperscript{197} Chromosome aberrations and sister chromatid exchanges were reported to be significantly increased in several studies of workers exposed to styrene. In styrene-exposed workers, the frequencies of micronucleated mononucleated lymphocytes, micronucleated binucleated lymphocytes, and micronucleated nasal epithelial cells were reported to be significantly increased when compared with nonexposed controls.\textsuperscript{198} Micronuclei levels were shown to be related with end-of-shift urinary concentration of 4-vinylphenol and were modulated by NAD(P)H:quinone oxidoreductase polymorphism; aneuploidogenic effects, evaluated by the identification of aberrations, and sister chromatid exchanges and micronuclei in human leukocytes in vitro, were reported to be significantly increased when compared with controls and were correlated with exposure measures. 1-Styrene oxide-adenine DNA adducts were detected in workers but not in unexposed controls; adduct levels were affected by both acute and cumulative exposure and were associated with CYP2E1 polymorphisms.\textsuperscript{200} Epoxide hydrolase polymorphism has also been shown to affect the genotoxicity of styrene-7,8-oxide.\textsuperscript{201} DNA single-strand breaks have been found in workers exposed to styrene at relatively low levels, as determined by urinary excretion of metabolites.\textsuperscript{202} A significantly higher number of DNA strand breaks in mononuclear leukocytes of styrene-exposed workers compared with unexposed controls, correlated with years of exposure, and a significantly increased frequency of chromosomal aberrations has been reported.\textsuperscript{203} Styrene-7,8-oxide has been demonstrated to induce DNA damage, sister chromatid exchanges and micronuclei in human leukocytes in vitro, and a strong relationship was found between DNA damage, as measured by the comet assay and cytogenetic damage induced by styrene oxide.\textsuperscript{204}

Styrene-7,8-oxide is a potent carcinogen in mice but not rats. In female mice exposed to styrene, the incidence of bronchioloalveolar carcinomas after 24 months was found to be significantly greater than in controls.\textsuperscript{205} Styrene-7,8-oxide is mutagenic in several prokaryotic and eukaryotic test systems. It has been shown to produce single-strand breaks in DNA of various organs in mice: kidney, liver, lung, testes, and brain.\textsuperscript{206} Styrene-7,8-oxide is an alkylating agent and reacts mostly with deoxyguanosine, producing 7-alkylguanine, and with deoxycytidine, producing N3-alkylcytosine. Recent studies have pointed to the even greater toxicity of ring-oxidized metabolites of styrene (4-vinylphenol or its metabolites).\textsuperscript{207} The International Agency for Research on Cancer (IARC) has classified styrene a possible carcinogen to humans.

Styrene has an irritant effect on mucous membranes (eyes, nose, throat, airways) and skin. Inhalation of high concentrations may result in transitory CNS depression, with prenarcotic symptoms. Chronic neurotoxic effects have been reported with repeated exposure to relatively high levels in the boat-construction industry, mostly in Scandinavian countries, where styrene is widely used by brush application on large surfaces. EEG changes, performance test abnormalities, and peripheral nerve conduction velocity changes have been reported.\textsuperscript{208} Peripheral neuropathy has been described following brief but intense exposure.\textsuperscript{209} Evidence from animal studies indicates that styrene can cause sensorineural hearing loss.\textsuperscript{210} Multiple indicators of oxidative stress were identified in neuronal cells exposed to styrene oxide, suggesting oxidative stress is an important contributor to styrene’s neurotoxic effects.\textsuperscript{211} Color vision discrimination has been reported to be affected in styrene-exposed workers.\textsuperscript{212}

A case-control study of styrene-exposed rubber-manufacturing workers demonstrated a significant association between recent styrene exposure and acute ischemic heart disease death among active workers.\textsuperscript{213} Styrene is hepatotoxic and pneumotoxic in mice. Styrene oxide and 4-vinylphenol cause similar toxicities.\textsuperscript{214} Styrene exposure has been reported to be associated with increased serum prolactin levels in exposed workers.\textsuperscript{215} Clinically, hyperprolactinemia is associated with infertility, impotence, and galactorrhea, but at levels in excess of those found in this population. In mice exposed to styrene in the prepubertal period, plasma-free testosterone levels were dramatically decreased following 4 weeks of styrene treatment compared with control group.\textsuperscript{216} The majority of studies have failed to demonstrate developmental or reproductive toxicity resulting from styrene exposure.

Contact allergy to styrene has been reported. Cross-reactivity on patch testing with 2-, 3-, and 4-vinyl toluene (methyl styrene) and with the metabolites styrene epoxide and 4-vinyl phenol has been found.

**Prevention**

In view of reports of persistent neurological effects with long-term exposure, the present federal standard for a styrene TWA of 100 ppm appears to be too high, and reduction has been suggested. The NIOSH has proposed a TWA of 50 ppm. Biological limits of exposure have been proposed corresponding to a TLV of 50 ppm styrene. At the end of the shift, urinary MA should not exceed 800 mg/g creatinine and the sum of MA + PGA should not be more than 1000 mg/g creatinine. In the morning, before the start of work, the values should not exceed 150 and 300 mg/g creatinine, respectively. Preemployment and periodic medical examinations should assess neurological status, liver and kidney function, and hematological parameters.

**HALOGENATED HYDROCARBONS**

The compounds in this group result from the substitution of one or more hydrogen atoms of a simple hydrocarbon by halogens, most often chlorine. Simple chlorinated hydrocarbons are used in a wide variety of industrial processes. The majority are excellent solvents for oils, waxes, fats, rubber, pigments, paints, varnishes, etc. In the chemical industry these compounds are used for chlorination in the manufacture of such products as plastics, pesticides, and other complex halogenated compounds.\textsuperscript{1,2} Most are nonflammable; some, such as carbon tetrachloride, have been used as fire extinguishers. (This use has been stopped because of the marked toxicity of carbon tetrachloride and the formation of highly irritant combustion products.) The most widely used simple chlorinated hydrocarbons are as follows:

- Monochloromethane (methyl chloride) \( \text{CH}_3\text{Cl} \)
- Dichloromethane (methylene chloride) \( \text{CH}_2\text{Cl}_2 \)
- Trichloromethane (chloroform) \( \text{CHCl}_3 \)
- Tetrachloromethane (carbon tetrachloride) \( \text{CCl}_4 \)
- 1,2-Dichloroethane (ethylene chloride) \( \text{CH}_2\text{ClCHCl}_2 \)
- 1,1-Dichloroethene \( \text{CHCl}_2\text{CHCl}_2 \)
- 1,1,2-Trichloroethane \( \text{CHCl}_2\text{CH}_2\text{Cl} \)
- 1,1,1,2-Tetrachloroethane \( \text{CHCl}_3\text{CH}_2\text{Cl} \)
- Monochloroethylene (vinyl chloride) \( \text{CHCl} = \text{CHCl} \)
- 1,2-Dichloroethylene (cis and trans) \( \text{CHCl} = \text{CHCl} \)
- Trichloroethylene \( \text{CHCl}_2\text{CHCl}_2 \)
- Dichloroethylene \( \text{CHCl}_2\text{CHCl}_2 \)
- Tetrachloroethylene \( \text{CCl}_2\text{CCl}_2 \)

Many of the members of this series of compounds have a low boiling point and are highly volatile at room temperature; hazardous exposure levels may develop in a very short time. The application of heat is common in numerous industrial processes; air concentrations of halogenated hydrocarbons increase sharply under such circumstances. Many industrial solvents are sold as mixtures. These may sometimes contain highly toxic products, and hazardous exposure may
occur without the exposed person's knowledge of the specific chemical composition of the solvent mixture used. Carbon tetrachloride has been generally accepted as the prototype for a hepatotoxic agent; other members of the group have similar or lesser hepatotoxicity.

The majority of the compounds have a narcotic effect on the central nervous system; in this respect they are more potent than the hydrocarbons from which they are derived. Some (chloroform, trichloroethylene) were used as anesthetics until their marked toxicity was recognized. Moderate irritation of mucous membranes (conjunctivae, upper and lower airways) is also a common effect of halogenated hydrocarbons.

With acute overexposure or repeated exposures of a lesser degree, toxic damage to the liver and kidney is common; the severity of these effects is largely dependent on the specific compound and on the level and pattern of exposure. Individual susceptibility may also contribute but is of lesser importance. Halogenated hydrocarbons may produce liver injury and centrilobular necrosis with or without steatosis. They also have marked nephrotoxicity; tubular cellular necrosis is the specific lesion that may lead to anuria and acute renal failure. Many of the fatalities due to acute overexposure to halogenated hydrocarbons have been attributed to this effect, although concomitant liver injury was always present.1,2

The toxicity of many halogenated solvents is associated with their biotransformation to reactive electrophilic metabolites, which can alkylate macromolecules and thus produce organ injury. The microsomal mixed function oxidases and cytochrome P450 complex of enzymes are effective in the biotransformation of halogenated solvents. The role of human microsomal cytochrome P450 2E1 in the oxidation of a number of chemical compounds has been established. P450 2E1 is a major catalyst of the oxidation of benzene, styrene, CCl4, CH2Cl2, CH3Cl, CH3CCl3, 1,2-dichloropropane, ethylene dichloride, ethylene dibromide, vinyl chloride, vinyl bromide, acrylonitrile, and trichloroethylene. Levels of P450 2E1 can vary considerably among individuals.217 The P450 enzyme is highly inducible by ethanol.218 Chloroethanes (1,2-dichloroethane, 1,1,1-trichloroethane, and 1,1,2,2-tetrachloroethane) have also been shown to be metabolized by hepatic cytochrome P450.

Food deprivation, more specifically a low intake of carbohydrates, and alcohol consumption enhance the metabolic transformation of the halogenated hydrocarbon solvents chloroform, carbon tetrachloride, 1,2-dichloroethane, 1,1,1-trichloroethane, and trichloroethylene. Carbon tetrachloride rapidly promotes lipid peroxidation and inhibits calcium sequestration, glucose-6-phosphatase activity, and cytochrome P450. The urinary excretion of the lipid metabolites formaldehyde, malondialdehyde, and acetone was increased after administration of CCl4. The increased excretion of these lipid metabolites may serve as noninvasive markers of xenobiotic-induced lipid peroxidation.219 Pretreatment of rats with large doses of vitamin A potentiates the hepatotoxicity of CCl4. Vitamin A enhances CCl4-induced lipid peroxidation and release of active oxygen species from Kupffer cells and possibly other macrophages activated by vitamin A.220 The in vivo formation of PGF2-like compounds (F2-isoprostanes) derived from free radical-catalyzed nonenzymatic peroxidation of arachidonic acid has been found to be considerably increased (up to 50-fold) in rats administered CCl4. F2-isoprostanes are esterified to lipids in various organs and plasma. The measurement of F2-isoprostanes may facilitate the investigation of the role of lipid peroxidation in human disease.221

Considerable indirect evidence suggests that the cytokine tumor necrosis factor contributes to the hepatic cellular damage resulting from toxic liver injury. By administering a soluble tumor necrosis factor receptor, the mortality from CCl4 was lowered from 60% to 16% in an experimental study. The degree of liver injury was reduced, as measured by levels of serum enzymes. There was no detrimental effect on liver regeneration. These results suggest that soluble tumor necrosis factor receptor may be of benefit in the treatment of toxic human liver disease.222

Cellular phosphatidyl choline hydroperoxide (PCOOH) and phosphatidyl ethanolamine hydroperoxide (PEOOH) were increased more than four times by exposure of cultured hepatocytes to CCl4, 1,1,1-trichloroethane, tetrachloroethylene, and 1,3-dichloropropene in a concentration of 10 mM. Peroxidative degradation of membrane phospholipids may play an important role in the cytotoxicity of some chlorinated hydrocarbons.223

It has been proposed that the nephrotoxicity of some compounds in this group is due to metabolic transformation in the kidney of the glutathione conjugates into the corresponding cysteine conjugates. The cysteine conjugates may be directly nephrotoxic or they may be further transformed in the kidney by renal cysteine conjugate β-lyase into reactive alkyl mercaptans.

Another toxic effect, more recently identified, is related to the arrhythmogenic properties of halogenated hydrocarbons. These were first reported with chloroform and trichloroethylene used as anesthetics; they have also been found to occur with occupational exposure and, more recently, in persons addicted to the euphoric effects of short-term exposure (solvent sniffer). Ventricular fibrillation secondary to myocardial sensitization to endogenous epinephrine and norepinephrine has been postulated as the mechanism underlying the arrhythmias and sudden deaths. Incorporation of halocarbons in the membrane of cardiac myocytes may block intercellular communication through modification of the immediate environment of the gap junctions. Inhibition of gap junctional communication is possibly a factor in the arrhythmogenic effects of acute halogenated hydrocarbon exposure.224

The hepatotoxicity of carbon tetrachloride has been studied extensively, both clinically and in various experimental models. The mechanisms of toxic liver injury, the underlying biochemical and enzymatic disruptions, and the corresponding ultrastructural changes have been progressively defined. Hepatic cirrhosis may follow repeated exposure to carbon tetrachloride. Hepatic perisinusoidal cells (PSCs) proliferate and are thought to be the principal source of extracellular matrix proteins during the development of liver fibrosis. These cells have been shown to be modulated into a synthetically active and contractile myofibroblast in the course of liver fibrosis.225

Simultaneous administration of trichloroethylene and carbon tetrachloride (0.05 ml/kg) resulted in a marked potentiation of liver injury caused by CCl4. Hepatocellular carcinoma developing several years after acute carbon tetrachloride poisoning has been reported.226 In other cases long-term exposure, even without overt acute toxicity, may lead to the same end result. In animal studies, carbon tetrachloride has proved a potent hepatocarcinogen. Chloroform and trichloroethylene have been shown to be hepatocarcinogens in animals.227 Human data are not available; no long-term epidemiological study has been reported, and the possibility exists that instances of hepatocellular carcinoma may have occurred in workers exposed to these substances without recognition of the etiological link between exposure and malignancy. That this is a possibility has been illustrated by the example of vinyl chloride. Hemangiosarcoma of the liver was identified as one of the possible effects of vinyl chloride exposure in 1974, and many cases have since been reported from various industrial countries. Some of these cases had occurred in prior years, but at that time the link between toxic exposure and malignancy had not been suggested. Only after the etiological association was established, both by the first human cases reported and by results of animal experiments,228 was information on many other cases published. There are indications that vinyl chloride may induce hepatoma as well as hemangiosarcoma. Vinylidene chloride has also come under close scrutiny, since animal data seem to
indicate a carcinogenic effect. Chemical enhancement of viral transformation of Syrian hamster embryonic cells has been demonstrated for 1,1,1-trichloroethane, 1,2-dichloroethene, 1,1-dichloroethane, chloroform, and vinyl chloride; oral chlorinated methanes and ethanes did not show such an effect.231 Exposure to halogenated hydrocarbons and other volatile organic compounds in the general environment, from various sources including contaminated water and toxic waste disposal sites, has received increasing attention during recent years. Methods have been developed to determine individual exposures with personal monitors to determine ambient air levels and special equipment for the collection of expired air samples in field settings; gas chromatography—mass spectroscopy analysis—has permitted adequate detection and has clarified patterns of relationships between breathing zone concentrations and results of breath analysis. In a study of students in Texas and North Carolina, air has been found to be the major source of absorption, except for two trihalomethanes, chloroform and bromodichloromethane. Estimated total daily intake from air and water ranged from 0.3 to 12.6 mg, with 1,1,1-trichloroethane at the highest concentrations.232 Monitoring of airborne levels of mutagens and suspected carcinogens, including linear and cyclic halogenated hydrocarbons, has been undertaken in many urban centers of the United States. Average concentration levels for halogenated hydrocarbons were in the 0 to 1 ppb range. Similar efforts have been undertaken regarding the monitoring of water contamination with halogenated hydrocarbons. Rivers, lakes, and drinking water from various sources have been tested. Analytical methods have been developed for the detection of volatile organic compounds, including chlorinated hydrocarbons, in fish and shellfish. Regional data from Germany indicate that approximately 25% of the groundwater samples contained more than 1 µg/L of a single solvent, most prominent being tri- and tetrachloroethene, 1,1,1-trichloroethane and dichloromethane, but also chloroform. Since the long-term effects of low-level exposure to halogenated hydrocarbon solvents, especially with regard to carcinogenicity and mutagenicity, are not known, it is necessary to monitor current exposures from all possible sources and to reduce such exposures to a minimum to protect the health of the general population.

**Carbon Tetrachloride**

The production of carbon tetrachloride in the United States has varied from 250 to 400 million kg in recent years. It is currently used mainly in the synthesis of dichlorofluoromethane (fluorocarbon 12) and trichlorofluoromethane (fluorocarbon 11); a small proportion is still applied as a solvent, most prominent being tri- and tetrachloroethene, 1,1,1-trichloroethane and dichloromethane, but also chloroform. Since the long-term effects of low-level exposure to halogenated hydrocarbon solvents, especially with regard to carcinogenicity and mutagenicity, are not known, it is necessary to monitor current exposures from all possible sources and to reduce such exposures to a minimum to protect the health of the general population.

Carbon tetrachloride has also been found in rivers, lakes, and drinking water. Through 1983, about 95% of all surface water supplies contained less than 0.5 µg/L of a single solvent, most prominent being tri- and tetrachloroethene, 1,1,1-trichloroethane and dichloromethane, but also chloroform. Since the long-term effects of low-level exposure to halogenated hydrocarbon solvents, especially with regard to carcinogenicity and mutagenicity, are not known, it is necessary to monitor current exposures from all possible sources and to reduce such exposures to a minimum to protect the health of the general population.

Carbon tetrachloride metabolites form irreversible covalent bonds to hepatic macromolecules, and binding of radiolabeled CCl₄ to DNA also occurs.232 Carbon tetrachloride is considered to be an Ames (Salmonella) assay negative carcinogen, but has been shown to be a bacterial mutagen under special conditions.232 Experimental evidence of carcinogenicity in mice and rats has accumulated. Liver tumors, including hepatocellular carcinomas, developed in various strains of mice, and benign and malignant liver tumors developed in rats.235 The carcinogenicity of CCl₄ is thought to derive from its cell proliferative effects.

**Prevention and Control**

The federal OSHA standard for a PEL for carbon tetrachloride exposure is 2 ppm. Replacement by less toxic substances, engineering controls, and enclosed processes are necessary. Respiratory protection should be available for emergency situations. Medical surveillance
must include careful evaluation of liver and kidney function, central and peripheral nervous system function, and the skin. The World Health Organization has adopted a guideline for permissible CCl₄ concentration of 0.005 mg/L in drinking water.

**Chloroform**

Chloroform is a colorless, very volatile liquid, with a boiling point of 61°C. Most of the more than 300 million pounds produced annually in the United States is used in the manufacture of fluorocarbons. Chloroform has also been used in cosmetics and numerous products of the pharmaceutical industry; the FDA banned these uses in 1976. Another application of chloroform has been as an insecticidal fumigant for certain crops, including corn, rice, and wheat. Chloroform residues have been detected in cereals for weeks after fumigation. They have also been found in food products, such as dairy produce, meat, oils and fats, fruits, and vegetables, in amounts ranging from 1 to more than 30 mg/kg.

The presence of chloroform in the water of rivers and lakes, in ground water, and in sewage treatment plant effluents has been documented at various locations. In drinking water, concentrations of 4–90 μg/L have been detected. Chlorination of water is thought to be responsible for the presence of chloroform in water.

Chloroform has toxic effects similar to those of carbon tetrachloride, but fewer severe cases have been reported after industrial exposure. Chloroform undergoes metabolic transformation; one of the metabolites has been shown to be phosgene (COCl₂). Metabolism by microsomal cytochrome P450 is obligatory for the development of chloroform-induced hepatic, renal, and nasal toxicity. Induction of cytochrome P450 results in a small dose-dependent increase in malondialdehyde and protein adducts formed by oxidative metabolites of chloroform.

The levels of protein and DNA adducts vary from species to species, and may contribute to species differences found in carcinogenicity bioassays. In some studies in rodents, no direct evidence of formation of liver DNA adducts could be detected. In other studies, covalent binding to liver and kidney proteins has been found in direct relationship with the extent of hepatic centrilobular and renal proximal tubular necrosis. Effects on immune function have been reported. Neither chloroform nor its metabolites had been thought to be directly DNA reactive, although more recent studies have demonstrated adducts formed by oxidative and reductive metabolites of chloroform in vivo in rats. In female rat glutathione-depleted hepatocytes, chloroform treatment at high doses resulted in a small dose-dependent increase in malondialdehyde deoxyguanosine adducts and DNA strand breakage. A statistically significant increase in the frequency of micronucleated cells was detected in rats given a single p.o. dose of chloroform (3.32 × baseline). Using gas exposure methodology, chloroform has been shown to be mutagenic in Salmonella. The carcinogenicity of chloroform is, nevertheless, still generally thought to be secondary to induced cytotoxicity and regenerative cell proliferation.

The National Cancer Institute report on the carcinogenic effect of chloroform in animals (hepatocellular carcinomas in mice and renal tumors in rats) draws attention again to the lack of long-term epidemiologic observations. As with other carcinogens, industrial exposure must not exceed the limit of detection, and appropriate engineering methods must be used to protect the health of employees. The NIOSH recommended a ceiling of 2 ppm. Environmental exposure of the general population to chloroform in water and food has also to be reduced to a minimum, given the fact that sufficient experimental evidence for the carcinogenicity of chloroform has accumulated.

**Trichloroethylene**

Trichloroethylene (TCE) is a colorless, volatile liquid with a boiling point of 87°C. Trichloroethylene was thought to be much less toxic than carbon tetrachloride and was used, to a large extent, to replace CCl₄ in many industrial processes. It is one of the most important chlorinated solvents. Its main applications have been as a dry-cleaning agent and a metal degreaser. In smaller amounts, it is used in extraction of fats and other natural products, in the manufacture of adhesives and industrial paints, and in the chemical industry, mainly in the production of fluorocarbons.

NIOSH has estimated that 3.5 million workers in the United States are occupationally exposed to trichloroethylene; about 100,000 are exposed full time. Trichloroethylene is absorbed rapidly through the respiratory route, and only a relatively small fraction of the amount inhaled is eliminated unchanged in the exhaled air. The metabolic transformation of trichloroethylene has been shown to proceed through formation of a complex with cytochrome P-450; several pathways can then follow:

- **Destruction of heme**
  - Formation of chloral, which can be reduced to trichloroethanol or oxidized to trichloroacetic acid
  - Formation of trichloroethylene oxide, which then decomposes into carbon monoxide and glycolate
  - Formation of metabolites that bind irreversibly to protein, RNA, and DNA

The relative proportion of these four different metabolic pathways can vary. Species differences in TCE metabolism have been demonstrated. Following a single oral dose of TCE of 1.5–23 mmol/kg, peak blood concentrations of trichloroethylene, trichloroacetate, and trichloroethanol were much greater in mice than in rats. Studies with human hepatocytes show interindividual differences in the capacity for cytochrome P450-dependent metabolism of TCE and increased CYP2E1 activity may increase susceptibility to TCE-induced toxicity in the human. Trichloroacetate, an inducer of hepatic tumors in mice, has been found to be an important metabolite of TCE in the mouse.

The levels of protein and DNA adducts vary from species to species, and may contribute to species differences found in carcinogenicity bioassays. In some studies in rodents, no direct evidence of formation of liver DNA adducts could be detected. In other studies, covalent binding to liver and kidney RNA and DNA in kidney, testes, lung, pancreas, and spleen was found. Chloral hydrate, a metabolite of trichloroethylene, was shown to be mutagenic in vitro and in vivo and induced sister chromatid exchanges and chromosomal aberrations. Significant increases in the average frequency of both DNA breaks and micronucleated cells were found in the kidney of rats following a single oral dose of TCE at one half the LD₅₀. Dichlorovinylcysteine, a metabolite of TCE thought to be responsible for the nephrocarcinogenicity of trichloroethylene, has been found to induce DNA double-strand breaks followed by increased poly(ADP-ribosyl)ation of nuclear proteins in cultured renal cells in male Wistar rats.

In humans, most trichloroethylene is metabolized to trichloroacetic acid and trichloroethanol. The urinary excretion of these metabolites can be used for biologic monitoring of trichloroethylene exposure; trichloroethanol excretion reaches its peak 24 hours after exposure, while trichloroacetic acid reaches its highest urinary level 3 days after exposure. Trichloroethylene has a depressant effect on the CNS; preanesthetic and narcotic symptoms can develop in rapid sequence with high concentrations of vapor. TCE is also an irritant to the skin, conjunctiva, and airways. Acute intentional trichloroethylene exposure was reported to cause neurological and cardiovascular toxicity, with palsy of the third, fifth, and sixth cranial nerves.

Hepatotoxicity and nephrotoxicity of trichloroethylene are much lower than those of carbon tetrachloride; there are few reports of acute fatal toxic hepatitis and only isolated reports of acute renal failure due to TCE. Among 70 workers exposed to trichloroethylene, significant differences between the exposed and controls were found for urinary levels of the nephrotoxicity markers N-acetylglucosaminidase and albumin, and for formic acid. In TCE-exposed rats, proximal tubular damage with significantly increased concentrations of N-acetyl-beta-D-glucosaminidase and low-molecular-weight-proteins in urine were detected.

Trichloroethylene can enhance the hepatotoxicity of carbon tetrachloride, possibly potentiating lipid peroxidation. Hepatotoxicity with moderate, long-term exposure has not been found in humans. Severe generalized dermatitis has been reported following TCE exposure; the susceptibility to such skin reactions was influenced by tumor necrosis factor genotype. Through its metabolite
Trichloroacetaldehyde promotes T-cell activation and related autoimmunity in mice exposed via drinking water. Exposure to concentrations of trichloroethylene in the occupational range can accelerate an autoimmune response and can lead to autoimmune disease in mice. The mechanism of this autoimmunity appears to involve, at least in part, activated CD4+ T cells that then produced inflammatory cytokines. Cardiac arrest and sudden deaths in young workers exposed to TCE have been reported repeatedly and have been attributed to ventricular fibrillation, through myocardial sensitization to increased levels of epinephrine. Recent studies have demonstrated the capacity of TCE to inhibit Ca2+ dynamics in cardiomyocytes.

Chronic effects on the central and peripheral nervous system have been described in TCE-exposed workers. Long-term exposure to low concentrations of TCE among people who consumed contaminated drinking water was found to be associated with neurobehavioral deficits. TCE has been shown to alter the fatty acid composition of mitochondria in neural cells in the rat. VEP amplitudes were significantly decreased in rabbits exposed to TCE via inhalation compared with VEPs obtained prior to exposure; a significant increase in VEP amplitude followed exposure at 700 ppm. Persistent mid-frequency hearing loss has been demonstrated in rats exposed to TCE, noted especially at 8 and 16 kHz. Cochlear histopathology revealed a loss of spiral ganglion cells. Brainstem auditory evoked potentials were depressed in TCE-exposed rats, with high-frequency hearing loss predominating. Dichloroacetylene, a metabolite of TCE, has been reported to cause trigeminal nerve dysfunction in the rat. Trichloroethylene has been shown to be a hepatocarcinogen in experimental animals. An increased incidence of hepatocellular carcinomas was found in mice, but this effect was not observed in rats, possibly due to differential rates of peroxisome proliferation induction. TCE metabolites were shown to bind to DNA and proteins in a dose-dependent manner in mouse liver. Kidney adenocarcinomas, testicular Leydig cell tumors, and possibly leukemia were found to be significantly increased in some experimental studies in rats. Epidemiological data have accumulated which suggest that TCE may be carcinogenic in humans. In a study of cancer incidence among 2050 male and 1924 female workers in Finland, those who were exposed to TCE had an increased overall cancer incidence when compared with that of the Finnish general population. Excesses of cancer of the stomach, liver, prostate, and lymphohematopoietic tissues were found. Among workers exposed for at least 1 year to TCE renal cell/urothelial cancers occurred in excess. Occupational exposure to trichloroethylene was reported to be associated with elevated risk for non-Hodgkin’s lymphoma among a large cohort of Danish workers. Associations of astrocytic brain tumors with trichloroethylene exposure among workers have been reported. A study of cancer mortality and morbidity among 1421 men exposed to TCE found no significant increase in cancer incidence or mortality at any site, but for a doubling of the incidence of nonmelanocytic skin cancer without correlation with exposure categories.

Trichloroethylene has been shown to induce congenital cardiac malformations in Sprague-Dawley rats when females were given TCE in drinking water before and during pregnancy. Residence near trichloroethylene-emitting sites was reported to be associated with an increased risk of congenital heart defects in the offspring of older women. Trichloroacetic acid may be the cardiac teratogenic metabolite. Trichloroethylene had no effect on reproductive function in mice at doses up to one-tenth of the oral LD50. TCE exposure does not produce dominant lethal mutations in mice. Trichloroethylene oxide, an intermediate metabolite of TCE formed by mixed function oxidase metabolism, has been reported to be highly embryotoxic in the Frog Embryo Teratogenesis Assay. Inhalation of TCE by male rats caused a significant reduction in absolute testicular weight and altered marker testicular enzymes activity associated with spermatogenesis and germ cell maturation, along with marked histopathological changes showing depletion of germ cells and spermatogenic arrest. TCE exposure led to impairment of sperm fertilizing ability in mice, attributed to TCE metabolites, chloral hydrate and trichloroethanol. Male rats exposed to TCE in drinking water exhibited a dose-dependent decrease in the ability to fertilize oocytes from untreated females, in the absence of treatment-related changes in combined tests/epididymides weight, sperm concentration, or sperm motility. Oxidative damage to sperm proteins was detected. Cytochrome P450-dependent formation of reactive intermediates in the epididymis and efferent ducts and subsequent covalent binding of cellular proteins may be involved in the male reproductive toxicity of TCE in the rat. Reduced oocyte fertilizability was found in rats following exposure to trichloroethylene; oocytes from exposed females had a reduced ability to bind sperm plasma membrane proteins.

Medical surveillance of populations currently exposed or exposed in the past is necessary, with special attention to long-term and potential carcinogenic effects, neurological effects, and liver and kidney function abnormalities. The present federal standard for a permissible level of occupational TCE exposure is 50 ppm. The IARC has classified TCE as probably carcinogenic to humans. A lower exposure limit has been proposed in view of information on carcinogenicity in animals. Exposure of the general population to TCE has received increasing attention. In 1977, the FDA proposed a regulation prohibiting the use of TCE as a food additive; this included the use of TCE in extraction processes in the manufacture of decaffeinated coffee and of spice oleoresins.

Trichloroethylene has been found in at least 460 of 1179 hazardous waste sites on the National Priorities List. Federal and state surveys have shown that between 9% and 34% of water supply sources in the United States are contaminated with TCE; the concentrations are, on the average, 1–2 ppb or less. Higher levels have been found in the vicinity of toxic waste-disposal sites; under such circumstances concentrations of several hundred up to 27,000 ppb have been detected. In 1989 the EPA established a drinking water standard of 5 ppb. A relationship between trichloroethylene exposure via drinking water during pregnancy and central nervous system defects, neural tube defects, and oral cleft defects was found (odds ratio ≥ 1.50). Long-term, low-level exposure to a mixture of common organic ground water contaminants (benzene, chloroform, phenol, and trichloroethylene) was shown to induce significant increases in hepatocellular proliferation in F344 rats, in the absence of histopathological lesions or an increase in liver enzyme values in serum. Synergy between TCE and CCl4 when administered in drinking water has been demonstrated in the rat.

**Perchloroethylene**

Perchloroethylene (PCE, tetrachloroethylene) is used in the textile industry for dry cleaning, processing, and finishing. More than 70% of all dry-cleaning operations in the United States use PCE. Another important use is in metal cleaning and degreasing. PCE is also a raw material for the synthesis of fluorocarbons. PCE is similar in most respects to trichloroethylene. Its hepatotoxicity, initially thought to be very low, has been well documented, with abnormal levels of liver enzymes after exposure and persistence of elevated urinary urobilinogen and serum bilirubin in asymptomatic persons. An arrhythmogenic effect of PCE has also been well documented in humans; premature ventricular contractions in young adults were frequent with high blood levels of PCE and disappeared completely after removal from exposure. Alteration of Ca2+ dynamics in cardiomyocytes is a common mechanism of cardiotoxic halogenated hydrocarbons’ action.

In a collaborative European study, renal effects of PCE exposure in dry cleaners were assessed by a battery of tests, and the findings compared with those of matched controls. Increased high molecular weight protein in urine was frequently associated with tubular alterations, including changes consistent with diffuse abnormalities along the nephron, in workers exposed to low levels of PCE (median 15 ppm). Generalized membrane disturbances were thought to account for the increased release of laminin fragments, fibronectin and glycosaminoglycans, for high molecular weight proteinuria, and
for increased shedding of epithelial membrane components from tubular cells at different locations along the nephron (brush border antigens and Tamm-Horsfall glycoprotein). These findings of early renal changes indicate that dry cleaners need to be monitored for chronic renal changes.302

Deaths due to massive PCE overexposure have occurred, especially in small dry cleaning establishments. Optic neuritis with residual tunnel vision has been described in an owner of a dry-cleaning shop exposed to PCE.303 Increases in the brain content of an astroglial protein (S-100) and of glutamine synthetase, a biomarker for astroglial hypertrophy, provide biochemical evidence of astroglial proliferation secondary to neuronal damage. Neurotoxic effects of PCE have been demonstrated in rodents. Effects on color vision in humans have been described. Abnormal chromatic responses and reduced contrast sensitivity were found in a two-and-a-half year-old boy following prenatal exposure to PCE.304

The metabolism of PCE is characterized by a cytochrome P450-catalyzed oxidative reaction that generates tri- and dichloroacetate as metabolites, compounds associated with hepatic toxicity and carcinogenicity. A glutathione conjugation pathway is associated with generation of reactive metabolites selectively in the kidneys and with Perc-induced renal toxicity and carcinogenicity. For biological monitoring of exposure to PCE, measurements of urinary trichloroacetic acid and blood levels of PCE can be used. A blood level of 1 mg/L found 16 hours after exposure corresponds to a TWA exposure of less than 50 ppm. Such an exposure was found to result in no adverse effects on the CNS, liver, or kidney. The excretion of urinary trichloroacetic acid is slow and, therefore, not very useful for biological monitoring. Concentrations of PCE in exhaled air may prove useful after recent exposure.

PCE is an animal carcinogen that produces increased incidence of renal adenomas, adenocarcinomas, mononuclear cell leukemia, and hepatocellular tumors. In chronic inhalation studies, PCE increases the incidence of leukemia in rats and hepatocellular adenomas and carcinomas in mice. Epidemiological studies on workers exposed to PCE are considered inconclusive. Liver cancer and leukemia, of a priori concern because of results in experimental animals, have not been found with increased frequency in dry-cleaning personnel. Rates for esophageal cancer and bladder cancer were elevated by a factor of two. The confounding effect of alcohol and cigarette smoking is to be considered, and other solvents may have played a role in bladder cancer incidence.305 The IARC and the EPA have classified PCE as a category 2B carcinogen. The NIOSH has designated PCE as a carcinogen and has recommended that occupational exposure be limited to the lowest feasible limit. In 1986, the ACGIH recommended a TLV-TWA of 50 ppm.

Mutagenicity tests with PCE have been negative. No increase in the rate of chromosomal aberrations or sister chromatid exchange has been found in workers occupationally exposed to PCE. In rats treated by gavage, malformations suggestive of teratogenicity were represented by microphthalmia (TCE, PCE); full-litter resorption and delayed parturition were caused by PCE.306

Contamination of the general environment with PCE has been documented. PCE exposure in 28 dry-cleaning establishments and in 25 homes occupied by dry cleaners in Modena, Italy, showed wide variations in PCE concentrations from establishment to establishment (2.6–221.5 mg/m3, 8-hour TWA personal sampling values). PCE inside the homes were significantly higher than in 29 houses selected as controls; alveolar air samples collected at home suggest that nonoccupational exposure to PCE exists for family members.307 PCE may be formed in small amounts through chlorination of water. It has been found in drinking water in concentrations of 0.5–5 µg/L. In trace amounts, it has also been detected in foodstuffs. The EPA has recommended that PCE in drinking water not exceed 0.5 mg/L.

**Methyl Chloroform**

Methyl chloroform (1,1,1-trichloroethane) has recently gained widespread use because of its relatively low toxicity. It is mostly used as a dry-cleaning agent, vapor degreaser, and aerosol vehicle and in the manufacture of vinylidene chloride. Hepato- and nephrotoxicity are low, but narcotic effects and even fatal respiratory depression have been reported. Cardiac arrhythmias due to myocardial sensitization to epinephrine have sometimes led to fatal outcomes. Methyl chloroform, rather than its metabolites, produces the arrhythmias.

Fetal cases of 1,1,1-trichloroethane poisoning have occurred. Intentional inhalation of typewriter correction fluid has resulted in deaths. 1,1,1-trichloroethane and trichloroethylene are the components of this commercial product. Decrease in the availability of toluene-based glues, because of measures to combat glue sniffing, has resulted in abuse of more accessible solvents, such as 1,1,1-trichloroethane. In subchronic inhalation experiments, 1,1,1-trichloroethane was shown to lead to a decrease in DNA concentration in several brain areas of Mongolian gerbils. These results were interpreted as indicating decreased cell density in sensitive brain areas.308

Technical-grade methyl chloroform often contains vinylidene chloride; elimination of this contaminant seems desirable in view of its potential carcinogenic and mutagenic risk.

**Vinyl Trichloride**

Vinyl trichloride (1,1,2-trichloroethane) is a more potent narcotic and is a potent hepatotoxic and nephrotoxic agent. Significant increases in hepatocellular carcinomas and adrenal pheochromocytomas have been found in mice, but not in rats. DNA adduct formation in vivo was found to occur to a greater extent in mouse liver than in rat liver.309 The IARC (1987) has classified 1,1,2-trichloroethane in group 3 (not classifiable as to its carcinogenicity in humans). The EPA (1988) has included 1,1,2-trichloroethane in category C (possible human carcinogen). The permissible level for occupational exposure to 1,1,2-trichloroethane is 10 ppm. The EPA (1987) has recommended that the concentration in drinking water not exceed 3 µg/L.

**Tetrachloroethane**

Tetrachloroethane (1,1,2,2-tetrachloroethane) is the most toxic of the chlorinated hydrocarbons. It is an excellent solvent and has been widely used in the past in the airplane industry, from which numerous cases of severe and even fatal toxic liver injury have been reported. This has prompted its replacement by other, less toxic solvents in most industrial processes. Toxic liver damage due to tetrachloroethane is known to have been associated with the development of cirrhosis of the liver. 1,1,2,2-Tetrachloroethane has produced hepatocellular carcinomas in mice. In rats, no significant increase in hepatocellular carcinomas was found. It has been recommended by NIOSH that occupational exposure to 1,1,2,2-tetrachloroethane not exceed 1 ppm.

**Vinyl Chloride**

Vinyl chloride, an unsaturated, asymmetrical chlorinated hydrocarbon, has found widespread use in the production of the polymer polyvinyl chloride. Although its industrial use had expanded in the 1940s and 1950s, it was not until 1973 that its hepatotoxicity and carcinogenicity310 were recognized. The acute narcotic effects had long been known; some rather unusual chronic effects had been reported in the 1960s, their main feature being Raynaud’s syndrome involving the fingers and hands, skin changes described as similar to those of scleroderma, and bone abnormalities with resorption and spontaneous fractures of the distal phalanges. This syndrome was reported under the name vinyl chloride acroosteolysis. In 1973 unusual hepatosplenic changes were described in vinyl chloride-exposed workers in Germany. Soon thereafter, the first cases of hemangiosarcoma of the liver were reported in workers of one vinyl chloride-polyvinyl chloride polymerization plant in the United States,311 and the search for similar cases elsewhere led to the identification of some 90 such otherwise rare tumors in workers of this industry in many industrialized countries.
The nonmalignant pathological changes in the liver are characterized by activation of hepatocytes, smooth endoplasmic reticulum proliferation, activation of sinusoidal cells including lipocytes, nodular hyperplasia of hepatocytes and sinusoidal cells, dilation of sinusoidal spaces, network-like collagen transformation of the sinusoidal walls, moderate portal fibrosis, and subcapsular fibrosis. An increased risk of developing liver fibrosis has been found by ultrasonography in asymptomatic workers who had high exposure to vinyl chloride.\textsuperscript{311} Portal hypertension has been the prominent feature in some cases of nonmalignant vinyl chloride liver disease; esophageal varices and bleeding have occurred. Fatty degenerative changes in the hepatocytes and focal necrosis have sometimes been observed and are thought to be more pronounced in cases studied shortly after cessation of toxic exposure.

The dilation of sinusoidal spaces and the proliferative changes of sinusoidal cells are precursors of the malignant transformation and the appearance of angiosarcomas. While the pathological characteristics of hemangiosarcomas may differ, and several types (sinusoidal, papillar, cavernous, and anaplastic) have been described, the biological characteristics are similar, with rapid growth and a downhill clinical course. No effective therapeutic approach has been identified.

Hemangiosarcoma of the liver is a very rare tumor, and therefore the identification of vinyl chloride as the etiologic carcinogen was facilitated. Excess lung cancers, lymphomas, and brain tumors have also been reported in some epidemiological studies. A significant mortality excess in angiosarcoma (15 cases), and cancer of the liver and biliary tract was found in a cohort of 10,173 men who had worked for at least one year in jobs with vinyl chloride exposure. The SMR for cancer of the brain was 180.\textsuperscript{312}

In experimental animals exposed to vinyl chloride, carcinomas of the liver (hepatomas) also occur; sometimes both hemangiosarcoma and hepatoma have been found in the same animal. Malignant tumors of kidney, lung, and brain have also been found with increased incidence. Vinyl chloride is a transplacental carcinogen in the rat. It is metabolically activated by liver microsomal enzymes to intermediates, beginning with chloroethylene oxide, a potent mutagen, that bind covalently to proteins and nucleic acids. Polymorphisms in cytochrome P450 2E1, aldehyde dehydrogenase 2, GSTT1, and a DNA-repair gene, x-ray repair cross-complementing group 1, were shown to influence the target cell population for angiosarcoma, the nonparenchymal cells, than in hepatocytes.\textsuperscript{313} Higher adduct concentrations in young rats may contribute to their greater susceptibility to VC-induced hepatic angiosarcoma as well as their particular susceptibility to hepatocellular carcinoma.\textsuperscript{314} Cytogenetic studies in workers have indicated that vinyl chloride produces chromosomal aberrations.\textsuperscript{315} The level of DNA single-strand breaks and other measures of DNA damage were increased in the peripheral lymphocytes of workers with high exposures to vinyl chloride.\textsuperscript{321,322} A decrease in exposure levels in the workplace was associated with a fall in the frequency of sister chromatid exchanges found in the lymphocytes of active workers.\textsuperscript{323}

The p53 tumor suppressor gene is often mutated in a wide variety of cancers, including angiosarcoma of the liver. Anti-p53 antibodies have been detected in sera of patients with a variety of cancers and can predate diagnosis of certain tumors such as angiosarcoma, making possible the identification of individuals at high cancer risk among the vinyl chloride-exposed workers.\textsuperscript{324} A significant association between cumulative vinyl chloride exposure and anti-p53 expression has been reported among workers,\textsuperscript{325} as well as a strong dose-response relationship between Asp13p21 and mutant p53 proteins levels and VC-exposure in workers.\textsuperscript{326} Activation of the Ki-ras 2 gene by GC→AT transition at the second base of codon 13 in human liver angiosarcoma associated with exposure to vinyl chloride has been recently reported. Experiments in rats exposed to vinyl chloride and developing liver angiosarcomas and hepatocellular carcinomas showed other sites of mutations affecting the Ha-ras gene in the hepatocellular carcinomas and the \textit{N}-ras A gene in angiosarcomas. The nature of the ras gene affected by a given carcinogen depends on host factors specific to cell types. The molecular pathways leading to tumors in humans and rats are different, and differences are detected within a given species between different cell types.\textsuperscript{327} Mutations of ras oncogenes and expression of their encoded p21 protein products are thought to have an important role in carcinogenesis. In five patients with angiosarcoma of the liver and heavy past exposure to vinyl chloride, four were found to have the mutation (Asp 13 c-Ki-ras) and to express the corresponding mutant protein in their tumor tissue and serum. In 45 VC-exposed workers with no evidence of liver neoplasia, 49% were positive for the mutant p21 in their serum. In 28 age-, gender-, and race-matched, unexposed controls, results were all negative.\textsuperscript{328} Prolonged VC exposure at 1100 ppm did not adversely affect embryo-fetal developmental or reproductive capability over two generations in rats.\textsuperscript{329} Active research on the metabolic transformations of vinyl chloride has also resulted in a better understanding of the metabolic transformations of other chlorinated hydrocarbons, identification of reactive intermediate products (epoxides), and structural reasons for higher or lower reactivity.

Tetrachloroethylene, 1,2-trans-dichloroethylene, and 1,2-cis-dichloroethylene have been found not to be mutagenic, while trichloroethylene, 1,1-dichloroethylene, and vinyl chloride are mutagenic. The respective epoxides have been found to be symmetrical and relatively stable for the first group but asymmetrical, unstable, and highly reactive for the second.
with 1,1-dichloroethylene was found, with increased levels of tumorlicity of DCE; mice are more susceptible than rats. DCE-mediated ble for GSH depletion, suggesting that it may be involved in hepatotoxic formation of mono- and diglutathione adducts. Species differences were effects. Conjugation of GSH with 1,1-dichloroethylene oxide leads to activation to electrophylic metabolites (1,1-dichloroethylene oxide, 2-methylene chloride). Vinylidene chloride (1,1-dichloroethylene or DCE), like other vinylidene chlorides, is a colorless liquid at room temperature; with a boiling temperature of 83.4°C, it is highly volatile. Ethylene dichloride has a rapidly increasing volume of annual production; approximately 10–13 billion pounds was manufactured in the United States in recent years. Most of it (approximately 75%) is used in the production of vinyl chloride; it has also found applications in the manufacture of trichloroethylene, PCE, vinylidene chloride, ethylene amines, and ethylene glycol. It is a frequent constituent of antiknock mixtures of leaded gasoline and a component of fungitoxic insecticides. Other uses are as an extractor solvent, as a dispersant for nylon, viscose rayon, styrene-butadiene rubber, and other plastics, as a degrading agent, as a component of paint and varnish removers, and in adhesives, soaps, and scouring compounds.

The main route of absorption is by inhalation; absorption through the skin is also possible. Ethylene dichloride is metabolized by cytochrome P450; chloroacetaldehyde and chloroacetic acid are the resulting metabolites. Microsomal cytochrome P450 and nuclear cytochrome P450 have been shown to metabolize ethylene dichloride. The possibility that the metabolic transformation of ethylene dichloride by nuclear cytochrome P450 may in part mediate its mutagenicity and carcinogenicity has been considered. Covalent alkylation of DNA by ethylene dichloride has been demonstrated. DNA damage following ethylene dichloride exposure was found in the stomach, liver, kidney, bladder, lung, and brain of mice. Narcotic and irritant effects occur during or soon after acute overexposure. Studies of workers with prolonged, unprotected exposure to ethylene dichloride found lower neuropsychological function in the domains of processing speed; attention; cognitive flexibility; motor coordination and speed; verbal memory; verbal fluency; and visuospatial abilities. These workers also showed disturbed mood, anorexia, and impaired vision. Liver, kidney, and lung of treated workers showed changes in liver function, liver regeneration, and hepatocellular damage. The toxicity of ethylene dichloride is mediated by its metabolites. The cytochrome P450 enzymes CYP2E1 and CYP2F2 catalyze the bioactivation of DCE to the epoxide in murine lung. An immunosuppressive effect in sera of mice treated with 1,1-dichloroethylene was found, with increased levels of tumor necrosis factor-alpha and IL-6 thought to contribute to this effect. In experimental studies, vinylidene chloride has been found to be carcinogenic in rats and mice: angiosarcoma of the liver, adenosarcoma of the liver, adenosarcoma of the kidney, and other malignant tumors have been produced in inhalation experiments. In a recent study, DCE caused renal tumors in male mice after inhalation. Renal tumors were not observed in female mice or in rats of either sex. Kidney microsomes from male mice bio- transformed DCE to chloroacetic acid. Cytochrome P450 2E1 was detected in male mouse kidney microsomes; the expression of this protein was regulated by testosterone and correlated well with the ability to oxidize p-nitrophenol, a specific substrate for cytochrome P450 2E1. In kidney microsomes from rats of both sexes and in six samples of human kidney (male donors), p-nitrophenol oxidase was detected. The data suggest that cytochrome P450 2E1 or a P450 enzyme with very similar molecular weight and substrate specificities is expressed only in male mouse kidney and bioactivates DCE. Workers occupationally exposed to vinylidene chloride have not been shown to have excessively high cancer mortality; nevertheless, the possibility of a carcinogenic risk for humans exposed to vinylidene chloride cannot yet be excluded. Vinylidene chloride has been shown to be mutagenic in several assay systems. Embryotoxicity and fetal malformations have been observed in rats and rabbits after inhalation exposure to maternally toxic concentrations. In studies using a chick model, significantly more embryonic deaths occurred in the DCE-treated group than in controls. Vinylidene chloride has not been shown to produce chromosomal toxic aberrations or sister chromatid exchanges. In some experiments, vinylidene chloride has induced unscheduled DNA synthesis in rat hepatocytes and has alkylated DNA and induced DNA repair in mouse liver and kidney; the validity of these results has been questioned. The IARC has concluded that no evaluation of the carcinogenic risk of vinylidene chloride in humans could be made. The recommended exposure standard for vinylidene chloride is 1 ppm.
dichloride in corn oil revealed a statistically significant excess of malignant and benign tumors. Glutathione conjugation is important in the metabolic transformation of 1,2-dichloroethane.

The metabolic pathways for 1,2-dichloroethane transformation are saturable; saturation occurs earlier after ingestion than after inhalation. Such differences in metabolic transformation have been thought to explain differences in results of experimental carcinogenicity studies, postive after oral administration but negative in inhalation experiments. An increased frequency of sister chromatid exchanges has been found in the lymphocytes of workers with exposure to low levels of ethylene dichloride. A statistically significant increase in sister chromatid exchanges was detected in bone marrow cells of mice after acute 1,2-dichloroethane exposure. Ethylene dichloride has been found to be mutagenic in a variety of bacterial systems and to enhance the viral transformation of Syrian hamster embryo cells. Testing for teratogenic effects and dominant lethal effects in mice was negative.

Environmental surveys conducted by the EPA have detected 1,2-dichloroethane in groundwater sources in the vicinity of contaminated sites in concentrations of about 175 ppb (geometric mean). In a survey of 14 river basins in heavily industrialized areas in the United States, 1,2-dichloroethane was present in 53% of more than 200 surface water samples. In drinking water, the compound has been detected at concentrations ranging from 1 to 64 μg/L. The OSHA PEL for occupational exposure is 1 ppm. The MCL for drinking water has been regulated by the EPA at 0.005 mg/L. In a study of 1,2-dichloroethane for its carcinogenic potential in group 2B.

### Ethylene Dibromide

Ethylene dibromide (1,2-dibromoethane, BrCH₂CH₂Br) is a colorless liquid with a boiling point of 131°C. One of the most important uses is in antiknock compounds added to gasoline to prevent the deposition of lead on the engine cylinder. It has also been used as a fungicide for grains, fruit, and vegetables, as a soil fumigant, as a special solvent, and in organic synthesis.

EDB has an irritant effect on the skin, with possible development of erythema, blistering, and ulceration after prolonged contact. It is also a potent eye and respiratory mucosal irritant. Systemic effects include CNS depression, after accidental ingestion, hepato cellular necrosis and renal proximal tubular epithelial necrosis have been reported. Cases of fatal EDB poisoning have been reported. In experimental studies, hepato toxicity and nephrotoxicity have been found at exposure levels of 50 ppm in all animals tested (rats, guinea pigs, rabbits, and monkeys).

EDB has been shown to produce significant decreases in cytochrome P450 levels in liver, kidney, testes, lung, and small intestine microsomes. Hepatic microsomal mixed-function oxidase activities decreased in parallel with the cytochrome P450 content. Dibromoalkane cytotoxicity is due to lipid peroxidation as well as cytochrome P450-dependent formation of toxic bromoaldehyde metabolites which can bind with cellular macromolecules. Dibromoethane-GSH conjugates also contribute to EDB cytotoxicity.

The liver toxicity of several halogen compound mixtures has been studied. Carbon tetrachloride (CT) and trichlorobromomethane (TCBM) undergo dehalogenation via the P450-dependent enzyme system. 1,2-dichloroethane (DCE) and 1,2-dibromoethane (EDB) are mally conjugated with the cytosolic GSH by means of GSH-S-transferase. The mixture TCBM and DCE shows a more than additive action on lipid peroxidation and liver necrosis. TCBM, like CT, reduces hepatic levels of GSH-S-transferase, increasing the amount of EDB available for P450-dependent metabolism, with the production of toxic metabolites. The toxicity of mixtures of halogen compounds can be partly predicted. When their metabolism is quite different, a synergistic toxicity can occur if one pathway interferes with a detoxification mechanism of the other compound.

EDB exerts a toxic effect on spermatogenesis in bulls, rams, and rats, with oligospermia and degenerative changes in spermatocytes. Effects of EDB on spermatogenesis have been studied in 46 men employed in papaya fumigation; the highest measured exposure was 260 ppb. When compared with the geometric mean was compared with a nonexposed reference group, there were statistically significant decreases in sperm count, in percentage of viable and mobile sperm and in the proportion of sperm with specific morphologic abnormalities.

A teratogenic effect is suspected; in rats and mice an increased incidence of CNS and skeletal malformations was found to be related to EDB exposure. GSH-S-transferase occurs abundantly in the human fetal liver. 1,2-dibromoethane is metabolized with high efficiency. Significant bioactivation with a possibility of only limited detoxification via cytochrome P450-dependent oxidation suggests that the human fetus may be at greater risk from DBE toxicity than the adult. GSH-S-transferase (GST) from human fetal liver was purified and at least five isozymes of GST were found. All the isozymes of GST in human fetal liver metabolized EDB. Bioactivation of EDB by the GST isozyme P-3 resulted in toxicity to cultured rat embryos. The central nervous system, optic and olfactory system, and the hind limb were most significantly affected. A dose-dependent increase of renal malformations was detected in EDB-treated chick embryos. EDB may be classified as a suspected developmental toxicant in humans. The embryotoxic effects of EDB bioactivation, mediated by purified rat liver GST, were investigated using rat embryos in culture. EDB activation caused a significant reduction in general development structures. Most affected were the central olfactory system and the central nervous system.

The carcinogenicity of EDB has been well documented in several bioassays on rats and mice exposed through various routes, including inhalation of 10 and 40 ppm. An increased incidence of various malignant tumors occurred in one or both sexes of one or both species tested. Among these were tumors of the mammary gland and nasal cavity, alveolar bronchiolar carcinomas, hemangiosarcomas, and tumors of the adrenal cortex and kidney. An epidemiological study of a relatively small group of EDB-exposed workers suggests an increase in total mortality and total deaths from malignant diseases in the population with higher exposure.

Mutagenic effects of EDB have been detected in several test systems. EDB is considered to be a bifunctional alkylating agent because of the two replaceable bromine atoms. It may form covalent bonds with cellular constituents; the reaction with DNA is thought to be especially important, with possible covalent cross-links between DNA strands. Irreversible binding of EDB to DNA and RNA has been demonstrated. A complex between reduced glutathione and EDB seems to be implicated in the covalent binding of EDB to DNA; this is unusual in that glutathione seems to play a role in the bioactivation of the carcinogen, as opposed to its more typical detoxification reactions. The major DNA adduct (greater than 95% of the total) resulting from the bioactivation of EDB by conjugation with GSH is S-(2-[[N7-guanyl]ethyl] GSH. Other adducts are present at much lower levels. At least two pathways for 1,2-dibromoethane-induced mutagenicity, dependent on the DNA repair enzyme alkyltransferase, via reaction of EDB with alkyltransferase at its cysteine acceptor site, have been demonstrated. Evidence for deregulation by EDB of the genes controlling cell cycling has been reported.

Environmental exposure of the general population to EDB has recently received increased attention. Several uses of EDB—as an antiknock additive in leaded gasoline, for soil fumigation, fumigation of citrus and other fruit to prevent insect infestation, and treatment of grain-milling equipment—have resulted in contamination of air, water, fruit, grain, and derived products.

EDB has been found in groundwater in areas where it had been extensively used for soil fumigation. In the air of major cities, levels of EDB ranging from 16 to 59 ppt have been detected. Citrus fruits that had been fumigated were found to contain amounts of EDB of several hundred parts per billion; in lychee fruit (imported from Japan to Taiwan) levels varying from 0.14 to 2.18 ppm were detected. An important and rather wide-spread contamination problem is that of EDB residues in commercial flour; levels from 8 ppb to 4 ppm were detected. In some ready-to-eat food products levels up to 260 ppb were found.

In 1983, the EPA introduced regulations to discontinue the use of EDB for soil fumigation, grain fumigation, treatment of grain-milling equipment, and postharvest fruit fumigation. In 1984, the EPA recommended guidelines for acceptable levels of the chemical in food for human consumption, based on samplings of grain stocks.
Methyl Chloride and Methyl Bromide

Methyl chloride and methyl bromide are gases at normal temperatures. Methyl chloride (CH₃Cl) is used in the chemical industry as a chlorinating agent but mainly as a methylating agent; it is also used in oil refineries for the extraction of greases and resins, as a solvent in the synthetic rubber industry, and as an expanding agent in the production of polystyrene foam. In recent years, methyl chloride has been used primarily in the production of methyl silicone polymers and resins and organic lead additives for gasoline. Methyl bromide (CH₃Br) is used as a fumigant for soil, grain, warehouses, and ships. Other important uses are as a methylating agent, a herbicide, a fire-extinguishing agent, a degreaser, in the extraction of oils, and as a solvent in azo dye manufacture. Currently most of the methyl bromide produced in the United States is used to manufacture pesticides.

Methyl chloride and methyl bromide are irritants; exposure to high concentrations may result in toxic pulmonary edema. They are potent depressants of the CNS, with high exposure, toxic encephalopathy with visual disturbances, tremor, delirium, convulsions, and coma may occur and may be fatal. Inhibition of creatine kinase activities in brain appears to be a sensitive indicator of methyl bromide intoxication, and may be related to genesis of its neurotoxicity. Permanent neurological deficits have been reported after recovery from acute toxic encephalopathy caused by methyl chloride and methyl bromide. Hepatotoxic and nephrotoxic effects may also occur.

Fatal poisonings after accidental exposure to high concentrations of methyl bromide, used as a fumigant, have occurred. In California in recent years, the most frequent cause of methyl bromide-related fatalities has been unauthorized entry into structures under fumigation. Toxic acute pulmonary edema, with hemorrhage, has been the most frequently reported lesion in such cases.

Systemic methyl bromide poisoning developed in nine greenhouse workers after acute inhalational exposure on two consecutive days. Measurements of CH₃Br at the site within hours after the accident suggested that exposure on the second day may have been in excess of 200 ppm (800 mg/m³). Two patients needed intensive care for several weeks because of severe myoclonus and toxic-clonic generalized convulsions which could be suppressed effectively only by thiopental. Prior, subchronic exposure to methyl bromide and high-serum bromide (Br⁻) concentrations are likely to have contributed to the severity of the symptoms. Methyl bromide nonfatal poisoning in a young woman due to leakage of old fire extinguishers was characterized by major action and intention myoclonus on the day following exposure, associated with an initial plasma bromide level of 202 mg/L, 40-fold in excess than the commonly accepted tolerance limit, that decreased slowly to normal levels within 2 months. A case of early peripheral neuropathy, confirmed with nerve conduction velocity testing that demonstrated axonal neuropathy, and central nervous system toxicity as a result of acute predominantly dermal exposure to methyl bromide has been reported. Worker and community notification of the hazard whenever fumigation takes place are absolutely necessary. Methyl chloride, methyl bromide, and methyl iodide are alkylation agents; all three are direct mutagens in in vitro tests. Monohalogenated methanes (methyl chloride, methyl bromide, and methyl iodide) produced DNA adducts 7-methylguanine and O6-methylguanine in exposed rats.

[14C]-methyl bromide was administered to rats orally or by inhalation. DNA adducts were detected in the liver, lung, and stomach. [14C]-3-methyladenine, [14C]-7-methylguanine, and [14C]-O6-methylguanine were identified. A systemic DNA-alkylating potential of methyl bromide was thus demonstrated.

Sister chromatid exchange (SCE) was determined in the lymphocytes of methyl bromide fumigators as an additional biomonitoring parameter. The determination of blood protein adducts can be applied for evaluation of environmental exposure. A hitherto unknown GST in human erythrocytes displays polymorphism: three quarters of the population (conjugators) possess, whereas one quarter (nonconjugators) lack this specific activity. Individuals with nonfunctional GSTT1 entirely lack the capacity to metabolize methyl chloride. A standard method for identification of conjugators and nonconjugators with the use of methyl bromide and gas chromatography (head space technique) has been developed. Methyl bromide, ethylene oxide, and dichloromethane (methylene chloride) were incubated in vitro with whole blood samples of conjugators and nonconjugators. All three substances led to a marked increase of SCEs in the lymphocytes of nonconjugators. A protective effect of the GST activity in human erythrocytes for the cytogenetic toxicity of these chemicals in vitro is thus confirmed.

The formation of formaldehyde from dichloromethane (methylene chloride) is influenced by the polymorphism of GST theta, in the same way as the metabolism of methyl bromide, methyl chloride, methyl iodide, and ethylene oxide. Carcinogenicity of dichloromethane in long-term inhalation exposure of rodents has been attributed to metabolism of the compound via the GST-dependent pathway. Extrapolation of the results to humans for risk assessment should consider the newly discovered polymorphic enzyme activity of GST theta.

Methyl chloride has produced a teratogenic effect (heart malformation) in offspring of pregnant mice exposed by inhalation. Methyl chloride and methyl bromide have been shown to produce testicular degeneration. The hemoglobin adduct methyl cysteine has been proposed as a biological indicator of methyl bromide exposure. The NIOSH recommends that methyl chloride and methyl bromide be considered as potential occupational carcinogens. The IARC (1986) found the evidence of carcinogenicity in humans and animals inconclusive. The 1987 TLV for methyl chloride is 50 ppm; for methyl bromide, it is 5 ppm. The U.S. Clean Air Act mandated a phase-out of the import and manufacture of methyl bromide because of its effects on the ozone layer of the atmosphere, beginning in 2001 and culminating with a complete ban, except for quarantine and certain pre-shipment uses and exempted critical uses, in January 2005.

Chloroprene

Chloroprene (2-chloro-1,3-butadiene, H₂C = CCl-CH₂ = CH₂) is a colorless, flammable liquid with a low boiling point of 59.4°C. The major use is as a monomer in the manufacture of synthetic rubber, neoprene, since it can polymerize spontaneously at room temperature. The annual neoprene production in the United States is approximately 400 million pounds. Inhalation of vapor and skin absorption are the routes of absorption. It is metabolized to the monoepoxides, 2-chloro-2-ethenylloxirane and (1-chloroethenyl)oxirane, a demonstrated mutagen, together with electrophilic chlorinated aldehydes and ketones. The epoxide intermediate of chloroprene may cause DNA damage in K-ras and H-ras proto-oncogenes of B6C3F1 mice following inhalation exposure. Mutational activation of these genes may be critical events in the pathogenesis of forestomach neoplasms induced in the B6C3F1 mouse. Chloroprene is an irritant of skin and mucosa (eyes, respiratory tract); it is a potent CNS depressant and has definite liver and kidney toxicity. In rats, exposure to 80 ppm chloroprene or higher concentrations caused degeneration and metaplasia of the olfactory epithelium and exposure to 200 ppm caused anemia, hepatocellular necrosis, and reduced sperm motility. Chloroprene is also associated with chloroprene exposure in humans. An excess of lung cancer and skin cancer in workers has been reported by Russian investigators; the mean age of chloroprene-exposed workers with cancer was significantly younger than that in other groups. A more recent retrospective cohort mortality study of chloroprene-exposed workers found an elevated risk of liver cancer. The methodological limitations of these studies preclude firm conclusions on the carcinogenicity of chloroprene. A cohort study of...
chloroprene production and polymerization workers gave negative results with regard to lung cancer but raised the possibility of an increased incidence of gastrointestinal cancer and hematopoietic and lymphatic cancer. Methodological difficulties of this latter study make it impossible to reach definitive conclusions.

Chloroprene is classified in Group 2B (possibly carcinogenic to humans) by the International Agency for Research on Cancer on the basis of sufficient evidence for carcinoogenicity at multiple organ sites in both mice and rats exposed by inhalation. The results of the studies from China, Armenia, and Russia suggest an excess risk of liver cancer. Based on animal experimental studies, chloroprene is listed in the National Toxicology Program’s Report on Carcinogens as reasonably anticipated to be a human carcinogen.

An immunosuppressive effect of chloroprene is suspected. Chloroprene produces degenerative changes in male reproductive organs. Reproductive capacity in male mice and rats was affected after inhalation of chloroprene in concentrations of 12–150 ppm. Reductions in the number and mobility of sperm and testicular atrophy have been observed in rats after chloroprene exposure. In experiments on rats and mice, it was also found to be embryotoxic.

Although chloroprene has been shown to be mutagenic in several test systems, the genotoxicity of 2-chloro-1,3-butadiene, probably responsible for mutagenic properties of aged chloroprene, were identified as cyclic chloroprene byproducts of chloroprene, thought to be more toxic than fluoroalkanes. Chromosome aberrations have been reported in bone marrow cells of exposed rats. In several groups of chloroprene-exposed workers, an increased incidence of chromosome aberrations in peripheral blood lymphocytes was noted.

Prevention. Occupational exposure to chloroprene should be limited to a maximum concentration of 1 ppm. Protective equipment to exclude the possibility of skin absorption, safety goggles, and air-supplied respirators are necessary to minimize exposure. Medical surveillance must be aimed not only at detection of short-term toxic and irritant effects but also at long-term effects on the CNS, liver and kidney function, reproductive abnormalities, and cancer risk.

Fluorocarbons

Fluorocarbons are hydrocarbons with fluorine, often with additional chlorine or bromine substitution of hydrogen atoms in their molecules. Most of them are nonflammable gases, and some are liquids at room temperature. Contact with open flame or heated metallic objects results in decomposition products, some of which are highly irritant, especially with chlorofluorocarbons (hydrogen fluoride, hydrogen chloride, phosgene, chlorine).

The fluorocarbons are used as refrigerants (Freon is one of the most widely used trademarks), as aerosol propellants, in fire extinguishers, for degreasing of electronic equipment, in the production of polymers, and as expanding agents in the manufacture of plastic foam. The use of perfluorocarbons emulsified in water as blood substitutes (artificial blood) is an area of intensive investigation. Exposure to fluorocarbons in chemical plant operations and production is generally low but highly variable; high exposures can occur in areas without proper ventilation, during tank farm operations, tank and drum filling, and cylinder packing and shipping. Exposure to fluorocarbons can also occur during manufacturing, servicing, or leakage of refrigeration equipment.

The use of fluorocarbons as solvents in the electrical and electronic industry can generate higher exposures, especially when open containers are used. Emissions of fluorocarbons from plastic foams, where they have been entrapped during foam blowing, is another source of exposure. Use of fluorocarbons in sterilization procedures for reusable medical equipment, mostly with ethylene oxide, does not usually generate major exposures. Fluorocarbons, especially trichlorofluoromethane (FC 11), have been used in the administration of certain drugs by inhalation, mostly sympathomimetics and corticosteroids, for the treatment of asthma.

Fluorocarbons with the widest use are the following:

- Bromotrifluoromethane
- Dibromodifluoromethane
- Dichlorodifluoromethane
- Dichloromonofluoromethane
- Dichlorotetrafluoroethane
- Fluorotrifluoromethane
- 1,1,1,2-Tetrachloro-2,2-difluoroethane
- 1,1,2,2-Tetrachloro-1,2-difluoroethane
- 1,1,2-Trichloro-1,2,2-trifluoroethane
- Bromochlorotrifluoroethane
- Chlorodifluoromethane
- Chloropentafluoroethane
- Chlorotrifluorothylene
- Chlorotrifluoromethane
- Difluoroethylene
- Fluoroethylene
- Hexafluoropropylene
- Octafluorocyclobutane
- Tetrafluoroethylene

Irritative effects of fluorocarbons are mild; after exposure to decomposition products, such effects may be severe. A bronchoconstrictive effect after inhalation of fluorocarbons has been demonstrated to occur at concentrations higher than 1000 ppm. Four cases of toxic pneumonitis due to direct inhalation of industrial fluorocarbon were reported. Narcotic effects occur at high concentrations. Liver and kidney toxicity have been reported with fluoroalkenes, thought to be more toxic than fluoroalkanes. Fatalities have been reported after acute overexposure to high concentrations of fluorocarbons used as refrigerants; in some of these cases simultaneous exposure to methyl chloride or to phosgene (a decomposition product of fluorocarbons) made it difficult to assess the contribution of fluorocarbon exposure to the lethal outcome.

Perfluorooctane sulfonate is a degradation product of sulfonyl-based fluorochemicals that are used extensively in industrial and household applications. It is environmentally persistent, and humans and wildlife are exposed to this class of compounds from several sources. Toxicity tests in rodents have raised concerns about its potential developmental, reproductive, and systemic effects, and exposure to perfluorooctane sulfonate has been shown to affect the neuroendocrine system in rats and to increase the permeability of cell and mitochondrial membranes. Inhibitory effects of perfluorooctane sulfonate on gap junctional intercellular communication, necessary for normal cell growth and function, has been demonstrated in rats. A wide range of birth defects, including cleft palate, anasarca, ventricular septal defect, and enlargement of the right atrium, were seen in both rats and mice exposed to this compound, but not in rabbits. A related compound, perfluorooctanoic acid, a potent peroxisome proliferator reported to increase the incidence of hepatic, pancreas and Leydig cell adenomas in rats, caused significant atrophy of the thymus and spleen in mice.

A significant increase in the number of deaths from bronchial asthma was observed in Great Britain and found to coincide in time with the introduction and use of bronchodilator aerosols with fluorocarbon propellants. After withdrawal of these products from over-the-counter sale, the number of deaths from bronchial asthma decreased significantly. Numerous deaths due to inhalation of fluorocarbon FC 11 (trichlorofluoromethane) have occurred. Addiction to fluorocarbon propellants in bronchodilator aerosols has been reported.

Experimental evidence from studies on various animal species, documenting the arrhythmogenic properties of fluorocarbons, has established that sudden deaths due to cardiac arrhythmias, most probably through a mechanism similar to that identified for many chlorinated...
hydrocarbons, can occur with exposure to fluorocarbons. Trifluoro- 
roidomethane (CF3I) and 1,2,2,3,3-heptfluoro-1-iodopropane 
(CF3FI) were shown to be cardiac sensitizers to adrenaline in dogs.17

Mutagenicity tests were conducted on a series of fluorocarbons in 
two in vitro systems. Chlorodifluoromethane (FC 22), chlorofluoro- 
methane (FC 31), chlorodifluoromethane (FC 142b), and trifluoroethane 
(FC 143a) gave positive results in one or two of the tests. Potential 
carcinogenicity was considered, and limited carcinogenicity bioassays 
have indicated that FC 31 and FC 153 were potent carcinogens.39

Tetra-
fluoroethylene, used in the production of Teflon, was shown to have 
hepatocarcinogenic activity in mice after 2 years of exposure.388 Perflu-
oroctane sulfonate and perfluorooctanoic acid have been shown to 
have adverse developmental effects in rodents.394

Fluorocarbons that are lighter than air accumulate at high alti-
tudes, where they may interact with and degrade the ozone layer, 
leading to penetration to the earth’s surface of greater amounts of 
ultraviolet light. The problem of the ozone layer depletion is thought 
to be more specifically related to the fully halogenated, nonhydro-
genated fluorocarbons, which produce free radical reactions with 
ozone by photodissociation in the upper atmosphere. Regulatory 
action has been taken to eliminate the use of fluorocarbon aerosol 
products in the United States. Other aspects of fluorocarbon use are 
still under consideration.

**ALCOHOLS AND GLYCOLS**

Alcohols are characterized by the substitution of one hydrogen atom 
of hydrocarbons by a hydroxyl (–OH) group; glycols are compounds 
with two such hydroxyl groups. Both are used extensively as sol-
vents. Under usual industrial exposure conditions, alcohols and gly-
cols do not represent major acute health hazards, mostly because their 
volatility is much lower than that of most other solvents.

Cases of severe poisoning with methyl alcohol or ethylene glycol are 
usually caused by accidental ingestion. They have an irritative 
effect on mucous membranes; the narcotic effect is much less pro-
minent than with the corresponding hydrocarbons or halogenated hydro-
carbons. Glycols are liquids with low volatility; the low vapor pressure 
prevents significant air concentrations, except when the compounds are 
heated or sprayed. Inhalation or skin contact does not usually result in 
asorption of toxic amounts; accidental ingestion accounts for the 
majority of poisoning cases. Glycols are used mainly as solvents and, 
because of their low freezing point, in antifreeze mixtures.

**Methyl Alcohol**

Methyl alcohol (methyl alcohol, wood alcohol, CH3OH) is used in the 
chemical industry in the manufacture of formaldehyde, methacry-
lates, ethylene glycol, and a variety of other compounds such as 
plastics, celluloid, and photographic film.2,3 It is also used as a sol-
vent for lacquers, adhesives, industrial coatings, inks, and dyes and 
in paint and varnish removers. It is used in antifreeze mixtures, as 
an additive to gasoline, and as an antidetonant additive for aircraft 
fuel. An experimental study of 26 human volunteers exposed for 
4 hours to 200 ppm methanol vapor in a randomized, double blind 
study using a whole-body exposure chamber. No significant differ-
ences in serum formate concentrations between exposed and con-
tral groups were detected. It was concluded that at 200 ppm, 
methanol exposure does not contribute substantially to endogenous 
formate quantities.391

Methyl alcohol is a moderate irritant and depressant of the CNS. 
Systemic toxicity due to inhalation and skin absorption of methyl 
alcohol has been reported with very high exposure levels because of 
large amounts being handled in enclosed spaces. Accidental ingestion 
of methyl alcohol can be fatal; after a latency period of several hours 
(longer with smaller amounts), neurological abnormalities, visual dis-
turbances, nausea, vomiting, abdominal pain, metabolic acidosis, and 
coma may occur in rapid sequence.

Toxic optic retrobulbar neuritis is a specific effect of methyl alco-
hol and may result in permanent blindness due to optic atrophy. In a rat 
model, functional changes preceded structural alterations. Histopatho-
logical changes were most pronounced in the outer retina with evidence 
of inner segment swelling, photoreceptor mitochondrial disruption, and 
the appearance of fragmented photoreceptor nuclei in the outer nuclear 
layer. The nature of both the functional and structural alterations 
observed is consistent with formate-induced inhibition of mitochon-
drial energy production, resulting in photoreceptor dysfunction and 
pathology.392 Bilateral putaminal necrosis is often recognized radio-
logically in severe methanol toxicity. A case of bilateral putaminal and 
cerebellar cortical lesions demonstrable on CT and MRI has been 
reported.393 Putamen and white matter necrosis and hemorrhage was 
found at autopsy in a case of fatal methanol poisoning.395 Nephrotic 
effects and toxic pancreatitis have also been reported. Methyl alcohol 
is slowly metabolized to formaldehyde and formic acid; the extent to 
which these metabolites are responsible for the specific toxic effects has 
not been completely clarified. Acute renal injury has been described 
following acute methanol poisoning.396 Formate metabolism to CO2 is 
governed by tissue H4folate and 10-formyltetrahydrofolate dehydro-
genase (10-FTGDH) levels; 10-FTGDH was found to be present in 
rat retina, optic nerve, and brain. It was concluded that, in rats, target 
tissues possess the capacity to metabolize formate to CO2 and may be 
protected from formate toxicity through this folate-dependent 
system.396

Non-primate laboratory animals do not develop the characteris-
tic human methanol toxicities even after a lethal dose.397 In humans, 
methanol causes systemic and ocular toxicity after acute exposure. 
The folate-reduced (FR) rat is an excellent animal model that mimics 
characteristic human methanol toxicity. Blood methanol levels were 
not significantly different in FR rats compared with folate-sufficient 
rats. FR rats, however, had elevated blood and vitreous humor formate 
concentrations, abnormal electroretinograms at 48 hours postdose, suggesting that 
formate is the toxic metabolite in methanol-induced retinal toxicity.398

Methanol exposure during growth spurt period in rats adversely 
causes the developing brain, the effect being more pronounced in 
folate-deficient rats as compared to rats with adequate levels of folate 
in the diet, suggesting a possible role of folic acid in methanol-induced 
neurotoxicity.396

In long-term exposure studies with rats, methyl alcohol was 
demonstrated to be carcinogenic for various organs and tissues.400 
Methanol is believed to be teratogenic based on rodent studies may 
result from the enzymatic biotransformation of methanol to formalde-
hyde and formic acid, causing increased biological reactivity and tox-
icity. A protective role for the antioxidant glutathione (GSH) has been 
described.401 Formaldehyde is the most embryotoxic methanol 
metabolite and elicits the entire spectrum of lesions produced by 
methanol.402 Cell death plays a prominent role in methanol-induced 
dysmorphogenesis.400 Methyl groups from (14)C-methanol are incor-
porated into mouse embryo DNA and protein. Methanol exposure 
may increase genomic methylation under certain conditions which 
could lead to altered gene expression.404

The management of methanol poisoning includes standard sup-
portive care, the correction of metabolic acidosis, the administration of 
folic acid, the provision of an antidote to inhibit the metabolism of 
methanol to formate, and selective hemodialysis to correct severe meta-
abolic abnormalities and to enhance methanol and formate elimination. 
Although both ethanolic and fomepizole are effective, fomepizole is the 
preferred antidote for methanol poisoning.405

**Prevention.** The federal standard for methanol exposure is 200 ppm.5 
Warning signs must be posted wherever methyl alcohol is stored or 
can be present in the working environment, with emphasis on the 
extreme danger of blindness if swallowed. Employees’ education and 
training must be thorough. Medical surveillance with attention to 
visual, neurological, hepatic, and renal functions is necessary. Formic 
acid in urine and methyl alcohol in blood can be used for the assess-
ment of excessive exposure.
Allyl Alcohol
Allyl alcohol (H₂C = CHCH₂OH) is a liquid with a boiling point of 96.0°C. It is used in the manufacture of allyl esters and of monomers for synthetic resins and plastics, in the synthesis of a variety of organic compounds, in the pharmaceutical industry, and as a herbicide and fungicide.

Absorption occurs through inhalation and percutaneous penetration. Allyl alcohol is a potent irritant for the eyes, the respiratory system, and the skin. Muscle pain underlying the site of skin absorption, lacrimation, photophobia, blurring of vision, and corneal lesions have been reported. Allyl alcohol exhibits perportal necrotic hepatotoxicity in rats, due to its bioactivation to acrolein and subsequent protein sulphydryl loss and lipid peroxidation. This effect is enhanced by exposure to bacterial endotoxins and by caffeine, via increased bioactivation pathways of allyl alcohol involving the P450 mixed-function oxidase system. The marked irritant properties of allyl alcohol probably prevent greater exposure in humans, which would result in the liver and kidney toxicity found in experimental animals but not reported in humans.

Prevention. The federal standard for PEL to allyl alcohol is 2 ppm. Protective equipment is very important, given the possible skin absorption; the material of choice is neoprene.

Isopropyl Alcohol
Isopropyl alcohol (CH₃CH(OH)CH₃, isopropanol) is a colorless liquid with a boiling point of 82.3°C and high volatility. It is used in the production of acetone and isopropyl derivatives. Other important uses are as a solvent for oils, synthetic resins, plastics, perfumes, dyes, and nitrocellulose lacquers and in the extraction of sulfonic acid from petroleum products. Isopropyl alcohol has many applications in the pharmaceutical industry, in liminents, skin lotions, mouthwashes, cosmetics, rubbing alcohol, etc.

Isopropyl alcohol absorption takes place mainly by inhalation, although skin absorption is also possible. The irritant effects are slight; dermatitis has seldom been reported. A fatal neonatal accidental burn by isopropyl alcohol has been reported, however. Depressant (narcotic) effects have been observed in cases of accidental or intentional isopropyl alcohol ingestion. Coma and renal tubular degenerative changes have occasionally resulted in death. Acetone has been found in the exhaled air and in urine; isopropyl alcohol concentrations in blood can be measured.

In the early 1940s, an unusual clustering of neoplasms of the respiratory tract—malignant tumors of the paranasal sinuses, lung, and larynx—was reported in workers in isopropyl alcohol manufacturing. It was thought that the carcinogenic compounds were associated with the “strong acid process” and especially with heavier hydrocarbon oils (tars) containing polyaromatic compounds.

In the more modern direct catalytic hydration (weak acid process) of propylene, the isopropyl oil seems to contain compounds with lower molecular weight, although the precise composition is not known. Attempts to identify the carcinogen(s) in experimental studies have not been successful, and the question of a carcinogen present in the manufacture of isopropyl alcohol is still open.

Prevention. The federal standard for a permissible level of isopropyl alcohol exposure is at present 400 ppm.

Ethylene Chlorhydrin
Ethylene chlorhydrin (CH₂CH₂OH) —synonyms: glycol chlorhydrin, 2-chloroethanol, β-chloroethyl alcohol—is a very toxic compound. It is used in the synthesis of ethylene glycol and ethylene oxide and in a variety of other reactions, especially when the hydroxyethyl group (—CH₂CH₂OH) has to be incorporated in molecules. Other uses are as a special solvent, for cellulose acetate and esters, resins, waxes, and for the separation of butadiene from hydrocarbon mixtures. Agricultural applications include seed treatment and application to accelerate the sprouting of potatoes.

Ethylene chlorhydrin is absorbed through inhalation and readily through the skin. It is an irritant to the eyes, airways, and skin. Exposure to high concentrations may result in toxic pulmonary edema. Systemic effects are marked: depression of the CNS, hypotension, visual disturbances, delirium, coma and convulsions, hepatotoxic and nephrototoxic effects with nausea, vomiting, hematuria, and proteinuria. Death may occur as a result of pulmonary edema or cerebral edema. Even cases with slight or moderate initial symptoms may be fatal.

Prevention. The federal standard for the limit of permissible exposure is 5 ppm. The use of ethylene chlorhydrin other than in enclosed systems should be completely eliminated. Protective clothing should use materials impervious to this compound; rubber is readily penetrated and has to be excluded. Protective clothing must be changed regularly so that no deterioration will jeopardize its effectiveness.

Ethylene Glycol
Ethylene glycol (OHC₂H₂CH₂OH) is a viscous colorless liquid, used mainly in antifreeze and hydraulic fluids but also in the manufacture of glycol esters, resins, and other derivatives and as a solvent. CNS depression, nausea, vomiting, abdominal pain, respiratory failure, and renal failure with oliguria, proteinuria, and oxalate crystals in the urinary sediment are manifestations of ethylene glycol poisoning. In a case of acute ethylene glycol poisoning, the CT scan obtained three days after ethylene glycol ingestion showed low-density areas in the basal ganglia, thalami, midbrain, and upper pons. The neurologic findings were consistent with the abnormalities seen on CT. In addition, hepatic damage due to calcium oxalate deposition has been reported. Calcium oxalate monohydrate crystals, and not the oxalate ion, is responsible for the membrane damage and cell death observed in normal human and rat PT cells; calcium oxalate monohydrate accumulation in the kidney appears to be responsible for the renal toxicity associated with ethylene glycol exposure. Glycolic acid is the metabolite that is found in the highest concentrations in blood; serum and urine levels of glycolic acid correlate with clinical symptoms. The active enzyme is alcohol dehydrogenase. It is estimated that 50 deaths occur annually in the United States from accidental ingestion of ethylene glycol. Treatment of ethylene glycol poisoning consists of emergent stabilization, correction of metabolic acidosis, inhibition of further metabolism, and enhancing elimination of both unmetabolised parent compound and its metabolites. The prevention of ethylene glycol metabolism is accomplished by the use of antidotes that inhibit alcohol dehydrogenase. Historically, this has been done with intoxicating doses of ethanol. A recent alternative to ethanol therapy is fomepizole, or 4-methylpyrazole. Like ethanol, fomepizole inhibits alcohol dehydrogenase; however it does so without producing serious adverse effects. Hemodialysis has been successfully used in the treatment of accidental ethylene glycol poisoning by ingestion. The therapeutic use of 4-methyl pyrazole, an alcohol dehydrogenase inhibitor, has been recommended for the management of accidental or suicidal ethylene glycol poisoning.

Prevention.
No federal standard for ethylene glycol exposure has been established. The American Conference of Industrial Hygienists recommended a TLV of 100 ppm. The most important preventive action is to alert employees to the extreme hazard of ingestion. Adequate respiratory protection should be provided wherever the compound is heated or sprayed. Increasing use of glycols as deicing agents for aircraft and airfield runways has generated concern about surface water contamination that may result from runoff. Degradation of ethylene glycol in river water is complete within 3–7 days (depending on temperature); degradation of diethylene glycol is somewhat slower. At low temperatures (8°C or less), both glycols degrade at a minimal rate.
Diethylene Glycol

Diethylene glycol is similar in its effects to ethylene glycol; its importance is mainly historical, since more than 100 deaths occurred in the United States when it was used in the manufacture of an elixir of sulfanilamide. Fatal cases were caused by renal proximal tubular necrosis and renal failure. Diethylene glycol is teratogenic in rodents.

ETHYLENE GLYCOL ETHERS AND DERIVATIVES

The most important alkyl glycol derivatives are ethylene glycol monomethyl ether (EGME), (ethoxyethanol, cellosolve) (CH₃CH₂OCH₂CH₂OH) and its acetate; ethylene glycol monomethyl ether (methoxyethanol, methyl cellosolve, EGME) (CH₃OCH₂CH₂OH) and its acetate; and ethylene glycol monobutyl ether (butoxyethanol, butyl cellosolve) (CH₃CH₂OCH₂CH₂OH). These compounds are colorless liquids with wide applications as solvents for resins, lacquers, paints, varnishes, coatings (including epoxy resin coatings), dyes, inks, adhesives, and plastics. They are also used in hydraulic fluids, as anti-icing additives, in brake fluids, and in aviation fuels. EGME is used in the formulation of adhesives, detergents, pesticides, cosmetics, and pharmaceuticals.

Inhalation, transcutaneous absorption, and gastrointestinal absorption are all possible. These derivatives are irritants for the mucous membranes and skin. The acetates are more potent irritants. Corneal clouding, usually transitory, may occur. Acute overexposure may result in marked narcotic effects and encephalopathy; pulmonary edema and severe kidney and liver toxicity are also possible. At lower levels of exposure, CNS effects result in such symptoms as fatigue, headache, tremor, slurred speech, gait abnormalities, blurred vision, and personality changes.

Anemia is another possible effect; macrocytosis and immature forms of leukocytes can be found. Exposure to ethylene glycol monomethyl ether has also been associated with pancytopenia. In animal experiments, butyl cellosolve has been shown to produce hemolytic anemia. Exposure to ethylene glycol monomethyl ether and to EGME has been shown to result in adverse reproductive effects in mice, rats, and rabbits. These effects include testicular atrophy, degenerative testicular changes, abnormal sperm head morphology, and infertility in males. These derivatives are irritants for the mucous membranes and skin. The acetates are more potent irritants. Corneal clouding, usually transitory, may occur. Acute overexposure may result in marked narcotic effects and encephalopathy; pulmonary edema and severe kidney and liver toxicity are also possible. At lower levels of exposure, CNS effects result in such symptoms as fatigue, headache, tremor, slurred speech, gait abnormalities, blurred vision, and personality changes.

Phthalic Anhydride

Phthalic anhydride (C₆H₄(CO)₂O) is a crystalline, needlelike white solid. It is used in the manufacture of benzoic and phthalic acids, as a plasticizer for vinyl resins, alkyd and polyester resins, in the production of diethyl and dimethyl phthalate, phenolphthalein, phthalimide, methyl aniline, and other compounds.

Phthalic anhydride as dust, fumes, or vapor is a potent irritant for the eyes, respiratory system, and skin; with prolonged skin contact, chemical burns are possible. Repeated exposure may result in
chronic industrial bronchitis. Phthalic anhydride is also a potent sensiti-
zizing substance; occupational asthma can be severe and hypersensi-
tivity pneumonitis has been reported. Phthalic and maleic anhy-
drides stimulated vigorous expression of IL-5, IL-10, and IL-13 but
relatively low levels of the type 1 cytokines interferon-gamma and
IL-12 following topical application to BALB/c strain mice.431 Pro-
longed topical exposure of mice phthalic and maleic anhydrides in
each case resulted in the development of a predominantly Th2-type
cytokine secretion phenotype, consistent with the ability of these
materials to provoke asthma and respiratory allergy through a type 2
(possibly IgE-mediated) mechanism.432 Skin sensitization may result
in eczematiform dermatitis.

Prevention. The federal standard for phthalic anhydride is a TLV of
1 ppm. Enclosure of technological processes where phthalic anhydride is
used and protective clothing, including gloves and goggles, are neces-
sary, respiratory protection must be available. Periodic examinations
should focus on possible sensitization and chronic effects, such as bron-
chitis and dermatitis.

Maleic Anhydride
Maleic anhydride (O CO CH = CO) is used mainly in the production
of alkyd and polyester resins; it has also found applications for sicca-
tives. Maleic anhydride can produce severe chemical burns of the
skin and eyes. It is also a sensitizing substance and can lead to clini-
cal manifestations similar to those described for phthalic anhydride.
The 1987 TLV is 0.25 ppm.

Trimellitic Anhydride
Trimellitic anhydride (1,2,4-benzenetricarboxylic acid, cyclic 1,2-
anhydride, C₉H₄O₅) is used as a curing agent for epoxy resins and
other resins, in vinyl plasticizers, polyesters, dyestuffs and pigments,
paints and coatings, agricultural chemicals, surface-active com-
ponds, pharmaceuticals, etc. Chemical pneumonitis has been
reported after an epoxy resin containing trimellitic anhydride was
sprayed on heated pipes. Respiratory irritation after exposure to
high concentrations of trimellitic anhydride was reported in work-
ers engaged in the synthesis of this compound. It was also found that
in some cases sensitization occurs after variable periods following
onset of exposure (sometimes years); allergic rhinitis, occupational
asthma, and hypersensitivity pneumonitis can be manifestations of
sensitization. Trimellitic anhydride as the etiologic agent in cases of
sensitization was confirmed by inhalation challenge tests.433 Human
leukocyte (HLA) Class 2 alleles were demonstrated to be risk factors
contributing to individual susceptibility in workers.434 Trime-
llitic anhydride inhalation challenge of sensitized rats caused challenge
concentration-related allergic airway inflammation, asthma-like
changes in breathing pattern, and increased nonspecific airway
responsiveness.435 Dermal sensitization in mice is associated with
increased IgE levels in serum and bronchioalveolar lavage fluid,
with increased cell numbers and neutrophils after intratracheal
challenge.436 Trimellitic anhydride has been shown to activate rat
lymph nodes, with secretions of type 2 cytokines, including the
expression of IL-5 and IL-13 cytokines which in the presence of
only very low levels of IL-4 may provide for an IgE-independent
mechanism for the development of chemical respiratory allergy.437

Prevention. The NIOSH recommended in 1978 that trimellitic
anhydride be considered an extremely toxic agent, since it can
produce severe irritation of the respiratory tract, including pul-
monary edema and chemical pneumonitis; sensitization, with
occupational asthma or hypersensitivity pneumonitis can occur at
lower levels. Guidelines for engineering controls and protective
equipment have been outlined by NIOSH. The current OSHA
TLV standard is 0.04 mg/m³.

Beta-Propiolactone
Beta-propiolactone (O CH; CH₂ C = O) is a colorless liquid with
important applications in the synthesis of acrylate plastics; it is
also used as a disinfectant and as a sterilizing agent against
viruses. It is easily absorbed through the skin; inhalation is also
important.

Beta-propiolactone is a very potent irritant. In animal experiments
it has been found to produce hepatocellular necrosis, renal tubular
necrosis, convulsions, and circulatory collapse. Beta-propiolactone is
a direct-acting alkylating agent and forms DNA adducts. It is muta-
genic in a wide variety of in vitro and in vivo systems, both in somatic
and germ cells.438 In several animal studies it has also been shown to
be carcinogenic; skin cancer, hepatoma, and gastric cancer have been
induced. Reports on systemic or carcinogenic effects in humans are not
available.

Beta-propiolactone is included in the federal standard for
carcinogens; no exposure should be allowed to occur. The IARC
has classified beta-propiolactone as possibly carcinogenic to
humans (Group 2B).439 Protective equipment designed to prevent
all skin contact or inhalation is necessary; this includes full-body
protective clothing and full-face air-supplied respirators. Show-
ers at the end of the shift are absolutely necessary. The 1987 TLV
is 0.05 ppm.

N, N-Dimethylformamide
N, N-dimethylformamide, HCON(CH₃)₂, is a colorless liquid with a
boiling point of 153°C. It is miscible with water and organic sol-
vents at 25°C. It has excellent solvent properties for numerous
organic compounds and is used in processes where solvents with
low volatility are necessary. Its major applications are in the manu-
facture of synthetic fibers and resins, mainly polycrylic fibers and
acrylates. It is absorbed through inhalation and through the skin
and is irritating to the eyes, mucous membranes, and skin.2 Adverse
effects of absorption include loss of appetite, nausea, vomiting,
abdominal pain, hepatomegaly, and other indications of liver injury.
Clusters of testicular germ cell tumors have been reported among
airplane manufacturing employees and tannery workers.440,441 An
increased incidence of cancer (oropharyngeal and melanoma) was
reported in a cohort of formamide-exposed workers.442 DMF
exposure was not associated with SCE frequency in peripheral
lymphocytes of exposed workers,443 but occupational exposures to
acrylonitrile and DMF induced increases in the frequencies of chro-
mosomal aberrations and sister chromatid exchanges in peripheral
blood lymphocytes.444

Inhalation exposure to DMF increased the incidence of hepatocel-
ular adenomas and carcinomas in rats and the incidence of hepatocel-
ular adenomas, carcinomas, and hepatoblastomas in mice.445 Results of
in vitro and in vivo genotoxicity assays have been consistently nega-
tive.446 Dimethylformamide administered to mice and rats 5 days/week
for 18 months did not produce effects on estrous cycle. Compound-
related morphological changes were observed only in the liver.
Cen-
trilobular hepatocellular hypertrophy and centrilobular single-cell
necrosis were found in rats and mice.447 Dimethylformamide exposure
did not result in adverse effects on semen or menstrual cycle in
cynomolous monkeys, exposed for 13 weeks to concentrations up to
500 ppm.448 DMF caused cranial and sternebral skeletal malforma-
tions in mice449 and rats.450

N, N-Dimethylformamide is metabolized by the microsomal
cytochrome P450 into mainly n-hydroxymethyl- n-methylformamide,
which further breaks down to N-methylformamide. Measurement of
N-methylcarbamoylated hemoglobin in blood is a useful biomarker of
exposure to N,N-dimethylformamide in health-risk assessment.451
The measurement of the excretion of urinary N-acetyl-S-(N-methyl-
carbamoyl) cysteine (AMCC) and N-methylformamide (NMF) in the
urine has been used for biological monitoring in the occupational
setting.452 The federal standard for a PEL is 10 ppm (30 mg/m³).
Acrylamide poisoning in occupationally exposed workers has occurred after relatively short periods of exposure (several months to a year). Erythema and peeling of skin, mainly in the palms but also on the face, usually precede neurologic symptoms; excessive fatigue, weight loss, and somnolence are followed by a slowly progressive symmetrical peripheral neuropathy. The characteristic symptoms include muscle weakness, unsteadiness, paresthesia, signs of sympathetic nervous system involvement (cold, blue hands and feet, excessive sweating), impairment of superficial sensation (touch, pain, temperature) and position sense, diminished or absent deep tendon reflexes in legs and arms, and the presence of Romberg’s sign. Considerable loss of muscle strength may occur, and muscular atrophy, usually starting with the small muscles of the hands, has been reported. This toxic neuropathy has a distal to proximal evolution; the earliest and most severe changes are in the distal segments of the lower and upper extremities, and progression occurs with involvement of more proximal segments (“stocking and glove” distribution). Signs indicating CNS involvement are somnolence, vertigo, ataxic gait, and occasionally slight organic mental syndrome. EEG abnormalities have also been described.

Sensory nerve conduction velocities have been found to be more affected than motor nerve conduction velocities. Nerve potentials with markedly prolonged distal latencies are described. Recovery after cessation of exposure is slow; it may take several months to 2 years. Workers exposed to acrylamide and N-methylolacrylamide during grouting work reported a higher prevalence of symptoms during the exposure period than they did in an examination 16 months later. A statistically significant reduction in the mean sensory NCV of the ulnar nerve was observed 4 months postexposure when compared with the values of a control group, and the mean ulnar distal delay was prolonged. Both measures were significantly improved when measured one year later. Exposure-related improvements were observed from four to 16 months postexposure for both the median (motor and sensory NCV and F-response) and ulnar (sensory NCV, F-response) nerves. A significant reversible reduction in the mean sensory amplitude of the median nerve was also observed, while the mean sensory amplitude of the sural nerve was significantly reduced after 16 months.459 Experimental acrylamide neuropathy has been produced in all mammals studied; medium- to large-diameter fibers and long fibers are more susceptible to the primary giant axonal degeneration and secondary demyelination characteristic of acrylamide neuropathy. CNS pathology consists of degenerating fibers in the anterior and lateral columns of the spinal cord, gracile nucleus, cerebellar vermis, spinocerebellar tracts, optic nerve tracts, and tracts in the hypothalamus.

Changes in somatosensory evoked potentials have been found to be useful in the early detection of acrylamide neurotoxicity. They precede abnormalities of peripheral nerve conduction and behavioral signs of intoxication. Deterioration of visual capacity, with an increased threshold for visual acuity and flicker fusion and prolonged latency in VEPs, was reported in monkeys. These abnormalities were detected before overt signs of toxicity became apparent. Acrylamide preferentially damages P retinal ganglion cells in macaques, with marked effects on visual acuity, contrast discrimination, and shape discrimination.460 An underlying mechanism of acrylamide peripheral neuropathy has been found to be impaired retrograde transport of material from the more distal parts of the peripheral nerve. The buildup of retrogradely transported material has been shown to be dose-related. Changes in retinol intrinsic transport are thought to play an initial and important role in the development of toxic axonopathies, possibly the primary biochemical event in acrylamide neuropathy. Local disorganization of the smooth endoplasmic reticulum, forming a complex network of tubules intermingled with vesicles and mitochondria, is thought to be responsible for the focal stasis of fast-transported proteins. These seem to be the earliest changes detectable in axons damaged by acrylamide. Acrylamide reduced microtubule-associated proteins (MAP1 and MAP2) in the rat extrapyramidal system. The effect was more marked in the caudate-putamen than in other components of the extrapyramidal system, the loss of MAPs occurs first in dendrites and proceeds toward the perikarya. The depletion of microtubule-associated proteins in the extrapyramidal system appears to be an early biochemical event preceding peripheral neuropathy.461 In addition, acrylamide...
Acrylamide has been found to depress fast anterograde transport of protein, resulting in reduction in delivery of proteins to the axon and distal nerve degeneration. Acrylamide has been reported to produce effects on neurotransmitter and neuropeptide levels in various areas of the brain. Elevated levels of 5-hydroxyindolacetic acid in all regions of the rat brain were interpreted as being the result of an increased serotonin turnover. Changes in the affinity and number of dopamine receptor sites have also been found. Elevated levels of some neuropeptides were detected mainly in the hypothalamus. Significant decreases in plasma levels of testosterone and prolactin were found after repeated acrylamide administration. In recent studies, acrylamide intoxication was associated with early, progressive nerve terminal degeneration in all CNS regions and with Purkinje cell injury in the cerebellum.465

Acrylamide produced testicular atrophy, with degenerative changes in the epithelial cells of seminiferous tubules. Acrylamide treatment produced significant increases in chromosomal structural aberrations in late spermatids-spermatooza of mice. Chromosomal damage was consistent with alklylation of DNA-associated proteines. A dose-dependent depletion of mature spermatids after treatment of spermatogonia and a toxic effect upon primary spermatocytes were also detected.466 Acrylamide (i.p.) produced a meiotic delay in spermatocytes of mice. This was predominately due to prolongation of interkinesis. Acrylamide toxicity appears to increase Leydig cell death and perturb gene expression levels, contributing to sperm defects and various abnormal histopathological lesions including apoptosis in rat testis.466 Acrylamide is highly effective in breaking chromosomes in germ cells of male mice, resulting both in early death of conceptuses and in the transmission of reciprocal translocation to live-born progeny. This effect has been demonstrated after topical application and absorption through the skin.467 Acrylamide-induced germ cell mutations in male mice require CYP2E1-mediated epoxidation of acrylamide.468 Acrylamide exposure in male mice caused a dose-dependent increase in the frequency of morphologic abnormalities in preimplantation embryos. Single-cell eggs, growth retardation, and blastomere lysis were detected after paternal treatment with acrylamide. A more than 100-fold elevation of chromatin adducts in sperm was observed during first and second week after treatment.469 The disturbances in cell division caused by acrylamide suggest that acrylamide might induce aneuploidy by interfering with proper functioning of the spindle; errors in chromosome segregation may also occur.470 Genotoxic effects of acrylamide and glycylamide have also been detected in several in vitro and/or in vivo unscheduled DNA synthesis assays.471 Acrylamide showed mutagenic potency in Salmonella, and both the chromosomal aberration assay and micronucleus assay indicated that acrylamide has genotoxic potency; the chromosomal aberration frequencies were observed to be proportional to acrylamide concentrations, and acrylamide significantly increased micronuclei in peripheral blood cells of mice.472 The DNA strand breaking effect of acrylamide in rat hepatocytes was enhanced by depletion of glutathione.473 Acrylamide has been shown to exert a wide spectrum of diverse effects on DNA of normal cells, including mostly DNA base modifications and apoptosis, and may also impair DNA repair.474 Oncogenicity studies on rats treated with acrylamide in drinking water for 2 years have been positive for a number of tumors (central nervous system, thyroid, mammary gland, uterus in females, and scrotal mesothelioma in males). Acrylamide increased DNA synthesis in the target tissues for tumor development (thymus, testicular mesothelium, adrenal medulla) in the rat. In contrast, cell growth was not altered in the liver and adrenal cortex (non-target tissues for acrylamide carcinogenesis).475

In a mortality study involving a cohort of 371 employees exposed to acrylamide, an excess in total cancer deaths was due to excess in digestive and respiratory cancer in a subgroup that had previous exposure to organic dyes.476 IARC has classified acrylamide in Group 2A, probably carcinogenic to humans.477

### Control and Prevention

Engineering designs that prevent the escape of both vapor and dust into the environment are necessary; enclosure, exhaust ventilation, and automated systems must be used to minimize exposure. Prevention of skin and eye contact is especially important in handling of aqueous solutions, and closed systems are to be preferred.

In a mortality study involving a cohort of 371 employees exposed to acrylamide, an excess in total cancer deaths was due to excess in digestive and respiratory cancer in a subgroup that had previous exposure to organic dyes.476 IARC has classified acrylamide in Group 2A, probably carcinogenic to humans.477

### ALDEHYDES

Aldehydes are aliphatic or aromatic compounds with the general structure:

\[
R-C=H
\]

\[
\begin{array}{c}
\text{O}
\end{array}
\]

The aldehydes are highly reactive substances and are used extensively throughout the chemical industry. Formaldehyde is a gas that is readily soluble in water; the other aldehydes are liquids. The common characteristic of aldehydes is their strong irritative effect on the skin, eyes, and respiratory system. Acute overexposure may result in toxic pulmonary edema. Sensitization to aldehydes is possible, and allergic dermatitis and occupational asthma can occur. Unlike formaldehyde, gluteraldehyde has not been shown to increase neoplasia in rodent studies.480

Formaldehyde

Formaldehyde (HCHO) is a colorless gas with a strong odor, which is readily soluble in water; the commercial solutions may contain up to 15% methanol to prevent polymerization. It has numerous industrial applications in the manufacture of plastics and resins: urea-formaldehyde resins phenolic, polycetal, and melamine resins. Among the many other uses is in the manufacture of 4,4′-methylene diisocyanate. Some relatively small-volume uses of formaldehyde are in agriculture, for seed treatment and as a soil disinfectant, in cosmetics, deodorants, in photography, and in histopathology. Formaldehyde has been found to be a relatively common contaminant of indoor air; it originates in urea-formaldehyde resins used in the production of particle board or in urea-formaldehyde foam used for insulation. Such insulation was applied in the United States in approximately 500,000 houses during the period 1975–1980. Concentrations of formaldehyde in residential indoor air have varied from 0.01 to 31.7 ppm.

Significant concentrations of formaldehyde have been found in industrial effluents, mainly from the production of urea-, melamine- and phenol-formaldehyde resins, and also from users of such resins (e.g., plywood manufacturers). In water, formaldehyde undergoes rapid
degradation and, therefore, does not represent a major source of absorption. Formaldehyde is also readily degraded in soil. Bioaccumulation does not occur.481 Sources of formaldehyde exposure for the general population are from cigarette smoke (37–73 µg/per cigarette) and from small amounts in food, especially after the use of hexamethylenetetramine as a food additive. Formaldehyde resins applied to permanent-push textiles can emit formaldehyde when stored. Fingerpalm hardeners containing formaldehyde are a relatively recent addition to the potential sources of formaldehyde exposure. Measurement of formaldehyde levels in the air in office buildings in Taiwan raised concern about increases in lifetime cancer risk.482 Japanese anatomy students dissecting cadavers were exposed to formaldehyde levels in excess of the recommended level of 0.5 ppm set by Japan Society for Occupational Health.483 The normal endogenous concentration of formaldehyde in the blood is approximately 0.1 mM in rats, monkeys, and humans. Absorption occurs through inhalation. Skin and eye contact may result in chemical burns. Guinea pigs exposed by inhalation to formaldehyde (1 ppm for 8 hours) developed increased airway resistance and enhanced bronchial reactivity to acetylcholine, mediated through leukotriene biosynthesis.484 Smooth muscle reactivity in the airways was altered, despite absence of epithelial damage or inflammation histologically.484 Chronic formaldehyde exposure enhanced bronchoconstrictive responses to ovalbumin antigen challenge in ovalbumin-sensitized guinea pigs.485 Acute overexposure to very high concentrations may result in pulmonary edema. Sensitization resulting in allergic dermatitis is not uncommon; occupational asthma is also possible.

With repeated exposures over 10 days, formaldehyde affected the learning behavior and the memory of male and female rats.487 Formaldehyde induced oxidative frontopituitary and hippocampal tissue damage in rats; a protective effect of vitamin E against oxidative damage was found.488 Formaldehyde carcinogenicity assays have revealed that inhalation exposure to concentrations of 14.3 ppm resulted in a significantly increased incidence of nasal squamous cell carcinomas in rats of both sexes. Induction of nasal carcinomas in rats exhibited a nonlinear relationship with formaldehyde dose, the rates increasing rapidly with increasing exposure concentrations.490 Formaldehyde-related increases in cell proliferation are thought to play an important role in formaldehyde carcinogenicity.

In mice only a very small number of squamous cell carcinomas developed, and the incidence was not statistically significant. Dysplasia and squamous metaplasia of the respiratory epithelium, rhinitis, and atrophy of the olfactory epithelium were observed in mice; similar lesions were seen in goats, and goblet cell hyperplasia, squamous atypia, and papillary hyperplasia were also found. A 2-year experimental study on rats investigated the effects of formaldehyde in drinking water. Although pathologic changes in the gastric mucosa were found in the high-dose rats, no gastric tumors or tumors at other sites were detected.490 A cohort study of 2490 employees in a chemical plant manufacturing and using formaldehyde found an elevated proportional mortality for digestive tract cancer in white males; the small numbers make it difficult to draw conclusions. No deaths from cancers of the nose or nasal sinuses had occurred. The duration of employment was relatively short. The studies had a very limited power to detect excess mortality from nasal cancer. In a large retrospective cohort mortality study of more than 11,000 workers exposed to formaldehyde in the garment industry, significant excess mortality from cancer of the buccal cavity and connective tissue was found. The incidence of such cancers as leukemia and lymphoma was higher than expected, without reaching the level of statistical significance. Nasopharyngeal cancer mortality was statistically significantly increased in a cohort study of United States industrial workers exposed to formaldehyde, and was also increased in two other U.S. and Danish cohort studies. Five of seven case-control studies also found elevated risk for formaldehyde exposure. Leukemia mortality, primarily myeloid-type, was increased in six of seven cohorts of embalmers, funerary-parlor workers, pathologists, and anatomists. A greater incidence of leukemia in two cohorts of U.S. industrial workers491 and U.S. garment workers492 but not in a third cohort of United Kingdom chemically exposed workers, has been reported. An IARC Working Group concluded that there is sufficient evidence in humans that formaldehyde causes nasopharyngeal cancer, but strong but not sufficient evidence for a causal association between leukemia and occupational exposure to formaldehyde. Overall, the Working Group concluded that formaldehyde is carcinogenic to humans (Group 1), on the basis of sufficient evidence in humans and sufficient evidence in experimental animals—a higher classification than previous IARC evaluations.493 Formaldehyde is mutagenic to bacteria, yeast, and Drosophila. Recently, formaldehyde-induced mutagenesis has been demonstrated in Chinese hamster ovary cells, primarily point mutations with single-base transversions.494 Formaldehyde is metabolized to carbon dioxide and formate. Studies using 14C-formaldehyde have demonstrated the presence of 14C-labeled cellular macromolecules.

In microarray studies of the nasal epithelium of rats exposed to formaldehyde by nasal inhalation, multiple genetic pathways were found to be dysregulated by formaldehyde exposure, including those involved in DNA synthesis/repair and regulation of cell proliferation.495 Formaldehyde has been reported to react with nucleic acids and has been found to be among the most potent of DNA-protein cross-link inducers, compared with aldehydes with greater carbon chain length.496 DNA-protein cross-links were induced, along with cell proliferation, squamous metaplasia and squamous cell carcinomas, in the nasal lateral meatus (a high tumor site in bioassays) of F344 rats exposed to formaldehyde.497 DNA damage in human lymphocyte cultures was demonstrated using the comet assay for DNA alterations.498

Sister chromatid exchanges in lymphocytes of formaldehyde-exposed anatomy students showed a small but statistically significant increase when compared with preexposure findings in the same persons.499 Nasal respiratory cell samples collected from formaldehyde-exposed sawmill and shearing press workers showed a significantly higher frequency of micronucleated cells than found among unexposed controls.500 DNA-protein cross-links were found with significantly greater frequency in the white blood cells of 12 formaldehyde-exposed workers than in the white blood cells of 8 unexposed controls.501 A significant increase in the frequency of micronucleated buccal cells in buccal smears taken from anatomy and pathology staff exposed to formaldehyde has been reported.502 Similar findings were reported in a study of mortuary students.503

Evidence has accumulated which indicates that formaldehyde is an important metabolite of a number of halogenated hydrocarbons, mediated through GST theta activity, including dichloromethane, methyl bromide, methyl chloride, and carbon tetrachloride.503,504 Formaldehyde administered to male rats at 10 mg/kg body weight/day for 30 days caused a significant fall in sperm motility, viability, and count.505 Embryonic viability, increased dysmorphogenesis, and decreased growth parameters were altered in a dose-dependent fashion when mouse and rat embryos were exposed to formaldehyde.402

The federal standard for formaldehyde is 1 ppm (1.2 mg/m3). Engineering controls are essential to control exposure. Protective equipment to prevent skin contact, adequate respirators for situations in which higher exposure could result, proper work practices, and continuous education programs for employees are necessary. The EPA and the OSHA, in their consideration of available epidemiologic and toxicologic studies, now regard formaldehyde as a possible human carcinogen, although the evidence in humans is limited and controversial.

Acrolein

Acrolein (H₂C=CHCHO), a clear liquid, is used in the production of plastics, plasticizers, acrylates, synthetic fibers, and methionine; it is produced when oils and fats containing glycerol are heated, and it is a component of cigarette smoke. Acrolein is one of the strongest irritants. Skin burns and severe irritation of eyes and respiratory tract, including toxic pulmonary edema, are possible. Inhalation of smoke containing acrolein, the most common toxin in urban fires after carbon monoxide, causes vascular injury with noncardiogenic pulmonary edema containing edematogenic eicosanoids such as thromboxane, leukotriene B₄, and the sulfidopeptide leukotrienes. Thromboxane is probably responsible for the pulmonary hypertension which occurs after the inhalation of acrolein.
Acrolein causes dose-dependent cytotoxicity to human alveolar macrophages as demonstrated by the induction of apoptosis and necrosis. Acrolein is produced at the subcellular level by the lipid peroxidation caused by a wide range of agents that cause intracellular oxidative stress. Acrolein itself acts as a strong peroxidizing agent. Acrolein has been demonstrated to occur in neurofilibrillary tangles in the brain in Alzheimer’s disease and is toxic to hippocampal neurons in culture. Acrolein has been implicated in the pathogenesis of atherosclerosis. Glutathione and GST were protective against acrolein-induced toxicity in rat aortic smooth muscle cells, and glutathione has been demonstrated to reduce many of the toxic effects of acrolein exposure. Acrolein inhibited T-cell and B-cell proliferation and reduced the viability of mouse lymphocytes in vitro.

Acrolein is embryotoxic and teratogenic in rats and chick embryos after intra-amniotic administration. Initial reactions between acrolein and protein generate adducts containing an electrophilic center that can participate in secondary deleterious reactions (e.g., cross-linking). Inactivation of these reactive protein adducts with hyaluradilase, a nucleophilic drug, counteracts acrolein toxicity. Acrolein is genotoxic, causes DNA single-strand breaks, and is a highly potent DNA cross-linking agent in human bronchial epithelial cells. Acrolein forms cyclic deoxyguanosine adducts when it reacts with DNA in vitro and in S. typhimurium cultures.

2-Chloroacrolein and 2-bromocrolole are very potent direct mutagens not requiring metabolic activation in S. typhimurium strains. Acrolein was shown to be mutagenic in bacterial systems. Acrolein was not found to be a developmental toxicant or teratogen at doses not toxic to the doe, when administered via stomach tube to pregnant white rabbits. Acrolein is not a selective reproductive toxin in the rat.

The federal standard for a PEL for acrolein is 0.1 ppm. The IARC has concluded that there is inadequate evidence in humans for the carcinogenicity of acrolein and inadequate evidence in experimental animals (Group 3).

Environmentally relevant concentrations of acrolein can induce bronchial hyperactivity in guinea pigs through a mechanism involving injury to cells present in the airways. There is evidence that this response is dependent on leukotriene biosynthesis.

Other widely used aldehydes are acetaldehyde and furfural. They have irritant effects but are less potent in this respect than formaldehyde and acrolein. Evidence for carcinogenic potential in experimental animals is convincing for formaldehyde and acetaldehyde, limited for crotonaldehyde, furfural and glycidaldehyde, and very weak for acrolein.

**ESTERS**

Esters are organic compounds that result from the substitution of a hydrogen atom of an acid (organic or inorganic) with an organic group. They constitute a very large group of substances with a variety of industrial uses in plastics and resins, as solvents, and in the pharmaceutical, surface coating, textile, and food-processing industries.

Narcotic CNS effects and irritative effects (especially with the halogenated esters such as ethyl chloroformate, ethyl chloroacetate, and the corresponding bromo- and iodo-compounds) are common to most esters. Sensitization has been reported with some of the aliphatic monocarboxylic halogenated esters. Some of the esters of inorganic acids have specific, potentially severe toxicity.

**Dimethylsulfate**

Dimethylsulfate, (CH₃)₂SO₃, is an oily fluid. It is used mainly for its methylating capacity; it is used as a solvent in the separation of mineral oils and as a reactant in producing polyurethane resins. Absorption mainly through inhalation, but skin penetration is also possible. Toxic effects are complex and severe; many fatalities have occurred. After a latency period of several hours, the irritant effects on the skin, eyes, and respiratory system become manifest; toxic pulmonary edema is not unusual. Vescication of the skin and ulceration can occur. Eye irritation usually results in conjunctivitis, keratitis, photophobia, palpebral edema, and blepharospasm. Irritation of the upper airways may also be severe, with dysphagia and sometimes edema of the glottis. Dyspnea, cough, and shallow breathing are the signs of toxic pulmonary edema. If the patient survives this critical period, 48 hours later the signs and symptoms of hepato cellular necrosis and renal tubular necrosis may become manifest.

At high levels of exposure, neurotoxic effects are prominent, with somnolence, delirium, convulsions, temporary blindness, and coma. Dimethylsulfate is an alkylating agent. In experimental studies on rats, it has been shown to be carcinogenic. Prenatal exposure has also produced tumors of the nervous system in offspring. The IARC has concluded that there is sufficient evidence of dimethyl sulfate carcinogenicity in animals and that it has to be assumed to be a potential human carcinogen. In inhalation experiments on rodents, embryotoxic and teratogenic effects have also been observed.

The federal standard for a permissible level of dimethylsulfate exposure is 0.1 ppm. Diethylsulfate, methylchlorosulfonate, ethylchlorosulfonate, and methyl-p-toluenesulfonate have effects similar to those of dimethyl sulfate, and the same extreme precautions in their handling are necessary. The skin, eyes, and respiratory tract should be protected continuously when there may be exposure to dimethylsulfate or the other esters that have similar effects. Contaminated areas should be entered only by trained personnel with impervious protective clothing and air-supplied respirators.

**KETONES**

The chemical characteristic of this series of compounds known as ketones is the presence of the carbonyl group. Their general structure is R−C=R′

Ketones are excellent solvents for oils, fats, collodion, cellulose acetate, nitrocellulose, cellulose esters, epoxy resins, pigments, dyes, natural and synthetic resins (especially vinyl polymers and copolymers), and acrylic coatings. They are also used in the manufacture of paints, lacquers, and varnishes and in the celluloid, rubber, artificial leather, synthetic rubber, lubricating oil, and explosives industries. Other uses are in metal cleaning, rapidly drying inks, airplane dopes, as paint removers and dewsaxers, and in hydraulic fluids.

The most important members of the ketone group, because of extensive use are as follows:

- Acetone
- Methyl-ethyl-ketone
- Methyl-n-propyl ketone
- Methyl-n-butyl ketone
- Methyl isobutyl ketone
- Methyl-n-amyl ketone
- Methyl isononyl ketone
- Diisobutyl ketone
- Cyclohexanone
- Mesityl oxide
- Isophorone (3,5,5-trimethyl-2-cyclohexen-1-one)

Methyl isobutyl ketone is used in the recovery of uranium from fission products. It has also found applications as a vehicle for herbicides, such as 2,4,5-T, and insecticides. Many of the ketones are valuable raw materials or intermediates in the chemical synthesis of other compounds. For example, approximately 90% of the two billion pounds of acetone produced each year is used by the chemical industry for the production of methacrylates and higher ketones.

The major route of absorption is through inhalation of vapor; with some of the ketones, such as MEK and MBK, skin absorption may contribute significantly to the total amount absorbed if work practices allow for extensive contact (immersion of hands, washing with the solvents). All the ketones are moderate mucous membrane irritants (eyes and upper airways); at higher concentrations CNS depression with...
neuropathy is slow; it is thought that recovery of similar lesions within the CNS is unlikely to occur and might result in permanent deficit, such as ataxia or spasticity. The predominant metabolite of MBK is 2,5-hexanedione. A similar type of giant axonal neuropathy was reproduced in animals exposed to this metabolite. 2,5-Hexanedione is also the main metabolite of n-hexane, another solvent with marked similar neurotoxicity. Other metabolites of MBK are 5-hydroxy-2-hexanone, 2-hexanol, and 2,5-hexanediol; all have been shown to produce typical giant axonal neuropathy in experiments on rats. The transformation of MBK to its toxic metabolites is mediated by the liver mixed-function oxidase system. MEK potentiates the neurotoxicity of MBK by induction of the microsomal mixed-function enzyme system.

It is generally accepted that 2,5-hexanedione, the gamma-diketone metabolite of MBK, has the most marked neurotoxic effect of all MBK metabolites. Another ketone, ethyl-n-buty1 ketone (EnBK, 3-heptanone) has also been reported to produce typical peripheral distal axonal neuropathy in rats. MEK potentiated EnBK neurotoxicity; the excretion of two neurotoxic γ-diketones—2,5-heptanedione and 2,5-hexanedione—was increased.

Technical-grade methyl-heptyl ketone (MHK) was also found to produce toxic neuropathy in rats; the effect was shown to be due to 5-nonanone. Metabolic studies have demonstrated the conversion of 5-nonanone to 2,5-nonanediol. MBK, and 2,5-hexanediol. Other γ-diketones—2,5-heptanedione and 3,6-octanediol—have also produced neuropathy.

Nephrotoxic (degenerative changes in proximal convoluted tubular cells) and hepatotoxic effects have been detected in experimental exposure of several animal species to the following ketones: isophorone (at 50 ppm), mesityl oxide (at 100 ppm), mesityl isobutyl ketone (at 100 ppm), cyclohexanone (at 190 ppm), and diisobutylketone (at 250 ppm).

The potential for MEK to cause developmental toxicity was tested in mice. Mild developmental toxicity was observed after exposure to 3000 ppm, which resulted in reduction of fetal body weight. There was no significant increase in the incidence of any single malformation, but several malformations not observed in the concurrent control group were found at a low incidence—cleft palate, fused ribs, missing vertebrae, and syndactyly. A recent study of developmental toxicity in rats found no adverse reproductive effects after exposure to 2000 ppm.

Prevention
Appropriate engineering, mainly enclosure and exhaust ventilation, and adequate work practices preventing spillage and vapor generation are essential to maintain exposure to ketones below the exposure limits. Adequate respiratory protection is recommended for situations in which excessive concentrations are possible (maintenance and repair, emergencies, installation of engineering controls, etc.). Appropriate protective clothing is necessary, and skin contact must be avoided.

All ketones are flammable or combustible, and employees should be informed of this risk as well as of the specific health hazards. Warning signs in the work areas and on vessels and special educational programs for employees, especially new employees, are necessary as part of a comprehensive prevention program.

The NIOSH recommends that occupational exposure to ketones be controlled so that the TWA concentration does not exceed the following exposure limits:

<table>
<thead>
<tr>
<th>Substance</th>
<th>TWA Limit</th>
</tr>
</thead>
<tbody>
<tr>
<td>MBK</td>
<td>1 ppm</td>
</tr>
<tr>
<td>Isophorone</td>
<td>4 ppm</td>
</tr>
<tr>
<td>Mesityl oxide</td>
<td>10 ppm</td>
</tr>
<tr>
<td>Cyclohexanone</td>
<td>25 ppm</td>
</tr>
<tr>
<td>Diisobutyl ketone</td>
<td>25 ppm</td>
</tr>
<tr>
<td>Methyl isobutyl ketone</td>
<td>50 ppm</td>
</tr>
<tr>
<td>Methyl isovalyl ketone</td>
<td>50 ppm</td>
</tr>
<tr>
<td>Methyl-n-amyl ketone</td>
<td>100 ppm</td>
</tr>
<tr>
<td>Methyl-n-propyl ketone</td>
<td>150 ppm</td>
</tr>
<tr>
<td>MEK</td>
<td>200 ppm</td>
</tr>
<tr>
<td>Acetone</td>
<td>50 ppm</td>
</tr>
</tbody>
</table>

The marked neurotoxicity of at least one member of this group (MBK), the slow recovery in cases of distal axonal degeneration, and the possibility that irreversible damage may occur, possibly also in the central nervous system, indicate the need for appropriate protection and medical surveillance. Neurophysiological methods—electromyography and nerve conduction velocity measurements—are indicated wherever MBK, mixtures of MEK and MBK, or other neurotoxic ketones are used. Liver-function tests and indicators of renal function should be included in the periodic medical examination alone with the physical examination and medical history.

ETHERS

Ethers are organic compounds characterized by the presence of a –O–C–O– group. They are volatile liquids, used as solvents and in the chemical industry in the manufacture of a variety of compounds. Some of the halogenated ethers are potent carcinogens (see Halogenated Ethers). While all ethers have irritant and narcotic properties, dioxane (O–CH₂–O–CH₂–O–CH₂–) has marked specific toxicity.

Diethylene Dioxide (Dioxane)

Dioxane is a colorless liquid with a boiling temperature of 101.5°C. It has applications as a solvent similar to those indicated for the ethylene glycol ethers; it is also a good solvent for rubber, cellulose acetate and other cellulose derivatives, and polyvinyl polymers. Dioxane has been used in the preparation of histologic slides as a dehydrating agent.
Absorption is mainly through inhalation but also through the skin. Dioxane is slightly narcotic and moderately irritant. The major toxic effect is kidney injury, with acute renal failure due to tubular necrosis; in some cases, renal cortical necrosis was reported. Centrilobular hepatocellular necrosis is also possible.

1,4-Dioxane was not genotoxic in vitro, but it was an inducer of micronuclei in the bone marrow of rats and a carcinogen for both rats and mice. Together with the previously reported in vivo induction of DNA strand breaks in the rat liver, these data raise the possibility of a genotoxic action for 1,4-dioxane. Dioxane has been shown to have genotoxic effects in both the mouse bone marrow and liver, inducing micronuclei formed primarily from chromosomal breakage. Dioxane decreased cell proliferation in both the liver and bone marrow. Dioxane has been shown to be carcinogenic (by oral administration) in rats and guinea pigs. Several long-term studies with 1,4-dioxane have shown it to induce liver tumors in mice, and nasal and liver tumors in rats when administered in amounts from 0.5 to 1.8% in drinking water. IARC in 1999 classified 1,4-dioxane as possibly carcinogenic to humans (Group 2B), and the National Toxicology Program in 2002 concluded that 1,4-dioxane is reasonably anticipated to be a human carcinogen.

**Prevention**

The federal standard for the PEL is 100 ppm; because of the high toxicity, the ACGIH recommended 50 ppm. Protective equipment, appropriate work practices, and medical surveillance are similar to those indicated for the ethylene glycol ethers.

**Carbon Disulfide**

Carbon disulfide (CS₂) is a colorless, very volatile liquid (boiling temperature, 46°C). It is used in the production of viscose rayon and cellophane. Other important applications include the manufacture of carbon tetrafluoride, neoprene cement and rubber accelerators, the fumigation of grain, various extraction processes, as a solvent for sulfur, iodine, bromine, phosphorus, and selenium, in paints, varnishes, paint and varnish removers, and in rocket fuel. Absorption is mainly through inhalation; skin absorption has been demonstrated but is practically negligible.

After inhalation at least 40–50% of carbon disulfide is retained, while 10–30% is exhaled; less than 1% is excreted unchanged in the urine. Oxidative metabolic transformation of carbon disulfide is mediated by microsomal mixed-function oxidase enzymes. The monooxynated intermediate is carbonyl sulfide (COS); the end product of this metabolic pathway is CO₂, with generation of atomic sulfur. Atomic sulfur is able to form covalent bonds.

Carbon disulfide is a very volatile liquid, and high airborne vapor concentrations can easily occur; under such circumstances, specific toxic effects on the central nervous system are prominent and may result in severe acute or subacute encephalopathy. The clinical symptoms include headache, dizziness, fatigue, excitement, depression, memory deficit, indifference, apathy, delusions, hallucinations, suicidal tendencies, delirium, acute mania, and coma. The outcome may be fatal; in less severe cases, incomplete recovery may occur with persistent psychiatric symptoms, indicating irreversible CNS damage. Many such severe cases of carbon disulfide poisoning have occurred in the past, during the second half of the nineteenth century in the rubber industry in France and Germany; as early as 1892, the first cases in the rubber industry were reported from the United States. Acute mania often led to admission to hospitals for the insane. With the rapid development of the viscose rayon industry, cases of carbon disulfide poisoning became more frequent, and Alice Hamilton repeatedly called attention to this health hazard in the rubber and rayon viscose industries. The first exposure standard for carbon disulfide in the United States was adopted in 1941. As late as 1946, cases of carbon disulfide psychosis were reported as still being admitted to state institutions for the mentally ill, often without any mention of carbon disulfide as the etiological agent. Chronic effects of carbon disulfide exposure were recognized later, when the massive overexposures leading to acute psychotic effects had been largely eliminated.

Peripheral neuropathy of the sensorimotor type, initially involving the lower extremities but often also the upper extremities, with distal to proximal progression, can lead in severe forms to marked sensory loss, muscle atrophy, and diminished or abolished deep tendon reflexes. CNS effects can also often be detected in cases of toxic carbon disulfide peripheral neuropathy; fatigue, headache, irritability, somnolence, memory deficit, and changes in personality are the most frequent symptoms. Persistence of peripheral neurotoxic effects over three years after cessation of exposure and even longer persistence of CNS effects have been reported. CS₂ exposure was reported to induce myoneuropathy and cerebellar dysfunction, along with parkinsonian features, in viscose rayon plant workers. Brain MRI studies showed multiple lesions in the cerebral white matter and basal ganglia. Optic neuritis has often been reported. Constriction of visual fields has been found in less severe cases. CS₂ exposure enhanced human hearing loss in a noisy environment, mainly affecting hearing in the lower frequencies.

Electromyographic changes and reduced nerve conduction velocities have been useful in the early detection of carbon disulfide peripheral neuropathy. Behavioral performance tests have been successfully applied for the early detection of CNS impairment. Neuropsychiatric effects, detected by psychological questioning and psychiatric assessment, have been found in workers with occupational exposure to carbon disulfide. In rats exposed to CS₂ inhalation (200 and 800 ppm for 15 weeks), auditory brain stem responses were found to be delayed, suggesting a conduction dysfunction in the brain stem. In CS₂-exposed rats, VEPs (flash and pattern reversal) were shown to be decreased in amplitude with an increase in latency. Repeated exposures had a more marked effect than acute exposure.

Carbon disulfide peripheral neuropathy is characterized by axonal degeneration, with multifocal paranodal and internodal areas of swelling, accumulation of neurofilaments, abnormal mitochondria, and eventually thinning and retraction of myelin sheaths. Such axonal degeneration has been detected also in the central nervous system, mostly in long-fiber tracts. A marked reduction in met-enkephalin immunostaining in the central amygdaloid nuclei and the globus pallidus has been measured, with a parallel elevation in the lateral septal nucleus and the parietal cortex. These findings suggest that the enkephalineric neuromodulatory system could play a role in CS₂ neurotoxicity. A six-year observational cohort study of the effect of carbon disulfide on brain MRI abnormalities in rayon-manufacturing workers found an increased risk of hyperintense spots in T2-weighted images, which point to so-called silent cerebral infarctions, among the exposed group compared with nonexposed controls.

Carbon disulfide neuropathy is of the type described as central peripheral distal axonopathy, very similar to those produced by hexane and methyl-n-butyl ketone. Covalent binding of the highly reactive sulfur to enzymes and proteins essential for the normal function of axonal transport is thought to be the mechanism of axonal degeneration leading to carbon disulfide peripheral neuropathy. CS₂ is a member of the class of neuropathy-inducing xenobiotics known as “neurofilament neurotoxicants.” Current hypotheses propose direct reaction of CS₂ with neurofilament lysine epsilon-amine moieties as a step in the mechanism of this neuropathy. A lysine-containing dipeptide and bovine serum albumin, when incubated with CS₂, exhibited stable incorporation of radioactivity. A specific intramolecular cross-link was also detected. Covalent cross-linking of proteins by CS₂ has been demonstrated in vitro. In carbon disulfide inhalation studies in rats, carbon disulfide produced dose-dependent intra- and intermolecular protein cross-linking in vivo, with cross-linking in neurofilament proteins prior to the onset of lesions, thought to contribute to the development of the neurofilamentous axonal swellings characteristic of carbon disulfide neurotoxicity. Magnetic resonance microscopy demonstrated that carbon sulfide, the primary metabolite of CS₂, targets the auditory pathway in the brain. Decreases in auditory brain stem-evoked responses and decreased cytochrome oxidase activity in the posterior colliculus and parietal cortex were reported.
With the recognition of carbon disulfide peripheral neuropathy, efforts to further reduce the exposure limits were made. As the incidence of carbon disulfide peripheral neuropathy decreased, previously unsuspected cardiovascular effects of long-term carbon disulfide exposure, even at lower levels, became apparent. Initially cerebrovascular changes, with clinical syndromes including pyramidal, extrapyramidal, and pseudobulbar manifestations, were reported with markedly increased incidence and at relatively young ages in workers exposed to carbon disulfide. A significant increase in deaths due to coronary heart disease was documented in workers with long-term carbon disulfide exposure at relatively low levels, and this led to the lowering of the TLV to 10 ppm in Finland in 1972.

A higher prevalence of hypertension and higher cholesterol and lipoprotein levels have also been found in workers exposed to carbon disulfide and most probably contribute to the higher incidence of atherosclerotic cerebral, coronary, and renal disease. A high prevalence of retinal microaneurysms was found in Japanese and Yugoslavian workers exposed to carbon disulfide; retinal microangiopathy was more frequent with longer carbon disulfide exposure. A six-year follow-up study of the Japanese cohort demonstrated persistence of elevated prevalences of hypertension, elevated cholesterol and lipoprotein levels, and retinal microaneurysms among the exposed workers compared with controls.

Adverse effects of carbon disulfide exposure on reproductive function and more specifically on spermatogenesis have been reported in exposed workers, with significantly lower sperm counts and more abnormal spermatozoa than in nonexposed subjects. DNA damage induced by carbon disulfide in mouse sperm was detected by the comet assay. CS2 exposure in male rayon workers was associated with dose-related increases in miscarriage rates. The toxic effect on spermatogenesis was confirmed in experiments on rats, where marked degenerative changes in the seminiferous tubules and degenerative changes in the Leydig cells, with almost complete disappearance of spermatogonia, were found. Effects on follicle development and implantation of blastocysts were identified in an embryotoxicity study in mice.

Carbon disulfide has a high affinity for nucleophilic groups, such as sulfhydryl, amino, and hydroxy. It binds with amino groups of amino acids and proteins and forms thioethers; these tend to undergo clyclic transformation, and the resulting thiazolines have been shown to chelate zinc and copper (and possibly other trace metals), essential for the normal function of many important enzymes. The high affinity for sulfhydryl groups can also result in interference with enzymatic activities.

Effects of carbon disulfide on catecholamine metabolism have been reported. The concentration of norepinephrine in the brain decrease in rats exposed to carbon disulfide, while dopamine levels increased in both the brain and the adrenal glands. The possibility that carbon disulfide might interfere with the conversion of dopamine to norepinephrine has been considered; the converting enzyme dopamine-β-hydroxylase contains copper, and the copper-chelating effect of carbon disulfide probably results in its inhibition.

Carbon disulfide has been shown to produce a loss of cytochrome P450 and to affect liver microsomal enzymes. This effect is thought to be related to the highly reactive sulfur (resulting from the oxidative desulfuration of carbon disulfide), which binds covalently to microsomal proteins.

Intraperitoneal injection of CS2 in rats produced several high-molecular-weight proteins eluted from erythrocyte membranes which were not present in control animals. The high molecular weight proteins were shown to be alpha, beta heterodimers. The production of multiple heterodimers was consistent with the existence of several preferred sites for cross-linking. Dimer formation showed a cumulative dose response in CS2-treated rats. CS2 has been shown to produce inter- and intramolecular cross-linking of the low molecular weight component of the neurofilament triplet proteins. Long-term exposure to carbon disulfide was reported to cause damage to human buccal cell DNA, detected with the comet assay.

Approximately 70–90% of absorbed carbon disulfide is metabolized. Several metabolites are excreted in the urine. Among these, thiocarbamide and mercaptothiazolinone have been identified. The urinary metabolites of carbon disulfide have been found to catalyze the iodine-azide reaction (i.e., the reduction of iodine by sodium azide). The speed of the reaction is accelerated in the presence of carbon disulfide metabolites, and this is indicated by the time necessary for the disappearance of the iodine color. A useful biological monitoring test has been developed from these observations; departures from normal are found with exposures exceeding 16 ppm. It has been recommended the workers with an abnormal iodine-azide test reaction at the end of a shift, in whom there is no recovery overnight, should be removed (temporarily) from carbon disulfide exposure.

**Prevention**

The present federal standard for a permissible level of carbon disulfide exposure is 10 ppm. Prevention of exposure should rely on engineering controls, and mostly on enclosed processes and exhaust ventilation. When unexpected overexposure can occur, appropriate respiratory protection must be available and used. Skin contact should be avoided, and protective equipment should be provided; adequate shower facilities and strict personal hygiene practices are necessary. Worker education on health hazards of carbon disulfide exposure and the importance of adequate work practices and personal hygiene must be part of a comprehensive preventive medicine program. Medical surveillance should encompass neurologic (behavioral and neuropathological), cardiovascular (electrocardiogram and ophthalmoscopic examination), renal function, and reproductive function assessment. The iodine-azide test is useful for biological monitoring: it is an integrative index of daily exposure.

### Aromatic Nitro- and Amino-Compounds

Aromatic nitro- and amino-compounds make up a large group of substances characterized by the substitution of one or more hydrogen atoms of the benzene ring by the nitro (–NO2) or amino (–NH2) radicals; some of the compounds have halogens (mainly chlorine and bromine) or alkyl radicals (CH3, C2H5, etc.). Substances of this group have numerous industrial uses in the manufacture of dyes, pharmaceuticals, rubber additives (antioxidants and accelerators), explosives, plastic materials, synthetic resins, insecticides, and fungicides. New industrial uses are continuously found in the chemical synthesis of new products. The physical properties of the aromatic nitro- and amino-compounds influence the dimension of the hazards they may generate. Some are solid, and some are fluids with low volatility; most are carbonized through the skin, and dangerous toxic levels can easily be reached in persons thus exposed.

A common toxic effect of most of these compounds is the production of methemoglobin and thus interference with normal oxygen transport to the tissues. This effect is thought to result not through a direct action of the chemical on hemoglobin but through the effect of intermediate metabolic products, such as paraaminophenol, phenylhydroyxl-1-amine, and nitrosobenzene. The microsomal mixed-function oxidase system is directly involved in these metabolic transformations.

Methemoglobin (Met Hgb) results from the oxidation of bivalent Fe2+ in hemoglobin to trivalent Fe3+. Methemoglobin is a ferrhemoglobin (Hgb Fe3+OH) as opposed to hemoglobin, which is a ferrohemoglobin. Methemoglobin cannot serve in oxygen transport, since oxygen is bound (as –OH) in a strong bond and cannot easily be detached. The transformation of hemoglobin into methemoglobin is reversible; reducing agents, such as methylene blue, favor the reconversion. In humans, methemoglobin is normally present in low concentrations, not exceeding 0.5 g/100 ml whole blood. An equilibrium exists between hemoglobin and methemoglobin, the latter being continuously reduced by intracellular mechanisms in which a methemoglobin reductase-diaphorase has a central place.

The production of methemoglobin after exposure to and absorption of nitro- and amino-aromatic compounds results in hypoxia, especially when higher concentrations of Met Hgb (in excess of 20–25% of total Hgb) are reached. The most prominent and distinctive
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symptom is cyanosis (apparent when Met Hgb exceeds 1.5 g/100 ml); most of the other symptoms and signs are due to the effects of hypoxia on the central nervous and cardiovascular systems. With high levels of methemoglobinemia, coma, arrhythmias, and death may occur. After cessation of exposure, recovery is usually uneventful, taking place in a matter of hours or days, depending on the specific compound. Methemoglobinemia develops more rapidly with aromatic amines, such as aniline, than with nitro-aromatic compounds; with the latter, the reconversion of methemoglobin into hemoglobin is slower (several days).

While the methemoglobin-forming effect is of an acute type, several significant chronic toxic effects have resulted from exposure to some of the members of this group. Liver toxicity, with hepatocellular necrosis, can be prominent, especially for polyaromatic aromatics. Aplastic anemia is another severe effect, sometimes associated with the hepatotoxic effect, especially with trinitrotoluene.

The major nitro- and amino-aromatic compounds include:

- Aniline
- Nitrobenzene
- Dinitrobenzene
- Trinitrobenzene
- Trinitrotoluene
- Nitrophenol
- Dinитrophenol
- Tetranitromethane (tetryl)
- Toluidine
- Xyline
- Phenylene diamine
- 4,4’-Diaminodiphenyl methane

Diazo-positive metabolites (DPM) have been proposed as biological indicators of aromatic nitro- and amino-compound absorption, including that of trinitrotoluene.

Nitrobenzene

Nitrobenzene is a major chemical intermediate used mainly in the production of aniline. It is easily absorbed through the skin and the respiratory route and is known to have resulted in numerous cases of industrial poisoning. Its toxicity is higher than that of aniline, and liver and kidney damage are not unusual, although most often these are transitory. Anemia of moderate degree and Heinz bodies in the red blood cells may also be found. A major part of the absorbed dose is excreted into the urine: 10–20% of the dose is excreted as 4-nitrophenol, the concentration of which may be used for biological monitoring.

Nitrobenzene was tested by inhalation exposure in one study in mice and in two studies in rats. In mice, the incidences of alveolar-bronchial neoplasms and thyroid follicular-cell adenomas were increased in males. In one study in rats, the incidences of hepatocellular neoplasms and endometrial stromal polyps were increased. In a study using male rats only, the incidence of hepatocellular neoplasms was increased. In one study exposures of male rats were increased in treated males. In treated females, the incidence of alveolar-bronchial neoplasms was increased. IARC has concluded that nitrobenzene is possibly carcinogenic to humans (Group 2B).

Dinitrobenzene

Dinitrobenzene, especially the meta-isomer, is more toxic than both aniline and nitrobenzene. Liver injury, sometimes severe, may even result in hepatocellular necrosis. Cerebral necrosis is a cerebellar neurotoxin in rats, causing glialosis, gliosis, and in the rat brainstem, with the nuclei of the auditory pathway being particularly affected. Dinitrobenzene is a testicular toxin, producing a lesion in the seminiferous tubules of the rat. Germ cell apoptosis in rat testis was evident after administration of 1,3-dinitrobenzene.

Nitrotoluene

The nitrotoluenes can cause liver toxicity and nephropathy in rats. 2-Nitrotoluene exposure increased mortality in mice. O-Nitrotoluene administered in the feed for up to 2 years caused clear evidence for cancer at multiple sites in rats and mice, including mesotheliomas, subcutaneous skin neoplasms, mammary gland fibroadenomas, and liver neoplasms in males, subcutaneous skin neoplasms and mammary gland fibroadenomas in females, and hemangiosarcomas and carcinomas of the cecum in both genders. The cephalic tumors have a morphology and a molecular profile of oncogenes and tumor suppressor genes characteristic of human colon cancer. O-Nitrotoluene causes hemangiosarcomas in mice, probably via p53 and beta-catenin mutations. 2-Nitrotoluene exposure has been shown to be carcinogenic in rats and was associated with hemoglobin and DNA adduct formation. IARC in 1995 considered the nitrotoluenes not classifiable as to their carcinogenicity to humans (Group 3).

Dinitrotoluene

Dinitrotoluenes are used primarily as chemical intermediates in the production of toluene diamines and disocyanates. Exposure to technical-grade dinitrotoluene can cause cyanosis, due to methaemoglobinemia, anemia, and toxic hepatitis. The dinitrotoluenes are skin sensitizers. Hepatotoxicity in animals has been consistently demonstrated. 2,4-Dinitrotoluene was tested by oral administration in mice; tumors of the renal tubular epithelium were observed in males. In studies in rats, the incidence of various tumors of the integumentary system was increased in males. The incidence of hepatocellular carcinomas was increased in treated males and females in one study. The incidence of fibroadenomas of the mammary gland was increased in females in both studies. 2,6-Dinitrotoluene was tested for carcinogenicity in male rats; an increase in the incidence of hepatocellular neoplastic nodules and carcinomas was found.

A cohort study of workers from a munitions factory in the United States found an increased risk for cancer of the liver and gallbladder among workers exposed to a mixture of 2,4- and 2,6-dinitrotoluenes, based on six cases. Recent studies have demonstrated that dinitrotoluene forms adducts with hemoglobin, the levels of which correlated with symptoms of toxicity among exposed workers, suggesting the possible usefulness of adduct assays as a biomonitoring approach. IARC in 1996 concluded that 2,4- and 2,6-dinitrotoluenes are possibly carcinogenic to humans (Group 2B).

Trinitrotoluene

Trinitrotoluene (TNT) has produced thousands of cases of industrial poisoning. The first reported cases occurred during World War I, and several hundred fatalities were reported from the ammunition industry in Great Britain and the United States. During World War II, there were another several hundred cases and a smaller number of fatalities in both countries. Absorption takes place through the skin and also through the respiratory and gastrointestinal routes. 2-Amino-4,6-dinitrotoluene and its isomers are the most common metabolites of 2,4,6-trinitrotoluene; p53 accumulation has been demonstrated in amino-4,6-dinitrotoluene-treated cells, providing evidence of the potential carcinogenic effects of amino-4,6-dinitrotoluene.

Functional disturbances of the gastrointestinal, central nervous, and cardiovascular systems, and skin irritation or eczematous lesions may precede the development and clinical manifestations of toxic liver injury or aplastic anemia. Abdominal pain, loss of appetite, nausea, and hepatomegaly may be the first indications of toxic hepatitis. According to available records, toxic hepatitis developed in approximately one of 500 workers exposed, but the fatality rate was around 30% and higher in some reported series. High urinary coproporphyrin levels are a feature of TNT-induced toxic hepatitis. Acute liver failure may develop rapidly and may be fatal. Massive subacute hepatocellular necrosis has
been found in fatal cases. A chronic, protracted course with development of cirrhosis was observed in other cases. Postnecrotic cirrhosis, becoming clinically evident as long as 10 years after apparent recovery from TNT-induced acute toxic hepatitis, has also been reported. Acute hemolytic anemia has been reported after TNT exposure of workers with glucose-6-phosphate dehydrogenase deficiency. Early equatorial cataracts were described in workers exposed to TNT.

No adequate studies of the carcinogenicity of trinitrotoluene in humans have been reported. The levels of 4-amino-2,6-dinitrotoluene-hemoglobin adducts were found to be statistically significantly associated with the risk of hepatomegaly, splenomegaly, and cataract formation among trinitrotoluene-exposed workers. Mutagenicity has been demonstrated in a Salmonella microsuspension system. In workers exposed to 2,4,6-trinitrotoluene, increased bacterial mutagenic activity was found in the urine. IARC in 1996 has deemed 2,4,6-trinitrotoluene as not classifiable as to its carcinogenicity to humans (Group 3), due to inadequate evidence in humans and animals. The effects of TNT on the male reproductive system in Fischer 344 rats included germ cell degeneration, the disappearance of spermatogonia in seminiferous tubules, and a dramatic decrease in the sperm number in both the testis and epididymis. TNT increased the formation of 8-oxo-7,8-dihydro-2′-deoxyguanosine (8-oxodG) in sperm, reflecting oxidative damage, whereas plasma testosterone levels did not decrease. Urinary metabolites of trinitrotoluene are 4-aminodinitrotoluene and 2-aminodinitrotoluene; they can be used for biological monitoring of damage, whereas plasma testosterone levels did not decrease.571

Urinary metabolites of trinitrotoluene are 4-aminodinitrotoluene and 2-aminodinitrotoluene; they can be used for biological monitoring of exposed workers. Complete blood counts, bilirubin, prothrombin, liver enzyme (SGOT, SGPT, etc.) levels, and urinary coproporphyrins have been recommended in the medical surveillance of exposed workers.

**Toluylenediamine**

Toluylenediamine can produce severe toxic liver damage, with massive hepatic necrosis.

**Xylidine**

Xylidine has been shown to produce severe toxic hepatitis; post-necrotic cirrhosis has developed in experimental animals.

**4,4′-Diaminodiphenylmethane**

More than 200 million pounds of 4,4′-diaminodiphenylmethane (methylene dianiline, MDA) are manufactured each year in the United States. It is widely used in the production of isocyanates and polyisocyanates which are the basis for polyurethane foams. Other uses are as an epoxy hardener, as a curing agent for neoprene in the rubber industry, and as a raw material in the production of nylon and polyamideimide resins.

4,4′-Diaminodiphenylmethane was the cause of an epidemic outbreak (54 cases) of toxic hepatitis with jaundice in Epping, England, in 1965 (an episode since known as “Epping jaundice”). The accidental spillage of the chemical from a plastic container and contamination of flour used for bread was the cause of this epidemic. Both the contaminated bread and the pure aromatic amine produced similar lesions in mice. In 1974, the first industrial outbreak of 13 cases of toxic hepatitis caused by 4,4′-diaminodiphenylmethane was reported. The aromatic amine had been used as an epoxy resin hardener for the manufacture of insulating material. The pattern of illness was similar to that described for the Epping epidemic, with abrupt onset, epigastria or right upper quadrant pain, fever, and jaundice. The duration of the illness ranged from one to seven weeks. Skin absorption had been important in some of the cases. Another small outbreak of methylene dianiline poisoning occurred when six of approximately 300 men who applied epoxy resin as a surface coat for concrete walls at the construction site of a nuclear power electricity-generating plant contracted toxic hepatitis two days to two weeks after starting work. The clinical picture was similar to the cases previously described. Methylene dianiline has been shown to produce hepatocellular necrosis in all animals tested, although there are species differences. Cirrhosis has developed in rats and dogs in several experimental series. Nephrotoxicity has also been demonstrated in animal experiments. 4,4′-Diaminodiphenylmethane causes contact allergy. MDA can initiate vascular smooth muscle cell proliferation and vascular medial hyperplasia in rats.572

Limited data suggest that workers in the textile, dye, and rubber industries experience a higher incidence of gallbladder and biliary tract cancer than control groups. In view of the very large number of chemicals used, however, a direct association with MDA has not been established. Long-term observations on workers exposed only to chemicals of this group are almost nonexistent, and therefore no firm conclusions can be drawn about its carcinogenicity in humans.

In a chronic feeding experiment on rats and mice, MDA was found to produce thyroid carcinoma, hepatocellular carcinoma, lymphomas, and pheochromocytomas. MDA is specifically activated to DNA-damaging reactive species by hepatocytes and thyroid cells in both rats and humans.573 The NIOSH recommended that MDA be considered a potential human carcinogen and that exposures be controlled to the lowest feasible limit. The IARC concluded that there is sufficient evidence for carcinogenic effect of 4,4′-methyleneedianiline in experimental animals to consider it a carcinogenic risk to humans, and The National Toxicology Program in 2002 considered MDA reasonably anticipated to be a human carcinogen.574

**Dinitrochlorobenzenes**

Dinitrochlorobenzenes (DCNBs) are potent skin sensitizers; via induction of type 1 cytokines interferon-gamma and IL-12,575 and are known testicular toxins in animals. Respiratory sensitization is not thought to occur. The toxicity of orally administered dinitrochlorobenzene in mice and rats included lesions affecting the liver, kidney, testis and hematopoietic system. The liver was the most responsive to DCNB, as evidenced by a dose-related increase in relative liver weight in rats and mice and centrilobular hypertrophy of hepatocytes in mice. The kidney lesion was characterized by hyaline droplets in the renal tubular epithelial cells only in male rats. Testicular and hematopoietic lesions appeared at higher doses.576 Dinitrochlorobenzene caused a significant increase in sister chromatid exchange in cultured human skin fibroblasts.577 Mutagenicity has been demonstrated in Salmonella test systems.578

**Paraphenylenediamine and Para-aminophenol**

Paraphenylenediamine and paraaminophenol are dye intermediates and are used mostly in the fur industry. They are potent skin and respiratory sensitizers. Severe occupational asthma is not unusual in exposed workers.2 Paraphenylenediamine was shown to induce sister chromatid exchanges in ovary cells of Chinese hamsters. Paraaminophenol was mutagenic in E. coli test systems.579 Paraaminophenol causes nephrotoxicity but not hepatotoxicity in the rat. Renal epithelial cells of the rat were shown to be intrinsically more susceptible to paraaminophenol cytotoxicity than are hepatocytes.580

**4,4′-Methylene Bis-Ortho-Chloroaniline**

4,4′-Methylene-bis-ortho-chloroaniline (MOCA) is used mainly in the production of solid elastomeric parts, as a curing agent for epoxy resins, and in the manufacture of polyurethane foam. Absorption through inhalation and skin contact is possible. In rats, liver and lung cancer have followed the feeding of MOCA. Occupational exposure to MOCA was associated with an increased risk of bladder cancer. MOCA forms adducts with DNA, both in vitro and in vivo. Micronuclei frequencies were higher in the urothelial cells and lymphocytes of MOCA-exposed workers than in controls.581 An increased frequency of sister chromatid exchange was seen in a small number of workers exposed to MOCA. MOCA is comprehensively genotoxic. DNA adducts are formed by reaction with N-hydroxy-MOCA, and MOCA is genotoxic in bacteria and mammalian cells; the same major MOCA-DNA adduct is formed in the target tissues for carcinogenicity in animals (rat liver and lung; dog urinary bladder) as that found in urothelial cells from a man with...
known occupational exposure to MOCA. IARC has classified MOCA as probably carcinogenic to humans (Group 2A).582 The National Toxicology Program in 2002 listed MOCA as an agent reasonably anticipated to be a human carcinogen. MOCA is included in the federal standard for carcinogens; all contact must be avoided.

**Tetranitromethylaniline (Tetryl)**

Tetryl is a yellow solid used in explosives and as a chemical indicator.2 It can be absorbed through inhalation and skin absorption. It is a potent irritant and sensitizer; allergic dermatitis can be extensive and severe. Anemia with hypoplastic bone marrow has occurred. In animal experiments, hepatotoxic and nephrotoxic effects have been detected.

**Prevention and Control**

Adequate protective clothing and strict personal hygiene with careful cleaning of the entire body, including hair and scalp, are essential to minimize skin absorption, which is particularly hazardous with this group of substances. Clean work clothes should be supplied at the beginning of every shift. Soiled protective equipment must be immediately discarded. Adequate shower facilities and a mandatory shower at the end of the shift, as well as immediately after accidental spillage, are necessary. Respirators must be available for unexpected accidental overexposure. Medical surveillance should comprise dermatological examination and hematological, liver, and kidney function evaluation. Workers must be informed of the health hazards and educated and trained to use appropriate work practices and first-aid procedures for emergency situations.

**ALIPHATIC AMINES**

Aliphatic and alicyclic amines are derivatives of ammonia (NH₃) in which one atom (primary amine) or more hydrogen atoms (secondary or tertiary amines) are substituted by alkyl, alicyclic, or alkanol radicals (ethanolamines). They have a characteristic fishlike odor; most are gases or volatile liquids. They are widely used in industry; one of the most important applications is as “hardeners” (cross-linking agents) and catalysts for epoxy resins. Other uses are in the manufacture of pharmaceutical products, dyes, rubber, pesticides, fungicides, herbicides, emulsifying agents, and corrosion inhibitors.

The amines form strongly alkaline solutions that can be very irritating to the skin and mucousae. Chemical burns of the skin can occur. Skin sensitization and allergic dermatitis have been reported.2 Some of the amines can produce bronchospasm, and cases of amine asthma have been documented.2 Corneal lesions may result from accidental contact with liquid amines or solutions of amines.

**Prevention**

Appropriate engineering controls, protective clothing, and eye protection (goggles), air-supplied respirators when concentrations exceeding the federal standard for exposure limits (from 3 to 10 ppm for various amines) are expected, and training programs for employees are necessary to prevent adverse effects due to exposure to these compounds.

**ORGANIC NITROSO-COMPOUNDS**

The organic nitroso-compounds comprise nitrosamines and nitrosoamides, in which the nitroso-groups (–N = O) are attached to nitrogen atoms

\[
\begin{align*}
O &= N = N - R_1 \\
O &= N = N - R_2
\end{align*}
\]

and C-nitroso-compounds in which the nitroso-groups are attached to carbon atoms. Nitrosamines are readily formed by the reaction of secondary amines with nitrous acid (nitrite in an acid medium).

A large number of N-nitroso-compounds are known; several examples of dialkyl, heterocyclic, and aryl alkyl nitrosamines with marked toxic activity are shown below, together with two N-nitrosamines, N-nitrosomethyl urea, and N-nitro-N′-nitro-N-methyl guanidine. The nitrosamines are more unstable in an alkaline medium, yielding the corresponding dialkanes; they are extensively used in synthetic organic chemistry for alkylating reactions.

Toxicological interest in the N-nitroso-compounds was first aroused in 1954, when Barnes and Magee583 reported on the hepatotoxicity of dimethylnitrosamine. This compound had recently been introduced into a laboratory as a solvent, and two cases of clinically overt liver damage were etiologically linked to it. A search of the literature at that time revealed only a single short report of the toxic properties of dimethylnitrosamine (DMN). Hamilton and Hardy had reported in 1949 that the use of DMN in an automobile factory had been followed by illness in some of the exposed workers. Experiments on dogs showed DMN to be capable of producing severe liver injury.

![Diagram of N-nitrosodimethylamine (dimethylnitrosamine)](image1)

![Diagram of N-nitrosodibutylamine (dibutyl nitrosamine)](image2)

![Diagram of N-nitrosopyrrolidine](image3)

![Diagram of N-nitrosomethylaniline](image4)

![Diagram of N-nitrosomethyl urea](image5)

![Diagram of N-nitroso-N′-nitro-N-methyl guanidine](image6)
As a solvent, DMN is highly toxic and dangerous to handle, although its volatility is relatively low. The absence of a specific odor or irritant properties may favor the absorption of toxic amounts without any warning; contamination of skin and clothes may pass unnoticed.

Information on the industrial uses of nitrosamines is incomplete. A relatively large patent literature indicates many potential applications. The manufacture of rubber, dyes, lubricating oils, explosives, insecticides and fungicides, the electrical industry, and the industrial applications of hydrazine chemistry appear to be the main uses for nitrosamines. The use of DMN as an intermediate in the manufacture of 1,1-dimethylhydrazine is well known. N-nitrosodiethylamine is used in the rubber industry as a vulcanizing retarder, and dinitrosopentamethylenetetramine is used as a blowing agent in the production of microcellular rubber.

DMN produced severe liver injury in rats, rabbits, mice, guinea pigs, and dogs. Centrilobular and midzonal necrosis, depletion of glycogen and fat deposition, and dilation of sinusoidal spaces were the prominent changes in the acute stage. Hemorrhagic peritoneal exudate and bleeding into the lumen of the gut were striking features; such changes are not encountered in liver injury caused by carbon tetrachloride, phosphorus, or beryllium. Repeated doses were found to result in fibrosis of the liver. Increases in fibrosis-related gene transcripts, including alpha-SMA, transforming growth factor-beta 1, connective tissue growth factor, tissue inhibitor of metalloproteinase-1, and procollagen I and III, have been identified in the livers of dimethyl-nitrosamine-intoxicated rats. DMN was shown to induce, besides typical centrilobular necrosis, veno-occlusive lesions in the liver in animals followed for longer periods after a high, nearly lethal dose. Prolonged oral administration of relatively low doses of dimethyl-nitrosamine resulted in gross, nodular cirrhosis of the liver; with lower doses, longer survival of the animals was achieved, and several malignant liver-cell-type tumors occurred. Tumor necrosis factor alpha and its receptor were shown to play a role in DMN-induced hepatic necrosis in the mouse.

The hepatocarcinogenicity of DMN was reported in 1956. The metabolic degradation of DMN in the liver proceeds through enzymatic oxidative demethylation, yielding a carcinogenic metabolite. In 1962 Magee and Farber, by administering 14C DMN to rats, were able to demonstrate the methylation of nucleic acids in the liver, especially in the liver of pregnant rats. This alteration of the genetic information in the hepatocyte was detected and was considered the basis for the carcinogenic effect. This was the first experimental proof of such a molecular alteration of DNA by a carcinogen.

The discovery of the role of drug-metabolizing mixed-somal enzymes in the biotransformation of DMN into a carcinogen opened an important field of investigation. Similar pathways were found to be effective for another compound of this group, diethylnitrosamine. The activation of DMN via microsomal metabolism occurs in the hepatocytes, although liver tumors arise from non-parenchymal cells, suggesting intercellular transport of the carcinogenic metabolites.

The acute hepatotoxic effect of N-nitroso compounds is also caused by the alkylating intermediate metabolites. The acute toxicity is due to alkylation of proteins and enzymes, while the carcinogenic effect is related to the alkylation of nucleic acids. Several fundamentally important observations were also made by Druckrey and coworkers:

1. A carcinogenic effect of a single dose of some of these compounds was demonstrated (tumors developed after various latency periods), and the kidney, liver, esophagus, stomach, and CNS were the main organs in which the primary tumors were detected.
2. The site of the primary malignant tumor was found to be, for certain compounds, in a clear relationship with the administered dose.
3. DMN was shown to be a more potent carcinogen than diethylnitrosamine.
4. The transplacental carcinogenicity of DMN was demonstrated; hepatocarcinogenicity was detected in offspring of treated pregnant rats.

5. Di-n-butyl-nitrosamine induced hepatocellular carcinoma and cirrhosis of the liver when administered orally in relatively high amounts. With the gradual decrease of the dose, fewer hepatocellular carcinomas and more cancers of the esophagus and the urinary bladder were found. Diamyl-nitrosamine resulted in hepatocellular carcinoma when given in high doses. Subcutaneous injections resulted in squamous cell and alveolar cell carcinoma of the lung, in addition to relatively few hepatocellular carcinomas. This finding was thought to be important since it indicated that lung cancer can develop not only after inhalation of carcinogens but also as a result of absorption of carcinogens through other routes.

Cyclic N-nitroso compounds (N-nitroso-pyrrolidone, -morpholine, -carboxyloxypiperazine) were also found to produce hepatocellular carcinomas. Heterocyclic nitrosamines (N-nitrosodiazotidine, N-nitrosohexamethylenimine, N-nitrosomorpholine, N-nitroso-pyrrolidone, and N-nitrosoperipinperidone) result in characteristic hepatic centrilobular necrosis; they have also been shown to produce a high incidence of tumors of the liver and other organs. The earliest change in the liver is the development of foci of altered hepatocytes, demonstrated histochemically by changes in the activities of glucose-6-phosphate dehydrogenase and glycogen phosphorylase, and in the glycogen content. Proliferating cells have been detected by immunohistochemical reaction for proliferating cell nuclear antigen. The number and size of foci of altered hepatocytes increased in a time- and dose-related manner.

Pancreatic cancer developed in Syrian hamsters after subcutaneous administration of three nitrosamines, including N-nitro-2,6-dimethylmorpholine. Ras-oncogene activation was investigated in bladder tumors of male rats given N-butyl-N-(4-hydroxybutyl) nitrosamine. Enhanced expression of p21 was detected in all tumors. The tobacco-specific nitrosamine 4-(methylnitrosamine)-1- (3-pyridyl)-1-butane (NNK) is a potent carcinogen in laboratory animals. Analysis of DNA for K-ras mutation showed G → A (A transition of codon 12 of the K-ras oncogene in tumor cells derived from pancreatic duct cells treated with NNK.

In human esophageal cancers, no ras gene mutations but a relatively high prevalence of point mutations in Ha-ras and p53 genes was found in N-nitrosomethylbenzylamine (NMBA)-induced esophageal tumors in rats. The prevalent mutations were G → A. The carcinogenic properties of N-nitroso compounds are associated with their ability to alkylate DNA, in particular to form O6-alkylguanine and O4-alkylthymine. The carcinogenicity of NMBA has been shown to be reduced by dietary factors (e.g., strawberries, blackberries, grape seed extract) that decrease the formation of DNA-damaging intermediates.

The dialkyl-nitrosamines, stable compounds, are decomposed only by enzymatic action and result in cell damage after having undergone an enzymatic activation process in organs that have adequate enzymatic systems. The toxic, mutagenic, teratogenic, and carcinogenic effects of nitroso-compounds all depend on this biologic activation by enzymatic reactions. Inhibition of hepatic microsomal enzymatic systems by a protein-deficient diet has been shown to result in a decrease in dimethylnitrosamine toxicity, confirming that the hepatotoxic effect is dependent on microsomal enzymatic activation. The predominant effect of the dialkyl-nitrosamines is liver injury, the characteristic lesion being a hemorrhagic type of centrilobular necrosis. This specificity of action is related to the fact that these compounds require metabolic transformation-activation for their toxic effect. The enzymatic systems effective for these metabolic transformations are present in highest amounts in the microsomal fraction of the liver, but also in the kidney, lung, and esophagus. Species differences have been documented; these metabolic differences parallel differences in the main site of effects—tissue, carcinogenic, or both.

In contrast to the relative chemical stability of nitrosamines, the nitrosamides show varying degrees of instability. Many of these compounds yield diazoalkanes when treated with alkali, and they are extensively used in the synthetic chemical industry.
The nitrosamides differ in their effects from the nitrosamines; they have a local irritation effect at the site of administration; some have marked local cytotoxic effect, sometimes resulting in severe tissue necrosis. N-methyl-N-nitrosourea causes severe necrotic lesions of the gastric mucosa and also perportal liver necrosis. In addition to their local action, some of the nitrosamides have a radiomimetic effect on organs with rapid cell turnover, with the bone marrow, lymphoid tissue, and small intestine being injured most. Several substances of the nitrosamide group are known to induce cancer at the site of chronic application.

Morpholine is widely used in industry as a solvent for waxes, dyes, pigments, and casein; it has also found applications in the rubber industry.

As an anticrosurve and as an emulsifier (after reaction with fatty acids), morpholine is used in the manufacture of cleaning products. Long considered a relatively nontoxic substance. morpholine was also used in the food industry, in the coating of fresh fruit and vegetables (fatty acid salts of morpholine), and for anticrosurve treatment of metals, including those to be used in the food industry. Industrial occupational exposure and household exposure are therefore quite frequent. Absorption of morpholine through the oral route may, in the presence of nitrites from alimentary sources, result in the production of hazardous gastric levels of nitrosamine. In the rubber industry, efforts have been made to replace amino-compounds that can generate N-nitrosamines in accelerators with "safe" amino components. Derivatives of the dithiocarbamate and sulfenemide class can generate N-nitrosamines in accelerators with "safe" amino components. Derivatives of the dithiocarbamate and sulfenemide class were synthesized and found to be suitable for industrial application.

The organic N-nitroso-compounds are characterized by marked acute liver toxicity; chronic absorption of smaller amounts has been shown to result in cirrhosis in experimental animals. Initial reports of human cases of postneocrotic cirrhosis, however, have not been followed by other reports on human effects. Suitable epidemiological data are not yet available on the real incidence of toxic liver damage, cirrhosis of the liver, hepatocellular carcinoma, and other malignant tumors in industrially exposed populations. Altered p53 expression has been demonstrated in the early stages of N-nitrosomorpholine-induced rodent hepatocarcinogenesis. Ethanol has been shown to enhance the hepatocarcinogenesis of N-nitrosomorpholine, related to increased ornithine decarboxylase activity and cell proliferation in enzyme-altered lesions.

The presence of nitrosamines in cutting oils has been reported. The formation of nitrosamines had been suspected, since nitrates and aliphatic amines are known constituents of some cutting fluids. Concentrations of nitrosamines up to 3% have been found in randomly selected cutting oils; metal machining operators using cutting oils may, therefore, be significantly exposed to nitrosamines. Semisynthetic cutting oils and the synthetic cutting fluids most often contain amines as a soluble base and nitrates as additives. NIOSH estimated that almost 800,000 persons are occupationally exposed in the manufacture and use of cutting fluids, and issued guidelines for industrial hygiene practices in an effort to minimize skin and respiratory exposure.

**Environmental Nitrosamines**

The possibility that exposure to compounds of the nitrosamine group may occur in situations other than the industrial environment was revealed by an outbreak of severe liver disease in sheep in Norway in 1960. Severe necrosis of the liver was the main pathologic feature.
Laboratory research conducted over the last 30 years has identified the organic nitroso-compounds as some of the most potent carcinogens, mutagens, and teratogens for a variety of animal species. The possibility of nitrosamine formation from nitriles (or nitrates) and secondary or tertiary amines in the stomach and the possibility of a similar effect attributable to microorganisms normally present in the gut and frequently in the urinary tract suggest a potential hazard for the population at large.

The identification of tobacco-specific nitrosamines and of nitrosamines in betel and in food stuffs in areas with high cancer incidence emphasizes the growing importance of this group of chemical carcinogens.

### EPOXY COMPOUNDS

Epoxy compounds are cyclic ethers characterized by the presence of an epoxide ring.

![Epoxide Ring]

These ethers, with an oxygen attached to two adjacent carbons, readily react with amino, hydroxyl, and carbonyl groups and also with inorganic acids to form relatively stable compounds. The epoxide group is very reactive and can form covalent bonds with biologically important molecules. Industrial applications have expanded rapidly in the manufacture of epoxy resins, plasticizers, surface-active agents, solvents, etc.

Most epoxy resins are prepared by reacting epichlorohydrin with a polyhydric compound, most frequently bisphenol A, in the presence of a curing agent (cross-linking agents—"hardeners," mainly polyamines or anhydrides of polybasic acids, such as phthalic anhydride). Catalysts include polyamides and tertiary amines; diluents such as glycidyl ethers, styrene, styrene oxide, or other epoxides are sometimes used to achieve lower viscosity of uncured epoxy resin systems.

Epoxy compounds can adversely affect the skin, the mucosae, the airways, and the lungs; some have hepatotoxic and neurotoxic effects. Most epoxy compounds are very potent irritants (eyes, airways, skin), and they can produce pulmonary edema. Skin lesions can be due to the irritant effect or to sensitization. Respiratory sensitization can also occur. Carcinogenic effects in experimental models have been demonstrated for several epoxy compounds.

### Epichlorohydrin

Epichlorohydrin (1-chloro-2,3-epoxypropane, CH₂OCH-CH₂Cl) is a colorless liquid with a boiling point of 116.4°C. The most important uses are for the manufacture of epoxy resins, surface-active agents, insecticides and other agricultural chemicals, coatings, adhesives, plasticizers, glycidyl ethers, cellulose esters and ethers, paints, varnishes, and lacquers.2,3 Absorption through inhalation and skin is of practical importance. Epichlorohydrin is a strong irritant of the eyes, respiratory tract, and skin. Obstructive airway disease was found related to epichlorohydrin exposure in workers; GST polymorphism influenced the risk of airflow obstruction.43 Skin contact may result in dermatitis, occasionally with marked erythema and blistering. Skin sensitization with allergic dermatitis has also been reported. Severe systemic effects have been reported in a few cases of human overexposure: these included nausea, vomiting, dyspnea, abdominal pain, hepatomegaly, jaundice, and abnormal liver function tests.

In experimental studies, nephrotoxic effects have been found; an adverse effect on liver mixed-function microsomal enzymes has also been reported. In experiments on rats, epichlorohydrin was found to
significantly decrease the content in cytochrome P450 of microsomes isolated from the liver, kidney, testes, lung, and small intestine mucosa.

An excess of lung cancer was observed among a small number of workers employed in the production of epichlorohydrin. A nested case-control study within this population found a weak association between epichlorohydrin and lung cancer. Another nested case-control study based on the same cohort found a weak association with central nervous system tumors. A small excess of lung cancer was observed in another cohort, but in a third no excess of cancer was observed. In a case-control study of lung cancer in the vicinity of sterilization plants, no significant associations were found with personal or area-based risk factors.

Epichlorhydrin by mouth caused papillomas and carcinomas of the forestomach, and by inhalation, induced papillomas and carcinomas of the nasal cavity in rats. It produced local sarcomas in mice after subcutaneous injection and was active in a mouse-lung tumor bioassay by intraperitoneal injection.616 Epichlorhydrin is considered a bifunctional alkylating agent; it reacts with nucleophilic molecules by forming covalent bonds; crosslinking bonds may also be formed. These chemical characteristics are believed to be of importance for their carcinogenic, mutagenic, and reproductive effects. Epichlorhydrin forms adducts with DNA.617 Chromosomal aberrations have been found in exposed workers. Workers with high epichlorhydrin exposure also had significantly higher sister chromatid exchange frequencies than those with low or no exposure.618 Epichlorhydrin exposure in vitro had significant effects on sister chromatid exchange frequencies in the lymphocyte cultures of human subjects.619

Several experimental studies suggest that interference with male reproductive function can result from epichlorhydrin exposure. In rats, epichlorhydrin was found to produce progressive testicular atrophy, resulting in a decreased number of sperm, and also an increased number of morphologically abnormal spermatozoa. Testicular function was studied in epichlorhydrin-exposed workers; no effects were demonstrated. Epichlorhydrin did not produce teratogenic effects in rats, rabbits, or mice.

Prevention

The recommended standard1 for exposure to epichlorhydrin is 2 mg/m³ (0.5 ppm), with a ceiling of 19 mg/m³ (5 ppm) not to exceed 15 minutes. IARC concluded in 1999 that epichlorhydrin is probably carcinogenic to humans (Group 2A).

Ethylene Oxide

Ethylene oxide (1,2-epoxyethane, H₂COCH₂), is a colorless gas used in the organic synthesis of ethylene glycol and glycol derivatives, ethanolamines, acrylonitrile, polyester fibers, and film and surface-active agents; it has been used as a pesticide fumigant and for sterilization of surgical equipment. Ethylene oxide is highly reactive and potentially explosive; it is relatively stable in aqueous solutions or when diluted with halogenated hydrocarbons or carbon dioxide. Ethylene oxide is a high-volume production chemical; production capacity in the United States was 6.1 billion pounds a year in 1981. Exposure to ethylene oxide is very limited in chemical plants, where it is produced and used for intermediates, mostly in closed systems. Maintenance and repair work, sampling, loading and unloading, and accidental leaks can generate exposure.

Although only a small proportion of ethylene oxide is used in health care and medical equipment manufacturing industries, and even less for sterilization of equipment in medical care facilities, NIOSH has estimated that more than 75,000 employees in sterilization areas have been exposed; concentrations as high as hundreds of parts per million were found on occasion, mostly in the vicinity of malfunctioning or inadequate equipment.

Absorption occurs through inhalation. Ethylene oxide is a strong irritant, especially in aqueous solutions. Severe dermatitis and even chemical burns, marked eye irritation, and toxic pulmonary edema have occurred with high concentrations. The presence of lens opacities in combination with loss of visual acuity was found to be significantly more frequent among sterilization workers who were exposed to ethylene oxide, when compared with unexposed controls.620 Allergic dermatitis may develop. With high levels of exposure, CNS depression with drowsiness, headaches, and even loss of consciousness have occurred. Six workers accidentally exposed acutely to ethylene oxide experienced nausea, vomiting, chest tightness, shortness of breath, dizziness, cough, and ocular irritation. One worker had transient loss of consciousness.621 A number of cases of sensory motor peripheral neuropathy have been reported in personnel performing sterilization with ethylene oxide. Removal from exposure resulted in gradual improvement over several months. A cluster of 12 operating-room nurses and technicians developed symptoms after a five-month exposure to high levels of ethylene oxide in disposable surgical gowns. All patients reported a rash on the wrist where contact was made with the gowns, headaches, and hand numbness with weakness. About 10 of 12 patients complained of memory loss. Neurologic evaluation revealed neuropathy on examination in 9 of the 12 patients, elevated vibration threshold in 4 of 9, abnormal proprioceptive threshold in 10 of 11, atrophy of the abductor digiti minimi, and neuropathy on conduction studies in 4 of 10. Neuropsychological testing demonstrated mild cognitive impairment in four of six patients. Sural nerve biopsy in the most severely affected patient showed findings of axonal injury.622 The distal axonal degenerative changes have been shown in rats exposed to 500 ppm for 13 weeks. In rats chronically exposed to ethylene oxide (500 ppm for 6 hours/day, 3 days/week for 15 weeks), the distal portions of the sural nerve showed degenerative changes in myelinated fibers and fewer large myelinated fibers in the distal peroneal nerve, with a decrease in the velocity of anterograde axonal transport.623

Studies of sterilization personnel have found that mortality from lymphatic and haematopoietic cancer was only marginally elevated, but a significant trend was found, especially for lymphatic leukemia and non-Hodgkin’s lymphoma, in relation to estimated cumulative exposure to ethylene oxide. For exposure at a level of 1 ppm over a working lifetime (45 years), a rate ratio of 1.2 was estimated for lymphatic and hematopoietic cancer. Three other studies of workers involved in sterilization (two in Sweden and one in the United Kingdom) each showed nonsignificant excesses of lymphatic and haematopoietic cancer. In a study of chemical workers exposed to ethylene oxide at two plants in the United States, the mortality rate from lymphatic and hematopoietic cancer was elevated, but the excess was confined to a small subgroup with only occasional low-level exposure to ethylene oxide. Six other studies in the chemical industry (two in Sweden, one in the United Kingdom, one in Italy, one in the United States, and one in Germany) were based on fewer deaths. Four found excesses of lymphatic and hematopoietic cancer (which were significant in two), and in two, the numbers of such tumors were as expected from control rates.624

Ethylene oxide has been shown to be mutagenic in several assay systems including human fibroblasts,625 and Human chromosome aberrations, micronuclei, and sister chromatid exchanges (SCIs) have been used in peripheral blood cells increased with cumulative exposure to ethylene oxide when unexposed controls.626 Increased frequencies of HPRT mutants, chromosomal aberrations, micronuclei, and sister chromatid exchanges have been reported among sterilization plant workers.627 Chromosomal aberrations and sister chromatid exchanges have been found to occur with significantly increased frequency in workers exposed to ethylene oxide at concentrations not exceeding a TWA of 50 ppm (but with occasional excursions to 75 ppm). Exposures near or below 1 ppm among workers in a hospital sterilization unit were associated with increased hemoglobin adduct formation and SCIs, independent of smoking history.628 In general,
the degree of damage is correlated with level and duration of exposure. The induction of sister chromatid exchange appears to be more sensitive to exposure to ethylene oxide than is that of either chromosomal aberrations or micronuclei. In one study, chromosomal aberrations were observed in the peripheral lymphocytes of workers two years after cessation of exposure to ethylene oxide, and sister chromatid exchanges six months after cessation of exposure.630

Adverse reproductive effects (reduced numbers of pups per litter, fewer implantation sites, and a reduced ratio of fetuses to number of implantation sites) were observed in rats exposed to 100 ppm ethylene oxide. An increased proportion of congenital malformations (mostly skeletal) was also reported. The effect occurred predominately when exposure occurred during the zygotic period rather than during organogenesis.632 Genotoxic effects on male germ cells in postmeiotic stages have been demonstrated in both Drosophila and mice.631 Significant effects on fetal deaths and resorptions, malformations, crown-to-rump length, and fetal weight were found in ethylene oxide exposed female mice.633 Testicular damage following ethylene oxide exposure in rats has been reported, with specific but reversible injury to Sertoli cells.634 Women hospital employees exposed to ethylene oxide in rats has been reported, with specific but reversible injury to Sertoli cells.635

In 1981, the NIOSH recommended that ethylene oxide be regarded in the workplace as a potential carcinogen and that appropriate controls be used to reduce exposure. This recommendation was based on the results of a carcinogenicity assay, clearly indicating that ethylene oxide can produce malignant tumors in experimental animals. In a chronic inhalation study, mononuclear cell leukemias and peritoneal mesotheliomas were found to be significantly increased in ethylene oxide-exposed rats; both were dose-related and occurred at concentrations of 33 ppm. Ethylene oxide induced uterine adenocarcinomas in mice in a two-year inhalation study.636 A mortality study of workers in a Swedish ethylene oxide plant637 showed an increased incidence of total cancer deaths, with leukemia and stomach cancer accounting for most of these excess cancer deaths. Other chemical exposures (including some well-known carcinogens) had also been possible in that plant. An excess of leukemia was also found in another plant in which 50% ethylene oxide and 50% methyl formate were used for sterilization of hospital equipment.638 The small number of observed deaths and the complex chemical exposures do not allow definitive conclusions regarding the human evidence of ethylene oxide carcinogenicity, although it is entirely consistent with the experimental data. A more recent study of the mortality experience among 18,254 United States sterilization plant workers (4.9 years average exposure duration and 16 years of follow-up), with 8-hour TWAs averaging 4.3 ppm, reported a significant trend toward increased mortality with increasing length of time since first exposure for all hematopoietic cancers; among men, but not women, there was a significant increase in mortality from hematopoietic cancers.639 A recent follow-up study of this cohort revealed an internal exposure-response trend for hematopoietic cancers limited to males (15-year lag). The trend in hematopoietic cancer was driven by lymphoid tumours (non-Hodgkin’s lymphoma, myeloma, lymphocytic leukemia), which also had a positive trend with cumulative exposure for males with a 15-year lag.640

The current (1987) TLV for ethylene oxide is 1 ppm. IARC has concluded that ethylene oxide is carcinogenic to humans (Group 1).641

### Glycidyl Ethers

Glycidyl ethers are characterized by the group:

\[
\begin{align*}
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\]

Their most important use is for epoxy resins; diglycidyl ether of bisphenol A is one of the basic ingredients used to react with epichlorohydrin. Glycidyl ethers are also used as diluents, to reduce the viscosity of uncured epoxy resins systems. These find applications in protective coatings, bonding materials, reinforced plastics, etc. The NIOSH estimates that about one million workers are exposed to epoxy resins; it is difficult to reach an accurate estimate of the number exposed to glycidyl ethers, but it is probably around 100,000 workers. Evidence has accumulated indicating that the epoxy resin glycidyl methacrylate is genotoxic and forms DNA adducts. Glycidyl ethers are irritants for the skin and mucosae; dermatitis and sensitization have been reported. In experimental studies, an adverse effect on spermatogenesis and testicular atrophy has been the result of glycidyl ether exposure of several species (rats, mice, rabbits) to concentrations as low as 2–3 ppm. A potent effect on lymphoid tissue, including atrophy of the thymus and of lymph nodes, low white blood cell counts, or bone marrow toxicity have also been reported in rats, rabbits, and dogs. Information on immunosuppressive or myelotoxic effects in humans is not available, and the possibility that such effects have not been detected in the past cannot be excluded. The present federal standard for PELs are listed below:

- Allyl glycidyl ether 5 ppm
- N-Butyl glycidyl ether 25 ppm
- Diglycidyl ether 0.1 ppm
- Isopropyl glycidyl ether 50 ppm
- Phenyl glycidyl ether 1 ppm

IARC has classified phenyl glycidyl ether as possibly carcinogenic to humans (Group 2B), based on evidence of carcinogenicity in animals.639,640
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Polychlorinated Biphenyls

Richard W. Clapp

The group of chemicals termed polychlorinated biphenyls is part of the larger class of chlorinated organic hydrocarbon chemicals. There are 209 individual compounds (congeners) with varying numbers and locations of chlorine on the two phenyl rings, with varying degrees of toxicity and adverse human and ecological effects. Some of the PCBs are structurally similar to dioxins and furans and these congeners may cause similar health effects. The higher chlorinated PCBs are particularly persistent in the environment, although not all potential congeners were manufactured and there was a shift toward lower-chlorinated PCB mixtures in later years. In 1976, the U.S. Congress passed the Toxic Substances Control Act which led to the ban of production of PCBs in the United States.

PCBs were first produced by the Monsanto Company in the late 1920s in two U.S. states for use in electrical products; initially, polychlorinated biphenyls were found to have properties that made them desirable in electrical transformers and capacitors, because of their insulating and low flammability characteristics. Subsequently, PCBs were used in hydraulic fluids, microscope oil, paints, surface coatings, inks, adhesives, in carbonless copy paper, and chewing gum, among other products. Because of leaks in the production process, and spills or leaks from transformers and other products, fires and incineration of PCB products, and improper disposal of PCB-containing wastes in landfills, there is widespread contamination from PCBs in the environment and wide distribution in the food chain and human adipose tissue. There have been some dramatic examples of leakage and spills, including the Hudson River, in New York, and the New Bedford Harbor, in Massachusetts, and the town of Anniston, Alabama among many other examples. Indeed, PCBs have been found in mammalian blood and adipose tissue samples throughout the world, including remote Arctic populations with limited industrial production or use of these compounds. The likely source of PCB exposure in these remote settings is ingestion of PCBs accumulated through the food chain, especially in fish and marine mammals.

Because of the many adverse health effects and widespread distribution of PCBs in the environment, these compounds have not been made in the United States since 1977 and are being phased out under the recent Stockholm Convention on Persistent Organic Pollutants (POPs). There are environmental and occupational exposure limits for PCBs in the United States that set allowable levels in workplaces, in drinking water sources, during transport or disposal, discharge into sewage treatment plants, and in food consumed by infants and adults. The current OSHA occupational limits are 1 mg/m³ for PCB mixtures with 42% chlorine and 0.5 mg/m³ for mixtures with 52% chlorine over an 8-hour day. Presumably, these limits would protect workers exposed during spills of old equipment containing PCBs. The U.S. Food and Drug Administration recommends that drinking water not contain more than 0.5 parts per billion PCBs and that foods such as milk, eggs, poultry fat, fish, shellfish, and infant formula not contain more PCBs than 3 parts per million or 3 mcg/g on a lipid basis.

PCBs are chemically similar to other compounds such as dioxins and furans and human exposures are often to mixtures of these related compounds. For example, in transformer fires such as the one that occurred in the Binghamton, New York State Office building, or in two major contaminated rice oil poisoning incidents in Japan and Taiwan, the exposures were to a combination of PCBs, dioxins (PCDDs), dibenzo-furans (PCDFs), and possibly some other chlorinated compounds. This makes the determination of the causes of the health effects observed in these situations complex.

- **CHEMICAL PROPERTIES OF PCBs**

PCBs were produced by the catalyzed addition of chlorine to the basic double benzene ring structure; any number of chlorine atoms from 1 to 10 can be added, typically resulting in mixtures of dozens of congeners in commercial mixtures. These mixtures can be oily or solid, and colorless to light yellow, with no characteristic smell or taste. The commercial products were primarily six or seven mixtures classified by their percentage of chlorine. The major manufacturer, Monsanto, called its PCB product Aroclor and assigned identifying numbers based on the chlorine content of the congener mixtures. Other manufacturers, such as Bayer in Europe, used other names and numbering schemes (Clophen A60, Kaneclo 500, etc.). These products resist degradation in the environment and have low solubility in water, but they are soluble in oils and certain organic solvents. They are lipophilic and, therefore, bio-accumulate in fatty tissue in humans and other species.

- **GLOBAL CONTAMINATION**

Beginning with the production of PCBs in Anniston, Alabama in the late 1920s, later production in other part of the United States and Europe in the middle of the last century, and extending beyond the curtailment of production for nearly all uses in 1977, there have been many examples of environmental contamination by these persistent compounds. In Sweden, widespread PCB contamination was documented in the 1960s, and in North America, surveys documented contamination of human breast milk and fish around the Great Lakes beginning in the 1970s. Two major episodes of PCB poisoning from contaminated rice oil occurred in 1968 in Japan and in 1979 in Taiwan.

Cohorts of PCB-exposed manufacturing workers were established and follow-up studies were conducted in the United States, Italy, and Sweden in the 1970s and considerable human and environmental exposure was described in the areas where these plants were located. For example, the Hudson River in New York and the Housatonic River in Massachusetts have been contaminated by PCBs from manufacturing plants in Hudson Falls and Pittsfield. These rivers have had fish consumption warnings posted for decades.
because of the high concentrations of PCBs found there. More recently, studies of offspring of mothers exposed to PCBs through their diet, primarily through fish consumption, have been conducted around the Great Lakes in North America and in Europe and these have added to the literature about health effects in children. The health effects identified in these recent studies include disruption of reproductive function, neurobehavioral and developmental deficits in newborns and children exposed to PCBs in utero, systemic effects such as liver disease, effects on the thyroid and immune systems, and altered neurological system may occur through other mechanisms that are not currently understood. Furthermore, although PCB mixtures appear to have both tumor initiating and promoting capabilities in experimental animal studies, the mechanism of carcinogenicity is not currently known.

**Human Health Effects**

The earliest reports of adverse human health effects of PCBs were dermal effects in exposed workers who were diagnosed with rashes and chloracne. Typically, the exposures are to mixtures of PCBs and other chlorinated compounds, making it difficult to isolate the effects specific to PCBs. For example, the two major outbreaks of PCB poisoning, with clinical syndromes called Yusho and Yu-cheng, were examples of mixed exposures to cooking oil contaminated with PCBs and other chlorinated compounds such as polychlorinated dibenzofurans. Nevertheless, these two episodes provided much early evidence of PCB-related health effects including chloracne, other skin abnormalities, hyperpigmentation, swelling of the eyelids, and eye discharge. Furthermore, the offspring of PCB-exposed mothers exhibited dark skin pigmentation, pigmented nails, and abnormal dentition. Chronic effects of PCB poisoning in Yusho victims included headache, joint swelling and pain, numbness of extremities, irregular menstruation, and low birth weight in offspring. Other developmental effects were later investigated in other studies.

Worker cohorts exposed to PCBs in manufacturing capacitors and transformers were followed and several types of cancer were found to be elevated. For example, deaths due to melanoma of skin were increased (24 observed/13.7 expected) in capacitor workers and transformer workers. Lymphoma (10 observed/5.7 expected) and brain cancer (13 observed/3.7 expected) deaths were also increased in transformer workers, and liver and biliary tract cancer deaths were elevated in some capacitor workers’ studies. Electrical workers with potential exposure to PCBs have also been shown to have excess deaths due to melanoma of skin and brain cancer. These studies of workers were the scientific basis for the current classification of PCBs as “probable” human carcinogens.

Other studies of PCB and cancer in nonoccupationally-exposed persons indicated increased incidence of non-Hodgkin’s lymphoma. A recent Swedish study of testicular cancer suggested that risk is increased by prenatal exposure to two subgroups of estrogenic and enzyme-inducing PCBs. A number of studies of breast cancer cases have been carried out, with equivocal results. Some breast cancer studies estimated exposure from fat or blood samples taken shortly after diagnosis, and some also combined all congeners or looked at large groups of PCB congeners. More recently, one study looked at specific congeners and found increased risk in women with higher blood concentrations of the dioxin-like PCBs. Another study of breast cancer suggested that exposure to PCBs was associated with an increased risk of the disease in women with a specific CYP1A1 polymorphism (the m2 genotype).

Abnormal thyroid function has been found in offspring of Dutch women exposed to PCBs, dioxins, and furans, and there is increasing evidence that exposure during the perinatal period can result in learning and cognitive development during childhood. Strong correlations between Great Lakes fish consumption and PCB levels in umbilical cord blood and breast milk have been found. Menstrual cycle length and time-to-pregnancy have been investigated in relation to Lake Ontario fish consumption with inconsistent results, but newborn neurological development was abnormal in offspring of women in the high exposure category.
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Polychlorinated Dioxins and Polychlorinated Dibenzofurans

Yoshito Masuda • Arnold J. Schecter

Polychlorinated dibeno-p-dioxins (PCDDs) have been described as the most toxic man-made chemicals known. They are synthetic, lipophilic, and very persistent. They are also relatively controversial. Toxicological studies of 2,3,7,8-tetrachlorodibenzo-p-dioxin (2,3,7,8-TCDD), which is known as the most toxic congener among PCDDs and usually called Dioxin, demonstrate dose-dependent toxic responses to other PCDDs and related chemicals such as the polychlorinated dibenzofurans (PCDFs), which frequently accompany polychlorinated biphenyls (PCBs). (Both PCDFs and PCBs are chemically and biologically similar to PCDDs.) However, the findings from human studies, at least until recently, have been less consistent.

The animal health effects include but are not limited to: death several weeks after dosing, usually accompanied by a “wasting” or loss of weight syndrome; increase in cancers (found in all animal cancer studies); increased reproductive and developmental disorders including fetal death in utero, malformations, and in offspring dosed in utero, endocrine disruption with altered thyroid and sex hormone blood levels; immune deficiency sometimes leading to death of new born rodents, especially following dosing with infectious agents; liver damage including transient increase in serum liver enzymes as well as the characteristic lesions of hepatocytes to chlorinated organics, enlarged cells, intracytoplasmic lipid droplets, increase in endoplasmic reticulum, enlarged and pleomorphic mitochondria with altered structure of the cristae mitochondriales and enlarged dense intramitochondrial granules; central nervous system and peripheral nervous system changes including altered behavior and change in nerve conduction velocity; altered lipid metabolism with increase in serum lipids; and skin disorders including rash and chloracne (acne caused by chlorinated organic chemicals). Some effects are species specific. Other findings have been reported but with less frequency or consistency.1

Findings reported in some human studies are similar to those from animal studies. These include an increase in cancers of certain types, including soft tissue sarcomas, Hodgkin’s lymphoma, non-Hodgkin’s lymphoma, lung cancer, and liver cancer; adverse reproductive and developmental effects following intrauterine and nursing exposure such as lower birth weight and smaller head circumference for gestational age, decreased cognitive abilities, behavioral impairment, and endocrine disruptions including altered thyroid hormone levels; immune deficiency; liver damage; altered lipid metabolism with increase in serum lipids; altered nerve conduction velocity; altered sex ratio in children born to dioxin-exposed women (more females than males); increase in diabetes or altered glucose metabolism in exposed chemical workers and sprayers of dioxin-contaminated Agent Orange herbicide; and behavioral changes including anxiety, difficulty sleeping, and decrease in sexual ability in males.2–10 Some of the human health effects are subtle such as those reported in the Dutch studies. These effects are not likely to be detected by the clinician on individual patients but only in a larger population-based study. Skin disorders including rash and chloracne are also observed in some exposed persons.

PCDDs and PCDFs are not manufactured as such, but are usually found as unwanted contaminants of other synthetic chemicals or as products of incineration of chlorinated organics. PCDDs consist of two benzene rings connected by a third middle ring containing two oxygen atoms in the para position. PCDFs have a similar structure but the middle connecting ring contains only a single oxygen atom. PCBs consist of two connected biphenyl rings with no oxygen. When chlorine atoms are in the 2, 3, 7, and 8 positions, PCDDs and PCDFs are extremely toxic. The most toxic congener, 2,3,7,8-TCDD is defined as having a “Dioxin toxic equivalency factor” (TEF) of 1.0; other toxic PCDDs and PCDFs have TEFs from 0.00001 to 1.11 (Table 29-1). PCDDs and PCDFs without chlorines in the 2, 3, 7, and 8 positions are devoid of dioxin-like toxicity. Some PCBs also have dioxin-like toxicity as shown in Table 29-1. The Dioxin toxic equivalency (TEQ) approximates the toxicity of the total mixture. The TEQ is determined by multiplying the measured level of each congener by the congener’s TEF and then adding the products. The total Dioxin toxicity of a mixture is the sum of the TEQs from the PCDDs, the PCDFs, and the dioxin-like PCBs. There are characteristic levels and patterns of PCDD and PCDF congeners found in human tissues which correspond to levels of industrialization and contamination in a given country. At the present time, seven toxic PCDD and 10 toxic PCDF congeners as well as 12 PCBs can usually be identified in human tissue in persons living in more industrialized countries. The measurement of the individual congeners is done by capillary column gas chromatography coupled to high-resolution mass spectrometry. Extraction, chemical cleanup, and the use of known chemical standards have markedly improved specificity and sensitivity of such measurements in recent years.

Intake of 1–6 pg/kg body weight (BW)/day of TEQ of dioxin-like chemicals (PCDDs, PCDFs, and PCBs) is characteristic of adult daily intake in the United States at the present time.12 Intake of TEQ is mostly from food, especially meat, fish, and dairy products. Fruits and vegetables have very low levels of Dioxins, which are from surface deposition. Air and water contain very low levels of the fat-soluble Dioxins and are believed to usually contribute little to human intake, as food intake has been demonstrated in several studies to result in more than 90% of human exposure. Nursing infants in the United States consume approximately 35–65 pg/kg BW/day of TEQ during the first year of life. The U.S. Environmental Protection Agency (EPA) has used a value of 0.006 pg/kg BW/day of TEQ over a 70-year lifetime as a dose believed to possibly lead to an excess of one cancer per 1 million population. The EPA Dioxin Reassessment
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TABLE 29-1. PCDD, PCDF, AND PCB CONGENERS WITH TEF

<table>
<thead>
<tr>
<th>PCDDs/PCDFs/PCBs</th>
<th>WHO TEF*</th>
</tr>
</thead>
<tbody>
<tr>
<td>2,3,7,8-TetraCDD</td>
<td>1</td>
</tr>
<tr>
<td>1,2,3,7,8-PentaCDD</td>
<td>1</td>
</tr>
<tr>
<td>1,2,3,4,7,8-HexaCDD</td>
<td>0.1</td>
</tr>
<tr>
<td>1,2,3,6,7,8-HexaCDD</td>
<td>0.1</td>
</tr>
<tr>
<td>1,2,3,4,6,7,8-HeptaCDD</td>
<td>0.01</td>
</tr>
<tr>
<td>OctaCDD</td>
<td>0.0001</td>
</tr>
<tr>
<td>2,3,7,8-TetraCDF</td>
<td>0.1</td>
</tr>
<tr>
<td>1,2,3,7,8-PentaCDF</td>
<td>0.05</td>
</tr>
<tr>
<td>2,3,4,7,8-PentaCDF</td>
<td>0.5</td>
</tr>
<tr>
<td>1,2,3,7,8-HexaCDF</td>
<td>0.1</td>
</tr>
<tr>
<td>1,2,3,6,7,8-HexaCDF</td>
<td>0.1</td>
</tr>
<tr>
<td>1,2,3,7,8,9-HexaCDF</td>
<td>0.1</td>
</tr>
<tr>
<td>2,3,4,6,7,8-HexaCDF</td>
<td>0.1</td>
</tr>
<tr>
<td>1,2,3,4,6,7,8-HeptaCDF</td>
<td>0.01</td>
</tr>
<tr>
<td>2,3,4,7,8,9,5-HeptaCDF</td>
<td>0.01</td>
</tr>
<tr>
<td>2,3,4,9,5,6,7,8-HeptaCDF</td>
<td>0.0001</td>
</tr>
<tr>
<td>3,4,4',5-TetraCB (#81)</td>
<td>0.0001</td>
</tr>
<tr>
<td>3,3',4,4',5-PentaCB (#126)</td>
<td>0.1</td>
</tr>
<tr>
<td>3,3',4,4',5,5',6-HexaCB (#169)</td>
<td>0.01</td>
</tr>
<tr>
<td>2,3,3',4,4',5-PentaCB (#105)</td>
<td>0.0001</td>
</tr>
<tr>
<td>2,3,3',4,4',5-PentaCB (#114)</td>
<td>0.0005</td>
</tr>
<tr>
<td>2,3,3',4,4',5-PentaCB (#118)</td>
<td>0.0001</td>
</tr>
<tr>
<td>2,3,3',4,4',5-PentaCB (#123)</td>
<td>0.0001</td>
</tr>
<tr>
<td>2,3,3',4,4',5,6-HexaCB (#156)</td>
<td>0.0005</td>
</tr>
<tr>
<td>2,3,3',4,5',6-HexaCB (#157)</td>
<td>0.0005</td>
</tr>
<tr>
<td>2,3,3',4,4',5,5',6-HexaCB (#167)</td>
<td>0.00001</td>
</tr>
<tr>
<td>2,3,3',4,4',5,5',6,7-HeptaCB (#189)</td>
<td>0.0001</td>
</tr>
</tbody>
</table>


Draft document is considering a change from 0.006 to 0.01 pg/kg BW/day of TEQ as a cancer reference dose. Some European countries and Japan use values between 1 and 10 pg/kg BW/day of TEQ as their reference value or tolerable daily intake (TDI). These differ.

PCBs, which, unlike PCDDs and PCDFs, were deliberately manufactured, are also found in most countries as environmental contaminants in humans, wildlife, and environmental samples. They were used as electrical and thermal insulating fluids for electrical transformers and capacitors, as hydraulic fluids in carbonless copy paper, and in microscope oil. Higher levels are found in more industrialized countries.

Dioxins became of concern because of a number of well-known incidents. One of the most well-known PCB and PCDF contaminations is the rice oil poisoning (the 1968 Yusho incident) in Japan where PCBs and PCDFs contaminated rice oil used for cooking.

We describe this incident in detail later because it clearly documented the human toxicity of dioxinlike chemicals as early as 1968. An almost identical incident, known as Yucheng, occurred in Taiwan in 1979.

Recent epidemiology studies from the United States, Europe, and Japan show increased rates of cancer in workers who were more highly exposed to dioxinlike chemicals and also in consumers of the contaminated rice oil. In addition, one German study of chemical workers exposed to PCDDs found an increase in mortality from ischemic cardiovascular disease as well as from cancer in the more highly exposed members of one German cohort of chemical workers. Recent Dutch studies found reproductive and developmental alterations in children born to women in the general population with higher levels of TEQs. These latter examinations are among the first studies to document human health effects of Dioxins at levels found in the general population in industrial countries. The levels of Dioxins in the Dutch population are similar to but slightly higher than those found in the United States and other industrial countries.

Recent research has documented the discovery of a Dioxin receptor in the cytoplasm of human as well as other mammalian cells. The Dioxins, which appear not to be directly genotoxic, but which can initiate or promote cancer as shown in all animal studies investigating Dioxins and cancer, bind with the aryl hydrocarbon (Ah) receptor in the cytoplasm. The complex then moves into the nucleus. The exact mechanisms by which the many adverse health outcomes achieved are not known.

To illustrate the human health consequences of PCDF exposure, we review the Yusho incident, which has provided a substantial amount of public health and medical information. Yusho, which means “oil disease” in Japanese, occurred in Western Japan in 1968. This poisoning was caused by ingestion of commercial rice oil (used for home cooking), which had been contaminated with PCBs, PCDFs, polychlorinated quaterphenyls (PCQs), and a very small amount of PCDDs. About 2000 people became ill and sought medical care. The marked increase of PCDFs in the rice oil is believed to have occurred in the following way. Although PCBs are usually contaminated with small amounts of PCDDs, the commercial PCBs used as a heat-transfer medium for deodorizing rice oil were heated above 200°C and the PCBs were gradually converted into PCDFs and PCQs. The PCBs with increased PCDF concentration leaked into the rice oil through holes formed in a heating pipe because of inadequate welding.

Yusho patients ingested more than 40 different PCDF congeners in the rice oil, but only a small number of PCDF congeners persisted in their tissues. High concentrations of 2,3,4,7,8-pentaCDF, up to 7 ppb, were observed in tissue samples in 1969, a year after the incident. Although the levels of PCDF congeners declined significantly, elevated levels of PCDF congeners did, however, continue for a substantial period of time. In 1986, the levels of PCDF congeners were observed up to 40 times higher than those of...
the general population, and at the present time they are still elevated. PCDF concentrations in the liver were almost as high as those in adipose tissue, but PCB concentrations were much lower in the liver than in the adipose tissue, so partitioning was not simply a passive process. In calculating the toxic contribution of PCDDs, PCDFs, and PCBs in a Yusho patient using the TEF, 2,3,4,7,8-pentaCDF was found to have accounted for most of the dioxin-like toxicity from TEQs in the liver and adipose tissue of patients.

The toxicity of individual congeners of PCDFs and PCBs was compared to 2,3,7,8-TCDD toxicity by the use of the TEFs. Total TEQ in the rice oil was calculated to be 0.98 ppm, of which 91% was from PCDFs, 8% from PCBs, and 1% from PCDDs. Thus, more than 90% of the dioxin-like toxicity in Yusho was considered to have originated from PCDFs rather than the more plentiful PCBs. Therefore, at the present time Yusho is considered to have been primarily caused by ingestion of PCDFs.

On average, the total amounts of PCBs, PCQs, and PCDFs consumed by the 141 Yusho patients surveyed were 633, 596, and 3.4 mg, respectively. During the latent period, the time between first ingestion of the oil and onset of illness, the average total amounts consumed were 466, 439, and 2.5 mg of PCBs, PCQs, and PCDFs, respectively. The smallest amounts consumed which caused Yusho were 111, 105, and 0.6 mg of PCBs, PCQs, and PCDFs, respectively. In Yusho, it took on average about 3 months for clinical effects to be readily detected.

Most patients were affected within the 9-month period beginning February 1968, when the contaminated rice oil was shipped to the market from the Kanemi rice oil producing company, to October 1968, when the epidemic of Yusho was reported to the public. Prominent signs and symptoms of Yusho are summarized in Table 29-2.

On October 31, 1968, when the epidemic of Yusho was reported to the public, prominent signs and symptoms of Yusho were noted. Common symptoms included pruritus and a feeling of weakness or fatigue. Acneiform eruptions due to halogenated PCB-analogue compounds. A brownish pigmentation of the oral mucosa was one of the characteristic signs of Yusho. Pigmentation of the corneal limbus, conjunctivae, gingivae, lips, oral mucosa, and nails was a specific finding of Yusho. Severity of the dermal lesions was proportional to the concentrations of PCBs and PCDFs in the blood and adipose tissue. The skin symptoms diminished gradually in the 10 years after the onset, probably related to the decreasing PCDF concentrations in the body, while continual subcutaneous cyst formation with secondary infection persisted in a relatively small number of the most severely affected patients.

The most prominent ocular signs immediately after onset were hypersecretion of the Maibomian glands and abnormal pigmentation of the conjunctiva. Cystic swelling of the meibomian glands filled with yellow infarctlike contents was observed in typical cases (Fig. 29-2). These signs markedly subsided in the 10 years after the onset of Yusho. Eye discharge was a persistent complaint in many patients.

A brownish pigmentation of the oral mucosa was one of the characteristic signs of Yusho. Pigmentation of the gingivae and lips was observed in many victims during 1968 and 1969. This pigmentation persisted for a considerable period of time and was still observed in most patients in 1982. Radiographic examination of the mouth of

<table>
<thead>
<tr>
<th>Symptoms</th>
<th>Males</th>
<th>Females</th>
</tr>
</thead>
<tbody>
<tr>
<td>Increased eye discharge</td>
<td>88.8</td>
<td>83.0</td>
</tr>
<tr>
<td>Acneiform skin eruptions</td>
<td>87.6</td>
<td>82.0</td>
</tr>
<tr>
<td>Dark brown pigmentation of nails</td>
<td>83.1</td>
<td>75.0</td>
</tr>
<tr>
<td>Pigmentation of skin</td>
<td>75.3</td>
<td>72.0</td>
</tr>
<tr>
<td>Swelling of upper eyelids</td>
<td>71.9</td>
<td>74.0</td>
</tr>
<tr>
<td>Hyperemia of conjunctiva</td>
<td>70.8</td>
<td>71.0</td>
</tr>
<tr>
<td>Distinctive hair follicles</td>
<td>64.0</td>
<td>56.0</td>
</tr>
<tr>
<td>Feeling of weakness</td>
<td>58.4</td>
<td>52.0</td>
</tr>
<tr>
<td>Transient visual disturbance</td>
<td>56.2</td>
<td>55.0</td>
</tr>
<tr>
<td>Pigmented mucous membrane</td>
<td>56.2</td>
<td>47.0</td>
</tr>
<tr>
<td>Increased sweating of palms</td>
<td>50.6</td>
<td>55.0</td>
</tr>
<tr>
<td>Itching</td>
<td>42.7</td>
<td>52.0</td>
</tr>
<tr>
<td>Numbness in limbs</td>
<td>32.6</td>
<td>39.0</td>
</tr>
<tr>
<td>Headache</td>
<td>30.3</td>
<td>39.0</td>
</tr>
<tr>
<td>Stiffened soles in feet</td>
<td>24.7</td>
<td>29.0</td>
</tr>
<tr>
<td>Palms of hands</td>
<td>23.6</td>
<td>28.0</td>
</tr>
<tr>
<td>Vomiting</td>
<td>20.2</td>
<td>41.0</td>
</tr>
<tr>
<td>Swelling of limbs</td>
<td>20.2</td>
<td>16.0</td>
</tr>
<tr>
<td>Red plaques on limbs</td>
<td>19.1</td>
<td>17.0</td>
</tr>
<tr>
<td>Diarrhea</td>
<td>18.0</td>
<td>19.0</td>
</tr>
<tr>
<td>Hearing difficulties</td>
<td>16.9</td>
<td>19.0</td>
</tr>
<tr>
<td>Fever</td>
<td>11.2</td>
<td>11.0</td>
</tr>
<tr>
<td>Jaundice</td>
<td>7.9</td>
<td>8.0</td>
</tr>
</tbody>
</table>

Data from Professor Kuratsune.

Yusho patients demonstrated anomalies in the number of teeth and in the shape of the roots and marginal bone resorption at the roots. Irregular menstrual cycles were observed in 58% of female patients in 1970. This was not related to elevation of Yusho tissue levels. Thyroid function was investigated in 1984, 16 years after onset. The serum triiodothyronine and thyroxine levels were significantly higher than those of the general population, while thyroid-stimulating hormone levels were normal. The serum bilirubin concentration in the patients correlated inversely with the blood levels of PCBs and serum triglyceride concentration, characteristically increased in the poisoning. Marked elevation of serum triglyceride was one of the abnormal laboratory findings peculiar to Yusho in its early stages. Significant positive correlation was observed between serum triglyceride levels and blood PCB concentrations in 1973. Significantly elevated levels of triglycerides persisted in Yusho patients for 15–20 years after exposure to PCBs and PCDFs.

From the follow-up data of three Yucheng patients and five Yusho patients,34 fat-based concentrations of TEQ and PCBs in the Yusho patients with severe grade illness were estimated to have decreased from 40 ppb and 75 ppm, respectively, in 1969, to 0.6 ppb and 2.3 ppm, respectively, in 1999 (Fig. 29-3). Estimated median half-lives of three PCDFs and six PCBs were 3.0 and 4.6 years, respectively, in the first 15 years after the incident, and 5.4 and 14.6 years, respectively, in the following 15 years. Typical Yusho symptoms of acneiform eruption, dermal pigmentation, and increased eye discharge were very gradually recovered with lapse of 10 years. However, enzyme and/or hormone-mediated sign of high serum triglyceride, high serum thyroxin, immunoglobulin disorder, and others are persistently maintained for more than 30 years.35 Blood samples of 152 residents in Fukuoka, where several hundreds Yusho patients are living, were examined in 1999 for TEQ and PCB concentrations.36 Their mean levels were 28 pg/g lipid (range 9.2–100) and 0.4 pg/g lipid (range 0.06–1.7), respectively. Mean values of TEQ and PCBs in Yusho patients were only six and two times higher, respectively, than those in controls in 1999 as shown in Fig 29-3.

A statistically significant excess mortality was observed for malignant neoplasm of all sites. This was also the case for cancer of the liver in males. However, excess mortality for such cancer was not statistically significant in females. It is still too early to draw any firm conclusion from this mortality study. However, the Yusho rice oil poisoning incident was one of the first to demonstrate human health effects caused by the dioxinlike PCDFs and PCBs. These effects are somewhat similar to those noted in laboratory animals and wildlife from PCDD, PCDF, or PCB exposure.10

**Figure 29-2.** The lower eyelid of a 64-year-old Yusho patient, 13 years after onset. White cheesy secretions were noted from the ducts of the Mabonian glands when the eyelid was manually squeezed. The photograph from Dr Ohnishi. (Source: Adapted from Ohnishi Y, Kohno T. Ophthalmological aspects of Yusho. In: Kuratsune M, Yoshimura H, Hori Y, Okumura M, Masuda Y, eds. YUSHO: A Human Disaster Caused by PCBs and Related Compounds. Fukuoka, Japan: Kyushu University Press; 1996:206–9.)

**Figure 29-3.** Estimated changes of PCB/TEQ concentrations in Yusho patients from 1969 to 1999 for 30 years. (Source: Adapted from Masuda Y. Fate of PCDF/PCB congeners and changes of clinical symptoms in patients with Yusho PCB poisoning for 30 years. Chemosphere. 2001;43:925–30; Masuda Y. Behavior and toxic effects of PCBs and PCDFs in Yusho patients for 35 years. J Dermatol Sci. 2005;1:511–20.)
Reduction of PCDDs, PCDFs, and related chemicals in the environment can be and has been addressed in a variety of ways. One way is preventing the manufacture of certain chemicals such as PCBs. Another is banning the use of certain phenoxyherbicides such as 2,4,5-T, which is contaminated with the most toxic Dioxin, 2,3,7,8-TCDD. Improved municipal, toxic waste, and hospital incinerators that produce less Dioxin is another approach, as is not burning certain chlorine-containing compounds, such as the very common polyvinyl chlorides. The use of unleaded gasoline avoids chlorinated scavengers found in leaded gasoline, which may facilitate formation of Dioxins. Cigarette smoke contains a small amount of Dioxins. Cessation of smoking and provision of smoke-free workplaces, eating establishments, airports, etc. helps prevent Dioxin formation and exposure. In Europe, over the past decade, PCDD and PCDF levels appear to be declining in human tissue including breast milk and blood. This decline coincides in time with regulations and enforcement of regulations designed to decrease PCDD and PCDF formation, especially with respect to incineration. Since intrauterine exposure cannot be prevented on an individual basis, and breast-feeding, which involves substantial Dioxin transfer to the child, is otherwise desirable, worldwide environmental regulations with strong enforcement are clearly indicated as a preventive public health measure.
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Brominated Flame Retardants
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► INTRODUCTION

The incidence of fire-related injuries, deaths, and economic damages has decreased over the past 25 years, partly because of fire prevention policies requiring flame retardant chemicals in many industrial products. Brominated flame retardants (BFRs) have routinely been added to consumer products for several decades to reduce fire-related incidents. They represent a major industry involving high-production chemicals with a wide variety of uses, yet all BFRs are not alike and often the only thing that they have in common is the presence of bromine. Concern for this emerging class of chemicals has been raised following a rapid increase of levels in the environment, wildlife, and people in combination with reports of developmental, reproductive, and neurotoxicity, and endocrine disruption. Despite these concerns, little information is available on their sources, environmental behavior, and toxicity. Because of limited knowledge, few risk assessments have been completed.

► PRODUCTION AND USE

More than 175 different types of flame retardants are commercially available and can be generally divided into classes that include halogenated organic (usually brominated or chlorinated), phosphorus- or nitrogen-containing, and inorganic flame retardants. The BFRs are currently the largest market group because of their low cost and high efficiency. Some, such as the polybrominated biphenyls (PBB), are no longer being produced because of recognized toxicity and accidental poisoning.1 “Tris-BP” was also removed from the market after its original use as a flame retardant on children’s clothing because it was shown to have mutagenic and nephrotoxic effects.2

Over 75 BFRs are recognized; however, five BFRs constitute the overwhelming majority of BFR production. Tetrabromobisphenol A (TBBPA), hexabromocyclododecane (HBCD), and three commercial mixtures of polybrominated diphenyl ethers, or biphenyl oxides, known as decabromodiphenyl ether (DBDE), octabromodiphenyl ether (OBDE), and pentabromodiphenyl ether (PentaBDE), are used as additive or reactive components in a variety of polymers. The spectrum of final applications is very broad, but includes domestic and industrial equipment such as: TVs, mobile phones, computers, furniture, insulation boards, carpet padding, mattresses, and upholstered textiles. About 90% of electrical and electronic appliances contain BFRs. Information on global production and usage of BFRs is supplied by the Bromine Science and Industrial Forum.3

► ENVIRONMENTAL PREVALENCE

Global environmental studies indicate that these chemicals are ubiquitous in sediment and biota and undergo long range transport.4,5 All of the major BFRs (PBDEs, HBCD, and TBBPA) have been documented in air, sewage sludge, sediment, invertebrates, birds, and mammals (including humans). Environmental trends show that levels are increasing and that often the specific congener patterns found in biota do not mimic what is used in commercial products. This suggests breakdown or transformation of the flame retardant products during manufacture, use, disposal, or during biomagnification in the food web. Full documentation and specific concentrations in the various media can be found in special issues of the journals Chemosphere4 and Environment International.5

► HEALTH EFFECTS

No known health effects have been reported in humans following exposure to BFRs currently in production; however, no investigative studies have been conducted. PBB and Tris-BP, two BFRs with known human health effects, are no longer produced. Proposed health effects of BFRs are based on fish and mammalian toxicity data primarily available for the five major BFRs. Thorough reviews and extended references for toxicological studies can be found in the provided references.1,2,4–9

PBDEs. There are 209 potential PBDE congeners, of which approximately 25 are found in commercial mixtures ranging from trisubstituted up to the fully brominated deca-congener. The lower brominated congeners tend to be well absorbed following oral ingestion, are not well metabolized, and primarily distribute to lipophilic tissues in the body and, therefore, appear to have a long half-life in humans (>2 years). These also appear to be the most toxic congeners. Both the technical PBDE products as well as individual congeners can induce phase I and phase II detoxification enzymes in the liver. Several of the individual congeners have been tested in a variety of developmental neurotoxicity studies in rodents. Mice dosed during critical windows of development demonstrate effects on learning and memory that extend into adulthood. Rodents have also been exposed to PBDEs using a standardized protocol which detects endocrine disruption during puberty and results demonstrate that both male and female rats are sensitive to their effects.10 The most consistently reported

Note: The information in this document has been subjected to review by the National Health and Environmental Effects Research Laboratory, U.S. Environmental Protection Agency, and approved for publication. Approval does not signify that the contents reflect the views of the Agency, nor does mention of trade names or commercial products constitute endorsement or recommendation for use. Partial funding provided by the NHEERL-DESE Training in Environmental Sciences Research, EPA CT 826513.
effect following exposure to PBDEs in animal studies is an accompanying decrease in circulating thyroid hormones. This could be particularly harmful during development as small changes in these essential hormones have been associated with cognitive deficits in children. DecaBDE is the only BFR that has been extensively studied for cancer effects. The results of the 2-year bioassays concluded that there was some evidence of carcinogenicity in rodents demonstrated by an increased incidence of hepatocellular and thyroid gland follicular cell adenomas or carcinomas.

**TBBPA.** Rodent studies indicate that TBBPA is not acutely toxic and has a low rate of absorption paired with a high rate of metabolism; long term exposure data are unavailable. The majority of adverse effects of TBBPA have been found in vitro, demonstrated by damage to hepatocytes, immunotoxicity in culture, and neurotoxicity in cerebellar granule cells. Disruption of thyroid homeostasis appears to be the primary toxic effect in rodent studies, further adding evidence to the endocrine disruption potential of the BFRs.

**HBCD.** Toxicity data for HBCD is extremely limited; however, a handful of studies have shown effects on circulating thyroid hormones as well as developmental neurotoxicity following a single neonatal exposure.

### HUMAN EXPOSURE

Environmental sources of TBBPA, HBCD, and PBDEs have not been isolated, but are believed to include leaching from a wide range of final consumer applications (e.g., plastics and foam). These chemicals have all been detected in air, water, soil, and food. Body burdens (blood, adipose, and breast milk) have also been established, indicating that most people have low-level exposures. While it is generally assumed that the major route of exposure for adult humans is through dietary intake, primarily through foods of animal origin, there is increasing evidence that suggests indoor dust and indoor air may also play major roles. Nursing infants are believed to receive the highest daily exposure as breast milk may have relatively high concentrations of these chemicals; a concerning trend since these chemicals appear to be most toxic to developing systems.

### REGULATIONS

Regulations vary among countries; some areas, such as Europe, banned the use of some PBDEs in mid-2004. There are currently no federal regulations in the United States; however, individual states have legislation banning or restricting the use of some of the mixtures. The sole U.S. producer of the PentaBDE and OctaBDE mixtures voluntarily phased out production at the end of 2004. DecaBDE, HBCD, and TBBPA are part of the High Production Volume (HPV) initiative through the International Council of Chemical Associations in which the chemical industry will provide data, hazard assessments, and production information for these chemicals. Up-to-date information on regulatory action can be found on the Bromine Science and Environmental Forum website.
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Multiple Chemical Sensitivities

Mark R. Cullen

INTRODUCTION

During the 1980s a curious clinical syndrome emerged in occupational and environmental health practice characterized by apparent intolerance to low levels of man-made chemicals and odors. Although still lacking a widely agreed upon definition or necessarily permanent designation,¹ the disorder idiosyncratically occurs in individuals who have experienced a single or recurring episodes of a typical chemical intoxication or injury such as solvent or pesticide poisoning or reaction to poor indoor air quality. Subsequently, an expansive array of divergent environmental contaminants in air, food, or water may elicit a wide range of symptoms at doses far below those which typically produce toxic reactions. Although these symptoms are not associated with objective impairment of the organs to which they are referable, the complaints may be impressive and cause considerable dysfunction and disability for the sufferer.

Although such reactions to chemicals are doubtless not new, there is an unmistakable impression that multiple chemical sensitivities, or MCS as the syndrome is now most frequently called², is occurring and presenting to medical attention far more commonly than in the past. Although no longitudinal data are available, it has become prevalent enough to have attracted its own group of specialists—clinical ecologists or environmental physicians—and substantial public controversy. Unfortunately, despite widespread debate over who should treat patients suffering with the disorder and who should pay for it, research has progressed only modestly in the last two decades. Neither the cause(s), pathogenesis, optimal treatment, nor strategies for prevention have been adequately elucidated.

This sorry state of affairs notwithstanding, MCS is clearly occurring and causing significant morbidity in the workforce and general populations. It is the goal of the sections which follow to describe what has been learned about the disorder in the hope of improving recognition and management in the face of uncertainty and stimulating further constructive scientific engagement of this timely problem.

Definition and Diagnosis

Although, as noted, there has yet to be general consensus on a single definition of MCS, certain features can be described which allow differentiation from other well-characterized entities.³ These include:

1. Symptoms appear to begin after the occurrence of a more typical occupational or environmental disease such as an intoxication or chemical insult. This ‘initiating’ problem may be one episode such as a smoke inhalation, or repeated, as in solvent intoxication. Often the preceding events are mild and may blur almost imperceptibly into the syndrome which follows.

2. Symptoms, often initially very similar to those of the initiating illness, begin to occur after reexposures to lower levels of the same or related compounds, in environments previously well tolerated, such as the home, stores, etc.

3. Generalization of symptoms occurs such that multiple organ-system complaints are involved. Invariably these include symptoms referable to the central nervous system such as fatigue, confusion, headache, etc.

4. Generalization of precipitants occurs such that low levels of chemically diverse agents become capable of eliciting the responses often at levels orders of magnitude below accepted TLVs or guidelines.

5. Work-up of complaints fails to reveal impairment of organs which would explain the pattern or intensity of complaints.

6. Absence of psychosis or systemic illness which might explain the multiorgan symptoms.

While not every patient will fit this description in its entirety, it is very important to consider each point before “labeling” a patient with MCS or including them in any study population. Each of the criteria serves to rule out other disorders with which MCS may be confused: panic or a related somatization disorder, classic sensitization to environmental antigens (e.g., occupational asthma), pathologic sequelae of organ system damage (e.g., reactive airways dysfunction syndrome after a toxic inhalation), or a masquerading systemic disease (e.g., cancer with paraneoplastic phenomena). On the other hand, it is important to recognize that MCS is not a diagnosis of exclusion nor should exhaustive and therapeutically disruptive (see below) tests be required in most cases. While many variations will be encountered, MCS has a quite unmistakable character which should allow prompt recognition in skilled hands.

In practice the most difficult diagnostic problems with MCS fall into two categories. The first occurs with patients early in their course in whom it is often challenging to separate MCS from the more clear-cut occupational or environmental health problem that usually precedes it. For example, patients who have experienced untoward reactions around organic solvents may find that their reactions are persisting even when they have been removed from high exposure areas or after these exposures have been abated; clinicians may assume that high exposures which could be remedied are still occurring and pay direct attention to that, an admirable but unhelpful error. This is especially troublesome in the office setting where MCS may be seen as a complication of nonspecific building related illness (NSBRI). Whereas the office worker with NSBRI typically responds promptly to steps which improve indoor air quality, a patient who has acquired MCS may continue to experience symptoms despite the far lower exposures involved. Again, attempts to further improve the air quality may be frustrating to patient and employer alike.

---

Note: The term Idiopathic Environmental Intolerance has recently been introduced by some investigators.
Later in the disorder, confusion often is created by patient reactions to chronic illness. The MCS patient who has been symptomatic for many months is often depressed and anxious as are many medical patients with chronic diseases to which they have not adapted. This may lead to a focus exclusively on psychiatric aspects in which the chemically stimulated symptoms are viewed as a component. Without diminishing the importance of recognizing and treating these complications of MCS nor the evidence that MCS itself has psychological origins, the underlying symptomatic responses to chemical exposures, and the belief systems that engenders, must be recognized to facilitate appropriate management. Focusing exclusively on psychological aspects while ignoring the patient’s perception of his or her illness is therapeutically counterproductive.

Pathogenesis
The sequence of events which leads in some individuals from a self-limited episode or episodes of occupational or environmental illness to the development of potentially disabling symptomatic responses to very low levels of ubiquitous chemicals is presently unknown. Presently there are several theories which have been offered, including the following:

1. The clinical ecologists and their adherents initially attributed the illness to immune dysfunction caused by excessive cumulative burden of xenobiotic material in susceptible hosts. According to this view, such factors may include relative or absolute nutritional deficiencies (e.g., vitamins, anti-oxidants, essential fatty acids, etc.) or the presence of subclinical infections such as candida or other yeasts, or other life stresses. In this view, the role of the “initiating” illness is important only insofar as it may contribute heavily to this overload.

2. Critics of clinical ecology have invoked a primarily psychosomatic view of the disorder, characterizing it in the spectrum of somatoform illnesses. Variations of this view include the concept that MCS is a variant of classic posttraumatic stress disorder or a conditioned ( "nocebo") response to an unpleasant experience. In these views, the initiating illness plays an obviously more central role in the pathogenesis of the disorder. Host factors may also be important, especially the pre-disposition to somatization.

3. More recently, several theories have emerged which invoke a synthesis of biologic and neuropsychologic mechanisms. Central in these theories is the role of altered chemoreception of odor and irritation stimuli in the nose resulting in altered CNS responses to otherwise minimally noxious stimuli. A model of sensitization or "kindling" of limbic pathways, analogous to mechanisms postulated to explain drug addictions and other CNS adaptations, has also been proposed. The rich network of neural connections between the nasal epithelium and the CNS provide an intriguing theoretical basis for these hypotheses.

Unfortunately, despite considerable literature generated on the subject, little compelling clinical or experimental science has been published to conclusively prove any of these views. Limitations of published clinical studies include failure to rigorously define the population on which tests have been performed and problems with identifying appropriately matched groups of referent subjects for comparison. Neither subjects of research nor observers have been blind to subjects’ status or research hypotheses. In the end, much of the published data must be characterized as anecdotal.

Problems of the etiologic basis of the disorder has been heavily clouded by dogma. Since major economic decisions may hinge on the terms in which an individual case or cases generally are viewed (e.g., patient benefit entitlements, physician reimbursement acceptance etc.), many patients as well as their physicians may have very strong views of the illness which have inhibited scientific progress as well as patient care. It is essential to an understanding of MCS itself that the above theories are extant and often well known to patients who often have very strong views themselves. As such MCS differ markedly from other environmentally related disorders like progressive massive fibrosis in miners in which uncertainty about pathogenesis has not interfered with efforts to study the problem or manage its victims.

That notwithstanding, recent reports have shed light on several of these possibilities. Evidence is mounting that the immunologic manifestations earlier reported are spurious; controlled analyses have failed to show consistent patterns of difference in a wide range of immune functions. While our rapidly expanding knowledge of immunology implies that differences may emerge based on future science, for now this theoretical consideration seems least relevant to MCS pathogenesis. On the other hand, studies of the physiologic and psychophysical responses of nasal epithelium in affected subjects suggest this “organ”—viewed as the upper respiratory epithelia and their neural connections in the CNS—as a more reasonable consideration as the locus of injury or abnormal response. Regarding psychological theories, delineation of the limitations of previous studies, and newer contributions, speak to the high likelihood that psychological phenomena are at least involved, if not central to the pathogenesis of MCS.

Epidemiology
Several populational studies have appeared since the last edition, enhancing our knowledge of responses of large populations to low-level chemical exposures and clinical MCS. Kreuzer et al, surveying a representative group of Californians, reports a cross-sectional rate of self-report MCS by almost 6%, many of whom reported being diagnosed for same by a physician. Using a different instrument, Meggs found slightly under 4% claimed to be chemically sensitive in North Carolina. In a survey of military and reserve personnel from Iowa active during the Persian Gulf Conflict of 1990–91, Black and colleagues reported over 5% of returning veterans met stringent questionnaire criteria for MCS; 2.6% of those Iowa military who did not serve in the war area also met the case definition. Some patterns are apparent from these and other sources. Compared to other occupational disorders, women are affected more than men. MCS appears to occur more commonly in midlife (especially fourth and fifth decades), although no age group appears exempt from risk. While previous clinical reports had suggested that the economically disadvantaged and nonwhites were underrepresented, population-based data suggests that SES is not an important predictor, nor was race/ethnicity. Neither classic allergic manifestations nor any familial factor has proved important to date.

In addition to these demographic features, some insights may be gleaned about the settings in which the illness occurs. Although many develop after nonoccupational exposures, e.g., in cars, homes, etc., several groups of chemicals appear to account overwhelmingly for the majority of initiating events—organic solvents, pesticides, and respiratory irritants. While this may be a function of the broad usage of these materials in our workplaces and general environment, the impression is that they are overrepresented. The other special setting in which many cases occur is in the so-called tight building, victims NSBRI occasionally evolving into classic MCS. Although the two illnesses have a great deal in common, their epidemiologic features readily distinguish them. NSBRI typically affects most individuals sharing a common (“sick”) environment and responds characteristically to environmental improvement; MCS occurs in isolation and does not abruptly respond to quantitative modifications of the environment.

A final issue of considerable interest is whether MCS is, in fact, a truly new disorder or whether it has only recently come to attention because of widespread interest in the environment as a source of human disease. Views on this are split, largely along the same lines as opinion regarding the pathogenesis of the disorder. Those who suspect a primarily biologic role for environmental agents, including the clinical ecologists, would argue that MCS is uniquely a twentieth century phenomenon with rapidly rising incidence because of increased
chemical contamination of the environment. Contrarily, those who invoke primarily psychological mechanisms have argued that only the societal context of the disease is in any sense new. According to this view, the social perception of the environment as a hostile agent has resulted in the evolution of new symbolic content to the age-old problem of psychosomatic disease, changing the perception of patient and doctor but not the fundamental disease mechanism.

Natural History

Although MCS has yet to be subjected to careful clinical study sufficient to delineate its course or outcome, anecdotal experience with large numbers of patients has shed some preliminary light on this issue which may be of great importance in appropriate management. Based on this information, the general pattern of illness appears to be one of initial progression as the process of generalization evolves, followed by cyclical periods of ameliorations and exacerbations. While these cycles are generally perceived by the patient to be related to improvement or contamination of his or her environment, the pattern seems to have some life of its own as well, although the basis for it is far from clear.

Once the disorder is established, there is a tendency for more chronic symptoms to supervene as well, with less obvious temporal relationship to exposures. The two most typical patterns are fatigue—many patients meet clinical criteria for chronic fatigue syndrome—and muscle pain, clinically indistinguishable from fibromyalgia in many cases. The overlap among the three disorders, both clinically and epidemiologically, has encouraged the thinking that they may share a common final pathway or even pathogenesis, but this has not been proved. This disease history has two important ramifications. First, other than during the early stages in which the process initially emerges, there is little evidence to suggest that the disease is in any sense progressive. Patients do not tend to deteriorate from year to year, nor have obvious complications such as infections or organ system failure resulted. There is no evidence of mortality from MCS, although many patients become convinced that progression and death are inevitable based on the profound change in perception of health which the disorder engenders.

While this observation may provide the basis for a sanguine prognosis and reassurance, it has been equally clear from described clinical experience that true remission of symptoms is also rare. While various good outcomes have been described, these are usually premised on improved patient function and sense of well-being, rather than reduced reactivity to environmental stimuli. The underlying tendency to react adversely to chemical exposures continues, although symptoms may become sufficiently tolerable to allow return to a near-normal lifestyle. In sum, MCS would appear to be a disorder with well-defined upper and lower bounds in outcome. While neither limit has been confirmed by large well-characterized series, it is probably not premature to include this assumption in planning treatment and assisting in vocational rehabilitation.

Clinical Management

Very little is known about treatment of MCS. A vast array of modalities have been proposed and tried, but none has been subjected to the usual scientific standards to determine efficacy: a controlled clinical trial. As with other aspects, theories of treatment follow closely the theories of pathogenesis. Clinical ecologists, convinced that MCS represents immune dysfunction caused by excessive body burdens of xenobiotics, focus much of their attention on reducing burden by strict avoidance of chemicals; some have advocated extreme steps resulting in complete alterations in patient lifestyle. This approach is often accompanied by efforts to determine “specific” sensitivities by various forms of skin and blood testing—none as yet validated by acceptable standards—and utilizing therapies akin to desensitization with a goal of inducing “tolerance.” Coupled with this are a variety of strategies to bolster underlying immunity with dietary supplementation and other metabolic supports. A most radical approach involves efforts to eliminate toxins from the body by chelation or accelerated turnover of fat (where some toxicants are stored).

Those inclined to a more psychological view of the disorder have explored alternative approaches consistent with their theories. Supportive individual or group therapies and more classic behavioral techniques have been described. However, as with the more biological theories, the efficacy of these approaches remains anecdotal.

Although none of these modalities is likely to be directly dangerous, limitations to present knowledge would suggest that they would best be reserved for settings in which well-controlled trials are being undertaken. In the meantime, certain treatment principles have emerged which can be justified based on present knowledge and experience. These include:

1. Taking steps to limit to the extent possible the search for the mysterious “cause” of the disease is an important first aspect of treatment. Many patients will have had considerable work-up by the time MCS is considered and will equate, not irrationally, extensive testing with extensive pathology. Uncertainty feeds this cycle as well as the patients’ common underlying fear that they have been irrevocably poisoned.
2. Whatever the theoretical proclivity of the clinician, it is crucial that an existing knowledge and understanding of MCS be explained to the patient, including specifically that the cause is unknown. The patient must be reassured that the possibility of a psychological basis does not make the illness less real, less serious, or less worthy of treatment. Reassurance that the disease will not lead inexorably to death, as many patients imagine, is also valuable, coupled with caution that with current knowledge cure is an unrealistic treatment objective.
3. Steps to remove the patient from the most obviously offensive aspects of their environment are almost always necessary, especially if the patient still lives or works in the same environment where the initiating illness occurred. While radical avoidance is probably counterproductive given the goal of improving function, protection from daily misery is important for establishing a strong therapeutic relationship which the patient needs. In general, this requires some vocational change which will also require attention to sufficient benefits to make this choice viable for the patient. For cases which occur as a consequence of an occupational illness, however mild, workers’ compensation may be available; most jurisdictions do not require detailed understanding of disease pathogenesis but can be invoked viewing MCS as a complication of a disorder which is accepted by local convention as work related.
4. Having established this foundation of support, subsequent therapy should be targeted at improved function. Obviously psychological problems, like adjustment difficulties, anxiety or depression, should be treated aggressively, as should coexistent pathology like atopic manifestations. Unfortunately, since these patients do not tolerate chemicals readily, nonpharmacologic approaches may be necessary. Beyond these measures, patients need direction, counseling, and reassurance in order to begin the challenging process of adjusting to an illness without established treatment. To the extent consistent with tolerable symptoms, patients should be encouraged to expand the range of their activities and should be discouraged from passivity, dependence, or resignation which intermittently recur throughout the course of the illness. It is worth emphasizing that there are no data to suggest, let alone prove, that intermittent chemical exposures capable of inducing transient symptoms otherwise adversely modify the future course of the illness.
5. Although it is appropriate to provide patients with all available factual information about MCS as well as fairly representing the view of the clinician, it must be recognized that many patients will get desperate and will try available alternative treatment modalities, sometimes several at once or in a sequence. It is probably not reasonable to strongly resist such efforts or to undermine a therapeutic relationship on this account but rather to hold steadily to a single coherent perspective treating such “treatments” as yet another troublesome aspect of a troublesome condition.
Prevention

It goes without saying that primary prevention cannot be seriously considered, given present knowledge of the pathogenesis of the disorder or the host factors which render certain individuals susceptible to it. At this time, the most reasonable approach is to reduce the opportunities in the workplace and ambient environment for the kinds of acute exposures which would appear to precipitate MCS in some hosts, especially solvents and pesticides. Reduction in the proportion of poorly ventilated offices would also appear likely to help.

Secondary prevention would appear to offer some greater control opportunity although no intervention has been studied. On the possibility that psychological factors may play a role in victims of environmental mishaps, careful early management of individuals exposed to toxic substances would seem advisable, even if that exposure was relatively trivial, the prognosis from a biologic perspective is good. For example, patients seen in clinics or emergency rooms after acute exposures should have some exploration of their reactions to the events and should probably receive close follow-up where undue fears of long-term effects or recurrence are expressed. Equally important, efforts must be made on behalf of such patients to ensure that preventable recurrences do not occur since this may be an important pathway leading to MCS by whichever mechanism is truly responsible.
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Pulmonary Responses to Gases and Particles

Kaye H. Kilburn

This chapter defines the functional zones of human lung, describes responses to occupationally polluted air, reviews the adverse health effects caused by environmental air pollution, and considers indoor air pollution.

► FUNCTIONAL ZONES OF HUMAN LUNG

The lungs' two regions are the conducting airways and the gas-exchanging alveolar zone. In the former, a mucusciliary escalator removes deposited particles. The alveolar zone, which includes alveolarized respiratory bronchioles and alveolar ducts, lacks this ability\(^1\) (Fig. 32-1). The two zones differ greatly in defenses and susceptibility to damage. For example, water-soluble gases such as sulfur dioxide and ammonia adsorb to water in proximal conducting airways, while relatively insoluble ozone and nitrogen dioxide damage the nonmucous-covered alveolar zone (Table 32-1). The airways selectively filter particles. Thus large particles (50 \(\mu\)m in diameter) lodge in the nose or pharynx, but particles less than 10 \(\mu\)m (and usually less than 5 \(\mu\)m) reach the alveolar zone.\(^2\) Fungal spores with diameters of 17–20 \(\mu\)m affect only proximal conducting airways (Fig. 32-2), while the 1 \(\mu\)m diameter spores of *Micropolyspora faeni* affect alveoli as well (Fig. 32-3). As a first approximation, reactions to particles can be predicted from their size, which is best defined by the mean median diameter, and from solubility in water. The site of lodgment of fibers and fibrils is predicted from aerodynamic diameter, not from length.

► OCCUPATIONAL POLLUTED AIR

Acute Alveolar Reactions

Asphyxiant Gases

Asphyxiant gases, divide into groups (1) represented by carbon dioxide, methane, and fluorocarbons that displace oxygen from alveoli to cause death, and carbon monoxide that combines with hemoglobin more avidly than oxygen and (2) chemical reactive poisons for mitochondrial cytochromes, hydrogen cyanide, hydrogen sulfide, and sodium azide. Their properties, exposure sources, toxicity, and applicable standards for occupational exposure in the United States are listed in Table 32-1. Carbon dioxide stimulates respiration at concentrations less than 10% but depresses it at higher concentrations and is anesthetic and lethal. Hazards occur when people go into poorly ventilated chambers, often underground. For example, carbon dioxide, methane, ammonia, and hydrogen sulfide are generated from manure collected from cattle feeding lots or from sewage and in wells, pits, silos, holds of ships, or abandoned mine shafts. Workers entering these areas often collapse after a few breaths. Tragically, the first person to attempt rescue often dies of asphyxiation before it is realized that the exposure is lethal.

Arc welding is hazardous in small compartments, since it does not require oxygen but burns organic material with oxygen to produce carbon monoxide; if the space is poorly ventilated, lethal quantities of carbon monoxide accumulate. Methane, as coal damp, is an asphyxiant and an explosion hazard for miners. Community contamination with hydrogen sulfide has occurred from coal seams in Gillette, Wyoming, from evaporative (salt crystallization) chemistry in Trona, California, and from hydrocarbon petroleum refining in Ponca City, Oklahoma, Lovington and Artesia, New Mexico and Nipomo, California. However, the most serious incident of this type was the Bhopal, India, disaster of 1984. Methyl isocyanate (used in manufacturing the insecticide carbaryl (Sevin)) escaped from a 21-ton liquid storage tank, killing more than 2300 people and injuring more than 30,000.

Hydrogen sulfide inhalation has produced nausea, headache, shortness of breath, sleep disturbances, and throat and eye irritation at concentrations of 0.003–11 mg/m\(^3\) during a series of intermittent air pollution episodes. Hydrogen sulfide concentrations of 150 ppm quickly paralyzes the sense of smell, so that victims may be unaware of danger. Instantaneous death has occurred at levels of 1,400 mg/m\(^3\) (1000 ppm) to 17,000 mg/m\(^3\) (12,000 ppm). As the level of hydrogen sulfide increases in the ambient environment, symptoms vary from headache, loss of appetite, burning eyes, and dizziness at low concentrations, to low blood pressure, arm cramps, and unconsciousness at moderate concentrations, to pulmonary edema, coma, and death at higher concentrations. The recommended occupational standard for carbon dioxide is 0.5%, but for carbon monoxide it is 50 ppm for an 8-hour workday, with a single exposure to 200 ppm considered dangerous for chronic as well as acute impairment of the central nervous system (CNS). Since hydrogen sulfide is highly toxic even at low concentrations, the Occupational Safety and Health Administration (OSHA) has not set a time-weighted average for an 8-hour day. Instead, 20 ppm has been set as a maximum 15-minute exposure. New federal regulations are under review.

Oxidant Gases

A potent oxidizing agent, ozone is a bluish pungent gas generated by electrical storms, arcs, and ultraviolet light. Ozone and nitrogen oxides are important in environmental air pollution. At high altitudes, the ozone shield protects the earth against solar radiation. Excess ozone is found aboard high-flying long-distance aircraft, particularly over the North Pole if cabin adsorption is inadequate or absent. Otherwise exposure to...
oxidant gases occurs mainly from welding, near generation of electricity, and in the chemical industry (Table 32-1). Nitrogen dioxide has a pungent odor seen in fuming nitric acid, silos containing alfalfa, and manufacture of feeds, fertilizers, and explosions. Although ozone and nitrogen dioxide irritate mucous membranes and the eyes, greater damage is produced in the distal zone of the lung, the respiratory bronchioles, and alveoli ducts. These gases enter alveolar epithelial cells, produce swelling, and secondarily affect the capillary endothelial cells. The thin alveolar membranes are made permeable to plasma fluids and proteins, which leads to pulmonary edema after exposure to large concentrations. Exposure to nitrogen oxides, principally nitrogen dioxide generated in silos by silage, in animal feed processing, and in nitrocellulose film fires in movie theaters, caused subacute necrotizing bronchiolitis in victims who survive acute pulmonary edema. Sulfur dioxide may also cause alveolar edema but is extremely irritating; so unless doses are unbearably high, the nose and upper airways reduce the concentrations reaching alveoli.

Irritant Gases
The irritant gases include fluorine, bromine, and chlorine, hydrochloric acid, hydrogen fluoride, phosgene (and chlorine, which were poison gases used in World War I), sulfur dioxide, ammonia, and dimethyl sulfate. Oxides of vanadium, oxmium, cadmium, and platinum as finely divided fumes act like gases. The sources are generally industrial processing, although inadvertent production may occur. In addition, bromine and chlorine are injected to sterilize municipal water supplies, so that large amounts of concentrated gas are transported into and stored in densely populated cities. One desulfurization processes for petroleum uses vanadium pentoxide as a catalyst for hydrogen sulfide, and although portions of this are regenerated, workplace and environmental exposures occur. When liquid ammonia is injected into soil industrial use in making amphetamines or fertilizers, workers may be exposed to large quantities.

Irritant gases in large quantities damage alveolar lining cells and capillary endothelial cells, causing alveolotoxic pulmonary edema; when removal of fluid by lymphatic drainage fails they may also severely damage the epithelial surfaces of airways. Edema fluid moves up into the terminal bronchioles and hence into the conducting airways, to be ascultated as rales.

Recent observations show that the brain is the target of chlorine, hydrochloric acid, ammonia, formaldehyde, and hydrogen sulfide. Sensitive measurements show impaired balance, reaction time, visual fields, verbal recall, problem solving, and decision-making and high frequencies of headache, memory loss, dizziness, and other symptoms.

Particles
Particles causing alveolar edema include small fungal spores such as M. faeni, bacterial endotoxins, and metal fumes (particles), particularly vanadium pentoxide, osmium, platinum, cadmium, and cobalt. Particles of hyphae and spores may be generated from vegetable crops used as food, fiber, or forage; as aerosols from sewage or animal fertilizer; or from petroleum desulfurization. Acute inhalation of high concentrations produces pulmonary edema, noted clinically in minutes to hours.

Mixtures
Mixtures created by combustion of fuel, such as diesel exhaust in mines and welding fumes, particularly in compartments with limited ventilation, may reach edemagenic levels of ozone, nitrogen dioxide, formaldehyde, and acrolein. Again, if combustion or arcing takes place in spaces without adequate ventilation, pulmonary edema, or acute airways obstruction is more likely.

Therapy
Physiological therapy of pulmonary edema is oxygen delivered under positive pressure by mask or endotrachial tube that restores oxygen to alveoli blocked by foaming to improve systemic oxygenation. Diuretics and fluid restriction, or adrenal corticosteroids are secondary measures. Speed is crucial. If breathing is impaired or the patient is unconscious, intubation and artificial ventilation are lifesaving.

Control
Personnel must don self-contained breathing apparatus or air supply respirators before entering areas where harmful gases may collect and work in such areas only with adequate provision for air exchange. Would-be rescuers of afflicted individuals should wear an individual air or oxygen supply and be attached to a safety harness by which they can be retrieved safely by fellow workers. Appropriate advice and rules should be posted for personnel and reviewed frequently.
TABLE 32-1. PROPERTIES, SOURCES, AND TOXICITY OF COMMON GASES

<table>
<thead>
<tr>
<th>Name</th>
<th>Formula</th>
<th>Color and Odor</th>
<th>Sources of Exposure</th>
<th>Acute</th>
<th>Chronic</th>
<th>OSHA [TWA]</th>
<th>IDLH (ppm)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Asphyxiant Gases</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Carbon dioxide</td>
<td>CO₂</td>
<td>c, ol</td>
<td>M, We, FC</td>
<td>A, H, D, Ch</td>
<td>5000</td>
<td>50,000</td>
<td></td>
</tr>
<tr>
<td>Carbon monoxide</td>
<td>CO</td>
<td>c, ol</td>
<td>CS, T, FC</td>
<td>A, H, Cv, Co</td>
<td>50</td>
<td>1500</td>
<td></td>
</tr>
<tr>
<td>Methane</td>
<td>CH₄</td>
<td>c, ol</td>
<td>Ng, D</td>
<td>A</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Carbon disulfide</td>
<td>CS₂</td>
<td>c, so</td>
<td>CM</td>
<td>H, D</td>
<td>Np</td>
<td>20</td>
<td>500</td>
</tr>
<tr>
<td>Hydrogen sulfide</td>
<td>H₂S</td>
<td>c, re</td>
<td>Ae, D, Ng, P</td>
<td>A, Pe, D, H, Co</td>
<td>Np (20) ceiling</td>
<td>300</td>
<td></td>
</tr>
<tr>
<td><strong>Oxidant Gases</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ozone</td>
<td>O₃</td>
<td>c, po</td>
<td>S, EA, W, AC</td>
<td>T, Pe, Mm, Tp</td>
<td>AO</td>
<td>0.1</td>
<td>10</td>
</tr>
<tr>
<td>Nitrogen oxides</td>
<td>NO</td>
<td>rb, po</td>
<td>W</td>
<td>T, Mm, Pe, T</td>
<td>25</td>
<td>100</td>
<td></td>
</tr>
<tr>
<td>NO₂(NO₂)</td>
<td></td>
<td>rb, po</td>
<td>CS, W, FC</td>
<td>Ch</td>
<td>AO</td>
<td>5</td>
<td>50</td>
</tr>
<tr>
<td><strong>Irritant Gases</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sulfur dioxide</td>
<td>SO₂</td>
<td>c, po</td>
<td>P</td>
<td>T, Mm, Tp, Pe, Ch</td>
<td>5</td>
<td>100</td>
<td></td>
</tr>
<tr>
<td>Formaldehyde</td>
<td>HCHO</td>
<td>c, po, p</td>
<td>CS, CM</td>
<td>T, Mm, Ch, Tp</td>
<td>AO, Ca, Np</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Acetaldehyde</td>
<td>CH₂CHO</td>
<td>c, po, p</td>
<td>CS, CM</td>
<td>T, Mm, Ch, Tp</td>
<td>AO, N</td>
<td>2</td>
<td>100</td>
</tr>
<tr>
<td>Acrolein</td>
<td>CH₂=CHCHO</td>
<td>c, po, p</td>
<td>CS, CM</td>
<td>T, Mm, Ch, Tp</td>
<td>AO, Np</td>
<td>0.1</td>
<td>5</td>
</tr>
<tr>
<td>Ammonia</td>
<td>NH₃</td>
<td>c, po</td>
<td>Ae, Al, Cm</td>
<td>A, Pe, Mm, Tp, T, Ch</td>
<td>Np</td>
<td>50</td>
<td>500</td>
</tr>
<tr>
<td>Chlorine</td>
<td>Cl₂</td>
<td>gly, po</td>
<td>CM</td>
<td>Pe, Mm, Ch, T, H, D, L</td>
<td>AO, Np</td>
<td>1</td>
<td>25</td>
</tr>
<tr>
<td>Bromine</td>
<td>Br₂</td>
<td>rb, po</td>
<td>CM</td>
<td>Pe</td>
<td>AO</td>
<td>1</td>
<td>10</td>
</tr>
<tr>
<td>Fluorine</td>
<td>F₂</td>
<td>y, po</td>
<td>CM</td>
<td>Pe</td>
<td>AO</td>
<td>0.1</td>
<td>25</td>
</tr>
<tr>
<td>Hydrogen fluoride</td>
<td>HF</td>
<td>c, po</td>
<td>CM</td>
<td>Pe, T, Mm, B</td>
<td>AO</td>
<td>3</td>
<td>20</td>
</tr>
<tr>
<td>Hydrogen bromide</td>
<td>HB₅</td>
<td>c, po</td>
<td>CM</td>
<td>Pe, T, Mm, B</td>
<td>AO</td>
<td>3</td>
<td>50</td>
</tr>
<tr>
<td>Hydrogen chloride</td>
<td>HCl</td>
<td>c, po</td>
<td>CM</td>
<td>Pe, T, Mm, B</td>
<td>AO, Np</td>
<td>5</td>
<td>100</td>
</tr>
<tr>
<td>Trichloroethylene</td>
<td>CHCl₃</td>
<td>c, so</td>
<td>CM, Co, NP</td>
<td>C</td>
<td>100</td>
<td>1000</td>
<td></td>
</tr>
<tr>
<td>Phosgene</td>
<td>COCl₂</td>
<td>c, ol-po</td>
<td>CM</td>
<td>Pe, T, Mm, Ch, Tp, B</td>
<td>AO</td>
<td>0.1</td>
<td>2</td>
</tr>
<tr>
<td>Carbon tetrachloride</td>
<td>CCl₄</td>
<td>c, so</td>
<td>H, D, Pe</td>
<td>L, Np</td>
<td>10</td>
<td>300</td>
<td></td>
</tr>
<tr>
<td>Chlorofluorocarbon</td>
<td>CHCl₂</td>
<td>c, so</td>
<td>H, D, Pe, Co</td>
<td>L, Np</td>
<td>50</td>
<td>1000</td>
<td></td>
</tr>
<tr>
<td>Vinyl chloride</td>
<td>CH₂=CHCl</td>
<td>c, so, p</td>
<td>CM</td>
<td>H, D, Mm</td>
<td>Ca, AOL, Np</td>
<td>1</td>
<td>5</td>
</tr>
<tr>
<td>Vinylidene chloride</td>
<td>CH₂=CCl₂</td>
<td>c, so, p</td>
<td>CM</td>
<td>B, Mm</td>
<td>Ca</td>
<td>10</td>
<td>50</td>
</tr>
</tbody>
</table>

*Color and Odor: c, colorless; f, flammable; gy, green; yellow; o, odorless; p, polymerizes; po, pungent; rb, red-brown; re, rotten eggs; so, sweet.

*Ac, aerial; Ae, animal excreta; Al, agrifertilizer; CM, chemical manufacture; CS, cigarette smoke; D, dumps; FC, fuel combustion; M, mining; Ng, natural gas; P, petroleum drilling, refining; S, stratosphere; T, tunnels; W, welding; We, wells.

*Health Effects: A, asphyxiant; AO, airways obstruction; AOl, acro-osteolysis; B, burns; skin; Ca, cancer; Ch, chest; cough; Co, coma; Cv, depressed heart rate; D, dizziness; H, headache; L, liver; Mm, mucous membrane irritation; Np, neuropsychological tox; Pe, pulmonary edema; T, tearing; Tp, tracheal pain.

†IDLH, level of immediate danger to life or health.

Prevention

Opportunities for gas leakage and accumulation should be minimized by industrial hygiene surveillance; the above advice postulates that every effort has been made to reduce leakage and maximize avoidance.

Chronic Alveolar Disease

Extrinsic allergic alveolitis, lipopenproteinsis, and granulomatous alveolitis are disorders of the alveolar cells and spaces caused by inhalation of chemically active particles.

Nongranulomatous Alveolitis (Allergic Pneumonitis)

The original description of extrinsic allergic alveolitis, or farmer’s lung, implicated inhalation of fungal spores and vegetable material from hay or grain dust,⁴ that recruited cells to alveoli. Some exposed farmers developed shortness of breath. Frequently, they had precipitating serum antibodies to crude preparations of fungi. However, antibodies were also found in asymptomatic farmers. Farmer’s lung occurred in areas where animal feeds were stored wet, with the consequence that the generation of fungal spores. Classic descriptions came from Northwest England, Scotland, and the north-central U.S. dairy states.⁵ Both the size of the spores, less than 7 µm to be respirable but less than 3 µm to reach alveoli, and their solubility influence the disorder. Fungal toxins, including endotoxins, are important in the pathogenesis of farmer’s lung, and hypersensitivity may be responsible for part of the pathological picture. Whether this is type IV allergy or also type III is not clear. Initial high-dose exposure to spores frequently produces both airway narrowing and acute pulmonary edema⁶ (Fig. 32-3) requiring hospitalization and oxygen therapy. After repeated exposure and development of precipitating antibodies, many cells may be recruited into alveoli. This pneumonitis can be lethal with repeated heavy exposure. Or the reaction may clear completely during absence from exposure. Adrenal corticosteroids frequently help resolve the acute phase but do not affect the chronic fibrotic stage.

Molds and Mycotoxin

Previously mold and mycotoxin disease occurred at work but infantile hemosiderosis was linked to a mold, Stachybotrys chartarum, growing on Cleveland homes with excess humidity in the 1990s (CDC 1994, CDC 1997, Etzel 1998, Dearborn 2002). A decade later, mold disease of adults and children appears nationwide with greatest prevalence in a swath across the deep south from Florida and Texas to Arizona and California (Kilburn 2003). Patients developed headaches, fatigue, memory loss, impaired concentration, dizziness, and deficient balance together with flulike nasal and pulmonary congestion and phlegm tinged with blood. They saw black mold growing on walls, floors, and ceiling, together with flulike nasal and pulmonary congestion and phlegm tinged with blood. An infant mouse model replicated findings in human infants (Yiki et al 2001.) Numerous school rooms were affected and teachers and children sickened. Mold growth was seen on lift samples and confirmed by culture. Indoor air samples showed more colony-forming units then did outdoor air samples. Molds included Stachybotrys chartarum or atra, Aspergillus-penicillin, Cladosporium, and other genera. Patients had serum antibodies to molds and mycotoxins particularly trichothecenes.
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lymphatic pulmonary surfactant and its apoproteins.13 Inorganic particles distinguishing colors and visual field defects. Hearing and blink reflex latency were usually not affected. Verbal recall for stories, cognition for problem solving and multitasking, and perceptual motor function were frequently impaired as was the ability to see missing items in pictures (Kilburn 2003). The abnormalities resembled those produced by exposures to hydrogen sulfide, chlorpyrifos,9 and chlorine.9

**Berylliosis**

Beryllium, a dense, corrosion-resistant metal, produces fulminant chemical pneumonia when inhaled as a soluble salt in large doses. Inhalation of fumes or fine particles leads to chronic granulomatous alveolitis. Originally beryllium disease was interpreted as an accelerated sarcoidosis.10 First recognized in workers making phosphores for fluorescent lamps, berylliosis is recognized pathologically by noncaseating granuloma with giant cells and the absence of necrosis. Specific helper-inducer T cells accumulate in the lung, identifying berylliosis as a hypersensitivity disease.11 Insidious shortness of breath was accompanied by characteristic x-ray changes, which led to hospitalization in a tuberculosis sanitarium. Patients with accelerated sarcoidosis were brought to the attention of Dr Harriet Hardy, who isolated beryllium as the cause from 42 materials used by the original workers.10 Subsequently, the problem was recognized in workers from other fluorescent light and electrical factories that used beryllium nitrate phosphors. Some patients with advanced disease died. Those with less advanced berylliosis gradually improved but had residual interstitial fibrosis.12 Because beryllium is irreplaceable in nuclear reactors and in exotic alloys for spacecraft, exposure to beryllium fumes continues for engineers and skilled workers.

**Lipoproteinosis**

In this disorder, alveolar spaces are filled with neutral lipids resembling pulmonary surfactant and its apoproteins.13 Inorganic particles and Mycobacterium tuberculosis have been causally associated.14 Thus areas of lipoproteinosis are frequently found in lung biopsies or in lungs at autopsy from workers exposed to silica14 and to many other particles. Diagnosis is made by sampling alveolar fluids by mini-bronchial lavage through the fiberoptic bronchoscope or by lung biopsy. Treatment is removal by lung lavage.

Both granulomatous and nongranulomatous alveolitis occur from inhaling moldy plant debris. Animal experiments suggest that granulomas may be due to poorly digestible complex chitins, which are complex carbohydrates forming the walls of spores and of plant cells.16 Chronic farmer’s lung may produce lipoproteinosis17 and pulmonary fibrosis.

**Asthma, Acute Airway Reactivity**

Acute airway narrowing, or asthma, is defined by shortness of breath or impaired breathing usually accompanied by wheezing that is relieved spontaneously or with therapy. Its spectrum includes acute responses that develop within a few minutes of exposure in a sensitized individual and those needing several hours of exposure to reach their peak, as with cotton dust.24 Asthma is the fastest growing lung disease of the twenty-first century. Although the causes are not agreed upon, chemical exposures are important at work and at home. It is estimated that asthma increased by 60% in the 1980s.25 Asthma currently affects 5–10% of children in the United States and 5–10% of adults.26

African Americans are three times more likely to die of asthma than are whites.22 They are also frequent victims of environmental inequality, meaning living in chemical “soups.” Asthma is a disease of increasing mortality in the United States and across the world, particularly in developed countries such as Sweden, Denmark, and New Zealand.
In 1979, the mortality in the United States was 1.2 per 100,000 and it had risen to 1.5 in 1983–1984.\(^{27}\) In African Americans, the corresponding figures were 1.8 in 1979 and 2.5 in 1984. Possible causes of this startling increase in asthma were not identified nor reasons why this disease became epidemic. Many authors\(^{28}\) have elaborated on the mechanisms, in a sea of multiple and complex causes. Air pollution and the synthetic chemical triggers for asthma have increased manyfold in the past 50 years, while buildings and homes have become tighter containers for them. The prevention of asthma, which is the most effective control measure, depends on reducing exposures to ambient air pollution and other chemical causes.\(^{28,29}\)

Because the processing of cereal grains and flour maximizes opportunities for exposure, farmers, grain handlers, millers, and bakers probably constitute the largest worldwide group with reactive airways disease.\(^{30,31}\) Fortunately, exposures that produce the highest prevalence of airways reactivity, as to disocyanates and cotton dust, have been controlled in the United States or use reduced.\(^{32}\) An estimated 8 million workers in the world are exposed to welding gases and fumes. Such exposure produces symptoms but practically no acute airway response and relatively mild impairment of function. This is detectable 10 or 11 years after beginning of exposure and is greater in cigarette smokers.\(^{33}\)

**Diagnosis**

Acute or reactive airway response is recognized by an increased resistance to expiratory flow by contraction of smooth muscle or swelling in airways walls causing tightening in the chest, shortness of breath, and wheezing, quickly or insidiously. Nonproductive cough is frequent, but as mucus secretion is stimulated, the cough becomes productive. Generalized wheezing is heard low and posterior as the lung empties during forced expiration. Alternatively, scattered localized wheezing may be heard. The lungs’ appearance on chest x-ray film is usually normal with abnormalities seen only from preexisting disease. Occasionally, severe hyperinflation causes increased radiolucency and low and flattened diaphragms, suggesting emphysema. A second exception is accentuated venous markings and a prominent minor lung fissure, suggesting pulmonary edema. Symptoms occur within a few hours of beginning work, are more frequent on Monday or the first day back after a holiday, and gradually increase during the work shift.\(^{23}\) The diagnosis is confirmed by finding decreased expiratory flow when comparing measurements at the middle or end of the shift with those made before entry to the workplace. Cross-shift decrements at work are optimal but a laboratory exposure challenge may be substituted\(^{34}\) with workers’ exposure long enough to simulate the workplace.

**Mechanisms**

Acute airway responses may be nociceptive, inflammatory, or immune. The reactive segment of a workforce includes but is not limited to atopic individuals, those with IgE antibodies. In the instance of toluene diisocyanate (TDI), which has been well studied, reactivity to low doses does not appear to correlate with atopic status.\(^{35}\) Etiologies of many workplace exposures are imperfectly understood because flour and dusts from cotton, grain, coal, and in foundries are complex mixtures. Single agent-specific causes include metal fumes. Such exposure produces symptoms but practically no acute airway response and relatively mild impairment of function. This is detectable 10 or 11 years after beginning of exposure and is greater in cigarette smokers.\(^{35}\)

**Causal Agents**

To cover comprehensively, the occupational exposures of importance is an encyclopedic job. However, Table 32-2 provides an index of the categories of materials and types of reactions that depended on patient reports and descriptive epidemiology. Causative agents are logistically grouped so the reader can add new materials and reactions to them. Such reports have been published infrequently in the last decade.

**Control, Surveillance, and Prevention**

The first principle of control and prevention is to reduce exposure for all workers by improved industrial hygiene. This controlled byssinosis (cotton dust disease) in the United States. Since 1973, as dust was reduced in cotton textile mills so that after 15 years there was debate on whether byssinosis had existed. In contrast, it continues to be a problem in the waste cotton industry\(^{36}\) and in developing countries\(^{37}\) lacking adequate engineering controls. The second principle of control and prevention is to remove reactive individuals from exposure. Reactivity is judged from symptoms or objectively from impaired function after challenge. Often individuals who react sharply to inhaled agents select themselves out of work. Because removing impaired workers from cotton textile mills did not improve their function, at least in the short term, byssinosis needs longitudinal surveillance added to the acute shift exposure so that workers with accelerated functional deterioration in 6 or 12 months are removed from exposure before they have suffered impairment that interferes with their ability to work. Annual and semiannual surveillance by pulmonary function testing was mandated by the cotton dust standards invoked in 1978\(^{38}\) under the 1970 amendments to the Occupational Health and Safety Act (OSHA).

**Chronic Airway Disease: Chronic Bronchitis**

**Definition**

Chronic bronchitis is defined by the presence of phlegm or sputum production for more than 3 months of 2 succeeding years. Chronic bronchitis is the most common respiratory disease in the world.\(^{38}\)

**Effects of Cigarette Smoking**

The prevalence of chronic bronchitis is mainly due to smoking cigarettes, a plague of the twentieth century after World War I. Although the habit is on the wane in the United States, it is entrenched in Europe and has taken developing nations by storm, where the peak prevalence of cigarette smoking may not yet have been reached. Certainly there is no evidence that not smoking has become the accepted social behavior, as it has in the United States. Chronic bronchitis has such a high prevalence in blue collar cigarette smokers, particularly 20 years or more after they start smoking, that it often takes careful analysis to uncover occupational chronic bronchitis.\(^{39}\)

Occupational effects are best assessed by studying large populations of individuals who have never smoked.\(^{40}\) Alternately, effects of cigarette smoking and occupational exposure can be partitioned by adjusting predicted function values for respiratory flows for duration of smoking using standard regression coefficients.\(^{41}\) Similarly, accelerated functional deterioration or increased prevalence of symptoms across years of occupational exposure after adjusting for the cumulative effects of smoking may show the effects of occupational exposure. Considering the additive effects of cigarette smoking to occupational dusts and fumes and atmospheric air pollution, a decrement in forced expiratory volume in one second (FEV\(_1\)) exceeding 21–25 mL/year in a person who has never smoked, is excessive. Cigarette smoking alone in men increases the age-associated decrement 40% or 9 mL/year.\(^{42}\) Women show no such effect, probably because they smoke fewer cigarettes daily but still show increased lung cancers. In groups of men, who smoke decrements in FEV\(_1\) of more than 30 mL/year suggest occupational or environmental exposures. Airborne particle burdens increase age-related decrements.

**Occupational Exposures**

Occupational exposure to many dusts including those containing silica, coal, asbestos, and cotton (including flax and hemp) dust, and exposures during coking, foundry work, welding, and papermaking increase the prevalence or lower the age of appearance of chronic bronchitis. Although it is clear that high exposures to silica and to asbestos produce characteristic pneumoconiosis, lower doses cause airways obstruction. Symptoms and airways obstruction from cotton and other
## TABLE 32-2. PARTICLES AFFECTING HUMAN LUNGS: CLASSES AND EXAMPLES

<table>
<thead>
<tr>
<th>Source</th>
<th>Persons Affected</th>
<th>Airways</th>
<th>Alveoli</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Bacteria</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Fungi</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Thermoaotinomyces (vulgaris) sacchari</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Acanthamoeba polyphaga Naegleria gruberi</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Vegetable Origin</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gum arabic, gum Printers</td>
<td>+</td>
<td></td>
<td></td>
<td>Tse KS, et al., <em>Arch Environ Health</em>. 1973</td>
</tr>
</tbody>
</table>

(Continued)
<table>
<thead>
<tr>
<th>Source</th>
<th>Persons Affected</th>
<th>Airways</th>
<th>Alveoli</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Animal Origin</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dander</td>
<td>Farmers, fur workers, grooms</td>
<td>+</td>
<td></td>
<td>Squire JR. Clin Sci. 9:127, 1950</td>
</tr>
<tr>
<td>Mayfly</td>
<td>Outdoor enthusiasts</td>
<td>+</td>
<td></td>
<td>Figley KD. J Allergy. 11:376, 1940</td>
</tr>
<tr>
<td>Swine confinement</td>
<td>Farm workers</td>
<td>+</td>
<td></td>
<td>Donham KJ. Am J Ind Med. 5: 367–75, 1984</td>
</tr>
<tr>
<td><strong>Chemicals</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Inorganic</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Calcium hydroxidetricalium silicate</td>
<td>Cement workers</td>
<td>+</td>
<td></td>
<td>Eid AH, El-Sewely AZ. J Egypt Med Assoc. 52:400, 1969</td>
</tr>
<tr>
<td>Chromium</td>
<td>Casters</td>
<td>+</td>
<td></td>
<td>Dodson VN, Rosenblatt EC. J Occup Med. 8:326, 1966</td>
</tr>
</tbody>
</table>

(Continued)
vegetable dusts have been well studied for more than a century. In the 1960s studies in British textile mills (using American-grown cotton), the severity of this Monday-morning asthma (byssinosis) and of shortness of breath and tightness in the chest correlated with concentrations of respirable cotton dust in workplace air. Similarly, exposure to welding gases and fumes accelerates reductions in expiratory flows. Shipbuilding, construction, and coal mining associated with asbestosis and to a lesser extent with silicosis, are also strongly correlated with chronic bronchitis. The common thread is inhalation of respirable particles with inflammation stimulated by one or more chemically active species contained or absorbed and work in foundries. Clinical signs are cough with mucus coming from goblet cell hyperplasia in small airways and to hyperplasia of mucous glands in large bronchi and exertional dyspnea due to small airways obstruction. Although inhalation of 200–400 ppm of sulfur dioxide by rats or guinea pigs models chronic bronchitis, these levels exceed, by two

---

### TABLE 32-2. PARTICLES AFFECTING HUMAN LUNGS: CLASSES AND EXAMPLES (Continued)

<table>
<thead>
<tr>
<th>Source</th>
<th>Persons Affected</th>
<th>Airways</th>
<th>Alveoli</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Organic</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Piperazine</td>
<td>Chemists</td>
<td>+</td>
<td>+</td>
<td>Pepys J. <em>Clin Allergy.</em> 2:189, 1972</td>
</tr>
<tr>
<td>Polymer fumes (polytetrafluoroethylene)</td>
<td>Teflon manufacturers, users</td>
<td>+</td>
<td>+</td>
<td>Harris DK. <em>Lancet.</em> 2:1008, 1951</td>
</tr>
<tr>
<td><strong>Synthetic Fibers</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Firefighters</td>
<td>+</td>
<td></td>
<td></td>
<td>Dyer RE, Esch VH. <em>JAMA.</em> 235: 393, 1976</td>
</tr>
</tbody>
</table>
orders of magnitude for workers in smelting or metal roasting operations or by three orders of magnitudes for most ambient air pollution exposures. The important difference is that human exposures include quantities of respirable particles. Similarly, exposure to chlorine, fluoride, bromine, phosgene, and vapors of hydrogen fluoride and hydrogen chloride produce bronchitic reactions. Discontinuous pulses of damage produce cycles of injury and repair rather than chronic bronchitis.

Gases are adsorbed on particles in many occupational exposures, such as welding, metal roaring, smelting operations, and foundries especially where compressed air jets are used for cleaning. Gas molecules adsorbed on particles deposit in small airways. This deposition is studied in animal models with gases and pure carbon. Carbon, by itself an innocuous particle, adsorbs gas molecules and in the lining creates a nidus of damage because the particle is difficult to remove and the adsorbed gas molecules leach into cells. Perhaps the best examples are the adsorption of ozone, nitrogen dioxide, and hydrocarbons on respirable particles in Los Angeles, Mexico City, Athens, and other cities where large amounts of fossil fuel are combusted with limited atmospheric exchanges because of mountains, prevailing winds, and weather conditions.

The prevalence of occupational chronic bronchitis has declined in the postindustrial era in the United States, Great Britain, and Northern Europe. Byssinosis and chronic bronchitis from cotton dust have been on the wane since the early 1970s. A similar decline in prevalence in workers in foundries, coke ovens, welding, and other dust industries is attributed to improved air hygiene often dictated by economic or processing imperatives. Workers in Eastern Europe, China, India, Southeast Asia, and South America are now plagued by these “solved” problems.

**Natural History**

The natural history of chronic bronchitis in urban dwellers has been investigated since the early nineteenth century. Chronic inhalation of polluted air stimulates mucus production, cough with phlegm, which define chronic bronchitis epidemiologically. Chronic bronchitis identified by cough and sputum was studied in more than 1,000 English civil servants and transport workers over a decade. Approximately the same proportion were symptomatic at the end of the decade as at its beginning, although some individuals had left and others had entered the symptomatic group over the interval. Chronic bronchitis prevalence increases with age in both females and males. The male predominance may be entirely due to cigarette smoking. The latent period before deterioration of expiratory airflow may be long if chronic bronchitis begins in childhood or early adulthood but short if it begins in late middle age.

Chronic bronchitis may begin with an abrupt onset of bronchitis, unassociated with cigarette smoking or occupational exposure. Many are precipitated by a virus or chemical respiratory illness and more likely to respond to treatment with broad-spectrum antibiotics. Afterward there is chronic phlegm production and more rapid than expected airflow limitation with deterioration of pulmonary function. When shortness of breath accompanies the cardinal symptoms, airflow limitation is generally present, and the yearly decrements in function are usually twice as large as predicted. For many individuals who smoke and have had an insidious onset of shortness of breath, expiratory airflow declines more steeply after age 50.

**Epidemiology**

Since the early 1960s, atmospheric air pollution has been recognized as an important cause of chronic bronchitis. Studies in London, The Netherlands, Cracow, Poland, firmly established that episodic severe pollution increased mortality and that chronic levels of atmospheric air pollution were associated with increased prevalence and morbidity from chronic bronchitis. Mortality from asthma and chronic bronchitis fell in Japan when sulfur dioxide air pollution decreased. In 1986, a study of Italian schoolchildren showed that previously reduced expiratory flows rose to levels of controls when air pollution decreased.

**Control Measures**

Control measures for chronic bronchitis depend on avoiding exposure—such as cigarette smoke, to contaminated respirable particles in coal mines, smelters, and foundries, and to worldwide air pollution from fossil fuel combustion. Poverty often associates with more asthma and chronic bronchitis and residence in cities, near freeways and fuel building. As the standard of living rises, the prevalence of chronic bronchitis falls.

Control ultimately depends on improving the population’s general health and curtailing its exposure to respirable particles.

**Surveillance**

Effects of a personal, occupational, or atmospheric air pollution control program are best assessed by surveying symptoms and pulmonary functional performance of samples of the affected population. Most essential data—the prevalence of chronic bronchitis and measurement of expiratory airflow—are easily obtained and can be appraised frequently. Decreasing exposure reduces the prevalence of cough and phlegm and the rate of deterioration of expiratory airflow.

**Prevention**

The prevention of chronic bronchitis essentially centers on avoiding generation of respirable particles into the human air supply. Cigarette smoking cannot be condoned. Air filtration helps but enclosing particle generation away from human noses, as in cotton textile mills is best. Socioeconomic measures include cleaner combustion of fossil fuels, reduction of human crowding, provisions for central heating, and improved standard of living.

**Neoplastic Disease of Airways**

Lung cancer from occupational exposure to uranium (radon), asbestos, chromium, and arsenic was described before the worldwide epidemic of lung cancer from cigarette smoking. Unfortunately, early reports often failed to mention cigarette smoking, delaying secure attribution of cause until the study of large numbers of individuals who had never smoked. The causal linkage of asbestos to lung cancer without smoking is firm. The histological types including adenocarcinoma, squamous cell, undifferentiated and small-cell or oat-cell carcinoma are the same as seen in the general population. One sentinel disorder is small-cell carcinoma, after exposure to chloromethyl ethers. The association of lung cancer with exposure to polycyclic aromatic hydrocarbons in coke oven workers and roofers is established and follows Percival Pott’s attribution of the scrotal skin cancers in chimney sweeps to coal tar in London, over 200 years ago. Similarly, the occupational exposures to radon, radium, and uranium in mining and metalworking cause lung cancers. A recent example is uranium-mining Navajo Indians on the Colorado Plateau, who, despite a low prevalence of smoking and a low consumption of cigarettes among those who smoked, had a tenfold increase (observed over expected) in lung cancer. Sentinel nasal sinus cancers and excessive lung cancers have resulted from exposure to the nickel refining in calcination of impure nickel and copper sulfate to nickel oxide or in the carbonyl process.

Lung cancer may be caused by other exposures to nickel, to chromium, and to arsenic, but the data are less convincing than for asbestos and radon. In recent studies of copper smelter workers and aluminum refinery workers, it may be asbestososis which had a prevalence between 8% and 25% using the International Labor Organization (ILO) criteria for x-ray diagnosis.

The factor common to higher pulmonary disease prevalence and lung cancer mortality among metal smelter workers was asbestos used for heat insulation; for patching of calciners, retorts, and roasters; and for heat protection for personnel. The contribution of asbestos must be taken into account before attributing cancer or irregular opacities in the lung to the useful metals.
ENVIRONMENTAL AIR POLLUTION

History
The famous fogs along the Thames in the City of London chronicled by Sir Arthur Conan Doyle in the Sherlock Holmes stories 100 years ago underscored a problem from the beginning of the Industrial Revolution with John Evelyn’s description in 1621. Death from such exposure ambient air pollution were first recognized in the Meuse Valley of Belgium during a thermal inversion in December 1930.66 Sixty people died. In Donora, Pennsylvania, a town of about 14,000 people along the Monongahela River with steel mills, coke ovens, a zinc production plant, and a chemical plant manufacturing sulfuric acid, a continuous temperature inversion created a particularly malevolent fog that caused many illnesses and 20 deaths in October 1948. Deaths occurred from the third day. In December 1952, a particularly vicious episode in London produced excessive deaths in infants, young children, and elderly persons with cardiorespiratory disease. High particle loads were 4.5 mg/m³ for smoke and 3.75 mg/m³ for sulfur dioxide. A 1953 episode in New York City underscored this twentieth-century plague. Repeated in Tokyo, Yokohama, New Orleans, and Los Angeles they led to investigation of the health effects of environmental air pollution in the 1960s and early 1970s.

Air pollution swept across the Northern Hemisphere between November 27 and December 10, 1962. Excessive respiratory symptoms were observed in Washington, D.C., New York City, Cincinnati, and Philadelphia. London had 700 excess deaths due to high sulfur dioxide levels, and in Rotterdam, sickness, absenteeism, and increased hospital admissions occurred, with a fivefold increase in sulfur oxides. Hamburg, West Germany, reported increased sulfur dioxide and dust and increased heart disease mortality. In Osaka, 60 excess deaths were linked to high pollution levels.

Currently, several cities stand out. Mexico City, the world’s capitol of air pollution, with extreme levels of pollution at an altitude of 7,000 feet is an enclosed valley with over 25 million people. Athens, located like Los Angeles with a mountain backdrop to prevailing westerly winds, has experienced such serious pollution as to jeopardize some of its monuments of antiquity. Adverse health effects from air pollution have been observed in São Paulo and Cubatao, Brazil, which have many diesel vehicles, a heavy petrochemical industry, and fertilizer plants. Brazil is experimenting with ethanol as fuel for internal combustion engines. As Brazilian countries industrialize and automate, the lessons of Donora, London, and New York are ignored in Bangkok and Beijing.

Sources
The major source of air pollution is fossil fuel combustion.65 During this century, automotive gasoline-based transportation has become the predominant contributor, with a shift from coal for space heating and industrial production. In fact, the internal combustion automobile engine is the major source of both particles and gases, including hydrocarbons. The interaction of atmospheric gases with hydrocarbons under sunlight (photocatalysis) produces ozone and nitrogen dioxide. Adding these to the direct products of combustion in air produces the irritating acid smog, coined for the mixture of smoke and fog. Thus, the horizon of many cities shows a burnished copper glow from nitrogen oxides. The smog in Los Angeles has remained practically static for 30 years; efforts to ameliorate the problem have simply kept pace with the additional population and its motor vehicle exhaust.66,67 Now Bakersfield, Fresno, and Riverside have more bad air days than does Los Angeles.

In certain areas, such as the Northeastern United States, industrial processing, coking, steel production, as well as paper mills and oil refineries contribute their selective and somewhat specific flavor to the problem.68 As in occupational exposures, the particles are of respirable size and adsorb gases. Fly ash, from the combustion of coal in power stations, from space heating, and in industry consists of fused glass spheres with adsorbed metals and acidic gases.69 Adsorbed chemicals increase particle toxicity and their size determines the zones injured in the lung.66 Hypertension, coronary artery occlusive disease, and myocardial infarction all link to nanoparticles of fly ash in the air.65–69 From inflammation in the lungs, nanoparticles effects spread to arteries and arterioles causing hypertension. The role of inflammation due to particle burdens on coronary artery disease worldwide has been developed in the past decade.70 Even children cancer rates, climbing in developed countries have climbed since 1970 throughout Europe.71 More childhood cancers were correlated with Chernobyl. Air pollution is also linked to genetic alterations in infants in New York.72

Waste incineration has increased the burden in the air, and greater population has nearly exhausted available canyons and open spaces for landfills for garbage around major cities. Although it appears that selective incineration under properly controlled conditions may help solve the solid waste problem, it increases the burden of particles and gases in the atmosphere unless carefully controlled.74 Moreover, nature may be responsible for freak episodes of air pollution. In 1986, release of carbon dioxide from Lake Nyos in West Africa killed 1700 people as they slept, and already the lake may be partly recharged.75

Regulated Pollutants
Since 1970 in the United States, carbon monoxide, hydrocarbons, sulfur dioxide, nitrogen oxides, and ozone have been regulated by the Environmental Protection Agency (EPA). In various urban areas, ozone and oxidant concentrations have been defined above which occupants are alerted to limit physical activity. Although the respirable particles, particularly flyash, hydrocarbons, and coated carbon particles from diesel engines, are the principal components of visible pollution, recently considerable attention has focused on acids and chlorofluorocarbons.76

Chlorofluorocarbons manufactured as refrigerants and used to power “convenience” aerosols liberate chlorine into the stratosphere, where it combines with ozone to reduce the shield against ultraviolet radiation.77 This combination of loss of the ozone shield and carbon dioxide from increased combustion of fuel and destruction of tropical rain forests, among other causes, has raised atmospheric carbon dioxide, leading to global warming, the so-called greenhouse effect.77,78 This constitutes an entirely different but potentially very serious complication of environmental air pollution. Northern Europeans, particularly in Sweden, Norway, and the city of Cologne, West Germany, have been greatly concerned with the problem of acid rain, which is precipitation of large amounts of acidic gases combined with water.79 The acidity of these solutions has etched limestone buildings and acidified lakes and reservoirs, killing aquatic life and changing natural habitats. Ozone loss (which increases the risk of skin cancer),80 acid rain, and global warming are likely to produce future human health problems.

Modifiers
The effects of particles and gases in the atmosphere are lessened by wind and rain dilution and made worse by thermal inversion. Studies in Tokyo showed that the heat worked with ozone to produce respiratory symptoms in schoolchildren.78,79,80 Unpremeditated experiments show that stopping automotive transportation in a city such as New York, for a day or two, ameliorates problems from rising levels of air pollutants. Thus it appears obvious that a clean transportation in urban areas would greatly reduce air pollution. Because combustion of diesel fuel and gasoline in automobiles and trucks is the major problem, designing cleaner engines and fuels are essential to improving air quality.81 Alternate fuels emphasizing methanol and ethanol alone or mixed with gasoline may be important and are included in the EPA plans for cleaner air for the United States in this decade. Prudence is essential. One additive methyl-n-butyl ether increased respiratory illnesses in winter and asthma and ruined some engines. Organized manganese MMT has also caused human toxicity. Almost 20 years of retrofit (regressive) engineering, the installation of catalytic converters, has been less satisfactory. Although they have kept air pollution from increasing in Los Angeles, it is unclear whether this technology would help in Mexico City, Athens, or São Paulo.
Effects
Toxicity is determined by particle size, adsorption, and respiratory deposition profiles. Respirable particles are those capable of depositing beyond the ciliated conducting airways of the human lung. Air pollution causes symptoms, impaired pulmonary function, respiratory diseases, and mortality. Acute symptoms, including eye irritation, nasal congestion, and chest tightness, appear to be due to the oxidant gases, aldehydes, and hydrocarbons largely in the gaseous phase, including peroxyacetyl nitrate. In the most sensitive 7–10% of the population, exposure to these gases decreases expiratory air flow, with wheezing and cough. Symptoms increase with exercise and are usually relieved within a few hours of removal from exposure.

Large studies of European populations exposed to air pollution have shown that airflow obstruction varied on days of greater or lesser levels of sulfur dioxide and particles. However, the question of reversibility is unanswered. Whether, or how quickly, airflow limitation is relieved by removal from exposure has not been tested. Meanwhile, to assume that the effects resemble those of cigarette smoking with irreversible airways obstruction, it is justified.

The prevalence of chronic bronchitis in the exposed population is one of the most reliable indicators of exposure to the gases and particles of atmospheric air pollution. A number of classic studies—Groningen, The Netherlands; Cracow, Poland; London; Tokyo; and Los Angeles—have shown that prevalence of chronic bronchitis rises with the level and duration of air pollution. This is best studied in individuals who have never smoked and in children. The production of excess mucus, to necessitate coughing for its removal, appears to be essentially a protective mechanism for the respiratory tract. Both clinical and experimental data show goblet cell metaplasia in small airways and goblet cell and mucous gland hyperplasia in large conducting airways. This latter finding is the consistent pathological accompaniment of chronic bronchitis in autopsies from exposed populations.

Deaths from the air pollution disasters, and from current levels of air pollution, struck infants who died of pneumonia and adults with cardiorespiratory disease, particularly chronic bronchitis and emphysema. Recent genetic effects on newborns and excess cancer rates in children extend this range. Those with precarious respiratory function are highly susceptible to additional insult and by analogy constitute, in the picturesque lumberjack terms, “standing dead timber,” susceptible to the “strong wind” provided by a prolonged period of increased air pollution.

Other results of severe air pollution include the retardation of children’s mental development from airborne lead, which constituted the principal reason for first reducing lead tetraethyl and similar additives and finally removing them from gasoline and motor fuel in the United States during the 1970s. The clear inverse relationship between lead and population intelligence is being verified again in Mexico City. Myocardial infarction from acute coronary artery occlusion is a twentieth century epidemic disease that reached a first zenith in the 1960s when with lung cancer deaths were linked to cigarette smoking. Unfortunately in the United States, cigarette smoking has fallen but myocardial infarction rates continue to climb. Fine particles, nanoparticles from air pollution fossil fuel combustion, acute inflammation in arterioles and arterioles that is the nidus for inflammatory cells and followed plaque formation, cholesterol deposit, rupture, and occlusion.

INDOOR AIR POLLUTION

Living Agents
Illness and excessive symptoms from indoor exposures to sick buildings have increased rapidly in a generation. Illness associated with exposure indoors has been observed repeatedly and reviewed at length. Sometimes as in Pontiac, Michigan, investigations into bacterial and fungal contamination had fruitful results. For example, legionnaire’s disease was discovered from an investigation of illnesses occurring at a convention of the American Legion at the Bellvue Stratford Hotel in Philadelphia. Its etiology was a bacterium since named Legionella pneumophila. Episodes of the tight building syndrome became more frequent after the energy crisis of 1973 but many investigations failed to find a bacterial or fungal source so the search turned to chemical contamination.

Sources of Chemicals
Indoor air receives gases, vapors, and some particles generated by the activities therein (Table 32.3). Their concentrations reflect the amounts generated or released in the volume, the number of air exchanges, and the purity of makeup air. Thus, human effluents, chiefly carbon dioxide and mercaptans, combine with combustion products of space heating and cooking, cigarette smoke, and contributions from air-conditioning systems. Added to these are outgassing of building construction, adhesive, and decorating materials to make a potent witches’ brew. If the building has sufficient of air exchanges, the concentration gradient may be reversed and the building atmosphere made hospitable. On the other hand, reducing the air exchanges to conserve heat or cold can build up noxious odors, vapors, and gases. Location of air intakes, types of filtration, and refrigeration and heating systems may all decrease the quality of indoor air and increase volatile organic chemicals (VOCs). New evidence shows that pesticides such as chlordane and organophosphates such as chlorpyrifos sprayed indoors in xylene water, can cause excessive neurobehavioral symptoms and measurable brain injury.

A causal analysis of personal factors and indoor air quality in Sweden found that total hydrocarbon concentrations plus smoking, psychosocial factors, and static electricity were significantly correlated with eye, skin, and upper airway irritation, headache, and fatigue. Hyperactivity, as well as sick leave due to airway diseases, were important chronic effects in this study but atopy, age, and sex were not correlated with symptoms. The studies were extended to 129 teaching and maintenance personnel of six primary schools in Uppsala, a Swedish city 50 km from Stockholm. All buildings had elevated carbon dioxide levels of more than 800 ppm, indicating a poor air supply. Mean indoor VOCs ranged from 70 µg/m³ to 180 µg/m³. Arithmetic mean was 130 µg/m³, aromatics mean was 39 µg/m³, while formaldehyde was below the detection limit of 10 µg/m³. Chronic sick building symptoms were not related to carbon dioxide levels, but instead were correlated with VOCs, as well as to wall-to-wall carpeting, hyperactivity, and psychosocial factors.

Formaldehyde. Because many building materials are bonded with formaldehyde phenol resins, formaldehyde which also is a constituent of cigarette smoke and permanent press fabrics, has been consistently found in indoor air, and most studies find it a major contaminant. Thus, prohibition of smoking indoors makes air safer as well as more pleasant. Cooking with natural gas generates nitrogen oxides that rival formaldehyde in their capacity to irritate.

Asbestos. During the late 1970s and early 1980s, concern for release of asbestos from construction materials into indoor air stimulated measurement of fiber levels. Generally, these have been well below occupational levels, usually between 0.01 and 0.0001 fibers/mL. However, during repair or renovation of home or school heating systems, with maximal conservation of air, levels may reach 0.2–1.0 fibers/mL. The experience with asbestos has raised concerns about bystander exposure to fibrous glass that has been widely used in insulation.

Freon and Chlorofluorocarbons. The leakage of freon, a refrigerant used in air-conditioning systems, is particularly noxious because phosgene, a poison gas used in World War I, is generated at ignition points such as electric arcs, burning cigarettes, and open flames. This problem was first identified aboard nuclear submarines, which remained submerged for long periods. Phosgene was generated at the
burning tips of cigarettes. Paint solvents contributed most to indoor pollution on board these vessels so regulations prohibit painting less than 30 days before putting to sea.

**Radon.** Another concern indoors is radon and daughter products, which may concentrate in indoor air due to building location (e.g., the granite deposits of Reading Prong in Pennsylvania, New York, and New Jersey) or be released from concrete and other building materials.\(^{97}\) As with asbestos, the human health hazards of large exposures to radon products are well known from the miners of Schneeberg, Germany, and Jacymov, Czechoslovakia. The long-term health impact of low doses of radon products from basements, particularly from building materials or the substrata of rock, is poorly understood.\(^{98}\) Thus decisions as to legislation and rule making have wavered in the breezes of indecision.

In summary, living organisms bacteria, molds and their products cause disease in buildings spread by heating and air-conditioning systems. Also, solvents such as trichloroethylene that are widespread contaminants of culinary water and dispersed into the air by showering and other water use, cause chronic neurobehavioral impairment.\(^ {99,101}\) Low-taminants of culinary water and dispersed into the air by showering and cause disease in buildings spread by heating and air-conditioning systems and rule making have wavered in the breezes of indecision.

**Effects**

**Symptoms.** Initially, temporary ill effects from indoor exposure begin minutes to hours after exposure and diminish or disappear in a few hours or overnight after leaving the building. They recur on reentry. Symptoms include fatigue, feeling of exhaustion, headache, and sometimes anorexia, nausea, lack of concentration, and lightheadedness. As occupants talk about their problems, irritability and recent memory loss may be noted along with the irritation of eyes and throat. Although demonstrating physiological changes may be difficult because of slight changes, interpretation may be aided by comparing exposed peoples' observed functions to those predicted.\(^ {99}\) As the methods for proving these diagnoses have improved, concerns over possible mass hysteria, or “crowd syndrome” have eased. Recommended investigational methods for these problems were all aided by follow-up measurements, so subjects are their own controls.

**Investigation.** Use a standard inventory of symptoms and obtain information on as many occupants of a structure as possible. Affective disorder inventories such as the profile of mood states are useful. This information should be accompanied by mapping of affected and unaffected subjects' work areas and their locations in the building. Air sampling should recognize chemical groups such as aldehydes, solvents, mercaptans, oxidant gases, chlorofluorocarbons (freons), carbon monoxide, pesticides (organochlorines and organophosphates) mold and mycotoxins plus bacteria and endotoxins. The decision to use physiological tests for pulmonary or neurological function should be made after reviewing the exposures and the symptom inventories.

<table>
<thead>
<tr>
<th>Contaminant*</th>
<th>Concentration</th>
<th>Exposure Time</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>Acetone—O</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Ammonia—O</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Asbestos</td>
<td>—</td>
<td>—</td>
<td>Known human carcinogen; best available control technology</td>
</tr>
<tr>
<td>Benzene—O</td>
<td>—</td>
<td>—</td>
<td>Known human carcinogen; best available control technology</td>
</tr>
<tr>
<td>Carbon dioxide</td>
<td>4.5 g/m³</td>
<td>Continuous</td>
<td>—</td>
</tr>
<tr>
<td>Chloride—O</td>
<td>5 μg/m³</td>
<td>Continuous</td>
<td>—</td>
</tr>
<tr>
<td>Chlorine</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Cresol—O</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Dichloromethane—O</td>
<td>120 μg/m³</td>
<td>Continuous</td>
<td>West German and Dutch guidelines</td>
</tr>
<tr>
<td>Formaldehyde—O</td>
<td>120 μg/m³</td>
<td>Continuous</td>
<td>—</td>
</tr>
<tr>
<td>Hydrocarbons, aromatic—O</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Hydrocarbons, aliphatic—O</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Mercury</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Ozone—O</td>
<td>100 μg/m³</td>
<td>Continuous</td>
<td>—</td>
</tr>
<tr>
<td>Phenol—O</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Radon</td>
<td>0.01 working level</td>
<td>Annual average</td>
<td>Background 0.002–0.004 working level</td>
</tr>
<tr>
<td>Tetrachloroethylene—O</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Trichloroethane—O</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Turpentine—O</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Vinyl chloride—O</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Nitral—O</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Carbon monoxide—O</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Chlorine—O</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Phosphates—O</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
</tbody>
</table>

### TABLE 32-3. SELECTED GUIDELINES FOR AIR CONTAMINANTS OF INDOOR ORIGIN

*SOURCES: Reprinted with permission from American National Standards Institute/American Society of Heating, Refrigeration, Air-Conditioning Engineers. *Standard 62-1981—Ventilation for Acceptable Indoor Air Quality.* New York: The Society, 1981: 48, which states: "If the air is thought to contain any contaminant not listed (in various tables), guidance on acceptable exposure . . . should be obtained by reference to the standards of the Occupational Safety and Health Administration. For application to the general population the concentration of these contaminants should not exceed 1/10 of the limits that are used in industry . . . In some cases, this procedure may result in unreasonable limits. Expert consultation may then be required . . . These substances are ones for which indoor exposure standards are not yet available.”

“Contaminants marked “O” have odors at concentrations sometimes found in indoor air. The tabled concentrations do not necessarily result in odorless conditions.
Control and Prevention
Provision for adequate air exchange with entrainment of fresh air not contaminated by motor vehicle exhaust or effluents from surrounding industrial activities is most prudent for prevention. Removal of contaminants in air by hoods with back- or down-draft suction works for welding, painting, and similar operations. Internal filtration of air removes particles in cotton textile mills and metal machining operations but is rarely useful in indoor pollution, where total particle burdens are rarely more than 0.2 or 0.3 mg/m³ and nanoparticles and VOCs are incriminated. On high-altitude aircraft, activated charcoal absorbers for ozone are workable, as they are on submarines. However, the cost of these for buildings, compared with cost for air exchanges, is prohibitively high. Freon, formaldehyde, solvents, and asbestos should be controlled to as low levels as possible in the indoor environment. These concerns compete with energy conservation. The problems of indoor air pollution in “sick buildings,” especially neurobehavioral impairment associated with VOCs and pesticides, molds and mycotoxins demand attention as workers are forced to retire early for neurobehavioral disability.
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Pesticides
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Pesticides are among the few toxic substances deliberately added to our environment. They are, by definition, toxic and biocidal, since their purpose is to kill or harm living things. Pesticides are ubiquitous global contaminants found in air, rain, snow, soil, surface and ground water, fog, even the Arctic ice pack. All living creatures tested throughout the world are contaminated with pesticides—birds, fish, wildlife, domestic animals, livestock, and human beings, including newborn babies.

The term pesticide is generic, and different classes are named for the pest they control: insecticides (e.g., ants, aphids, beetles, bugs, caterpillars, cockroaches, mosquitoes, termites), herbicides (e.g., weeds, grasses, algae, woody plants), fungicides (e.g., mildew, molds, rot, plant diseases), acaricides (mites, ticks), rodenticides (rats, gophers, vertebrates), picisides (fish), avicides (birds), and nematocides (microscopic soil worms).

**HISTORY**

Use of sulfur and arsenic as pesticides dates back to ancient times. Botanicals such as nicotine (tobacco extract) date from the sixteenth century, and pyrethrum (from a type of chrysanthemum) since the nineteenth century. In the United States, Paris green (copper-aceto-arsenite) was first used in 1867 to control the Colorado potato beetle. In 1939 there were 32 pesticide products registered in the United States, primarily inorganic compounds containing arsenic, copper, lead, mercury, nicotine, pyrethrums, and sulfur.

Widespread use of petrochemical-based synthetic pesticides began in the 1940s. Swiss chemist Paul Mueller discovered the insecticidal properties of dichlorodiphenyltrichloroethane (DDT) in 1939. Dusting of allied troops during World War II to kill body lice averted a typhus epidemic, making it the first war in history in which more soldiers died of wounds than of disease. DDT was marketed for commercial use in the United States in 1945. German scientists experimenting with nerve gas during World War II synthesized the first organophosphate insecticide, parathion, marketed in 1943. The phenoxy herbicides 2,4-Dichlorophenoxy acetic acid (2,4-D) and 2,4,5-Trichlorophenoxy acetic acid (2,4,5-T) were introduced in the 1940s, carbaryl and other N-methyl carbamate insecticides in the 1950s, the synthetic pyrethroid insecticides in the 1960s, and genetically modified products (plant-incorporated protectants, PIPs) in the 1990s.

The first serious challenge to synthetic pesticides was the 1962 publication of *Silent Spring* by wildlife biologist Rachel Carson. She documented environmental persistence, bioaccumulation in human and animal tissues, severe toxic effects on birds, fish, and other nontarget species, and potentially devastating ecological, wildlife, and human health effects of DDT and related chlorinated hydrocarbon insecticides.

In 1970, authority for administration and enforcement of the federal pesticide law was transferred from the U.S. Department of Agriculture to the newly created Environmental Protection Agency (EPA).

**PRODUCTION AND USE**

In 2001 there were 18 major basic producers of pesticides in the United States, 100 smaller producers, 150–200 major formulators, 2000 smaller formulators, 250–300 major distributors, 16,900 smaller distributors and establishments, and 40,000 commercial pest control companies.

In 2002, average production of conventional pesticides (herbicides, insecticides, fungicides, rodenticides, and fumigants) in the United States was 1.6 billion pounds. Exports averaged 400 million pounds, and imports 100 million pounds. Total sales were $9.3 billion, including exports of $1.6 billion, and imports of $1.0 billion.

The United States is the world’s largest pesticide user, accounting for 24% of the estimated 5 billion pounds used worldwide. About 5 billion pounds of other chemicals regulated as pesticides were used in 2001—apectively 2.6 billion pounds of chlorine compounds, 797 million pounds of wood preservatives, 363 million pounds of disinfectants, and 314 million pounds for other uses. California, which accounts for 25% of all U.S. pesticide use, mandates reporting of all agricultural and commercial pesticide use, including structural fumigation, pest control, and turf applications. It does not require reporting of home and garden use and most industrial and institutional uses. Total use reported in 2004 was 175 million pounds.

EPA broadly classifies pesticides as general or restricted use. Some pesticides may be general for some uses, and restricted for others. Restricted-use pesticides must be applied by a state-certified applicator or by someone under the supervision of a certified applicator. The states vary enormously in the quality of their education and training programs for pesticide applicators. Usually one person on each farm or in each company is certified, most often a supervisor or manager. In actual practice, most workers applying pesticides are not certified and work “under the supervision of a certified applicator.” Many are minimally or poorly trained, and turnover is high.

**Agricultural Use**

By the 1950s, synthetic chemical pesticides were major pest control agents in agriculture in the United States. In 2001, agriculture accounted for 76% of conventional pesticide use (herbicides, insecticides, and fungicides) with major use in corn, soybeans, and cotton. Of the estimated average 722 million pounds used, almost 60% were herbicides, 21% insecticides, 7% fungicides, and 14% all other types. The top 15 pesticides used in 2001 were glyphosate, atrazine, metam sodium,
Acetochlor, 2,4-D, malathion, methyl bromide, dichloropropene, meto-lachlor, metolachlor, pendimethalin, trifluralin, chlorothalonil, copper hydroxide, and chlorpyrifos (Lorsban).

In California, almost 90% of reported use is in agriculture. Sulfur, favored by both conventional and organic farmers, accounted for 30% of use (53.2 million pounds) in 2004. Pesticides other than sulfur for which 1 million or more pounds were used were petroleum oils (unclassified), metam sodium, methyl bromide, 1,3-dichloropropene, mineral oil, glyphosate, chloropicrin, copper sulfate, sulfuryl fluoride, copper hydroxide, petroleum distillates, sodium chlorate, chlorpyrifos, calcium hydroxide, propanil, diuron, trifluralin, propargite, and maneb. Eight crops accounted for 58% of use: grapes, almonds, process tomatoes, strawberries, carrots, oranges, cotton, and rice.

Agricultural pesticide use in Canada and Western Europe is similar to that of the United States. Patterns in Latin America, the Asia-Pacific region, and Africa are similar to those of the 1950s with insecticides accounting for 60–80% of use and herbicides 10–15%.

Nonagricultural Use

Major nonagricultural uses of pesticides include wood preservation; lawn, landscape, and turf maintenance; rights-of-way (highways, railroads, power lines); and structural, industrial, public health, and home and garden use.

Wood Preservatives

About 797,000 million pounds of wood preservatives are used annually in the United States. The largest single use is creosote on railroad ties. Pentachlorophenol and copper-chromium-arsenate are used for preservation of utility poles, dock pilings, and lumber for construction purposes.

Home and Garden

The EPA estimates that 102 million pounds of active ingredient pesticides were used in the home and garden sector in 2001, about 11% of conventional pesticide use. The most common were 2,4-D, glyphosate (Roundup), pendimethalin, diazinon, MCPA, carbaryl (Sevin), malathion, DCPA, and benefin. All residential use of diazinon was banned in 2004.

Lawn, Landscape, Turf, Golf Courses

If home lawns were a single crop, it would be the largest in the United States, covering some 50,000 square miles (the size of Pennsylvania). The use of lawn and turf pesticides is widespread and about $30 billion is spent annually. About 40% of lawns are treated, with 32 million pounds applied by householders themselves, and an additional 38 million pounds by commercial firms. Herbicides account for 70% of use, insecticides 32%, and fungicides 8%.

There are about 14,000 golf courses in the United States, and many are intensively chemically managed, especially those used year round in southern states. Herbicides and fungicides are the most widely used.

Maintenance of Right-of-Way

Herbicides are extensively used for maintenance of rights-of-way along highways, power transmission lines, and railroads. County and state agencies can be major users. The California Transportation Agency (CalTrans) is the largest single pesticide user in the state, treating 25,000 miles of highway with herbicides annually.

Structural Use

A major nonagricultural use of pesticides is pest control in homes, apartments, offices, retail stores, commercial buildings, sports arenas, and other structures. Common practice is to contract for regular spraying for cockroaches, ants, and other indoor pests. Subterranean and dry-wood termites are major structural pests. Estimates are that one million termite treatments of 500,000 households occur annually in the United States. About 20% of all termite jobs are in Texas alone, where estimates are that consumers spend more than $1 billion annually for services. About 30 million homes were treated with chlor dane for subterranean termites before it was banned in 1988. Chlorpyrifos (Durban), which largely replaced chlor dane, is itself under restriction for subterranean termite control, being replaced by other chemicals including imidacloprid (Premise), fipronil (Termidor), and chlorfenapyr (Phantom). Baiting systems are also increasing in use including sulfuramid (Termi nate, Firstline), hexaflumuron (Sent ricon), hydramethylnon (Subter fuge), and diflubenzuron (Advance, Ext tera). The fumigant sulfuryl fluoride (Vikane) has replaced methyl bromide for tenting structures for control of dry-wood termites.

Over-the-Counter Products

About 71 million pounds of pesticides were sold directly to the consumer as aerosols, foggers, pest strips, baits, pet products, and lawn and garden chemicals in 1993. Home use pesticides include the herbicides 2,4-D, glyphosate (Roundup), and simazine; home use insecticides include carbaryl (Sevin), dichlorvos (DDVP), methoxychlor, malathion, pyrethrins, pyrethroids, and propoxur (Baygon), and the fungicides, maneb, captan, benomyl, and chlorothalonil (Daconil). The organophosphates diazinon and chlorpyrifos (Durban) were the most widely used insecticides until banned for indoor and outdoor home use and direct sale to consumers in 2001.

Industrial Use

Fungicides are widely used as mildewcides; preservatives and antifoulants in paints, glues, pastes, and metalworking fluids; and in fabrics for tents, tarps, sails, tennis nets, and exercise mats. Carpets are routinely treated with insecticides for protection against insects and moths. Pesticides are used in many consumer products including cosmetics, shampoos, soaps, household disinfectants, cardboard and other food packaging materials, and in many paper products. The pulp and paper products industry uses large amounts of slimicides. Water for industrial purposes and in cooling towers is treated with herbicides and algicides to prevent growth of weeds, algae, fungi, and bacteria. Canals, ditches, reservoirs, sewer lines, and other water channels are similarly treated. The EPA estimates that 111 million pounds of active-ingredient conventional pesticides, about 13% of the total, were used in the industrial/commercial government sector market in 2001. The most commonly used in 2001 were 2,4-D, glyphosate, copper sulfate, pendimethalin, chlorothalonil, chlorpyrifos, diuron, MSMA, triclopyr, and malathion.

Public Health Use

The major public health use of pesticides in the United States is the treatment of drinking water and sewage. In 2001, the EPA estimated that 2.6 billions pounds of chlorine/hypochlorites were used for water treatment, 1.57 billion pounds for disinfection of potable and waste water, and 1 billion pounds for disinfection of recreational water.

There has been an increase in mosquito control pesticide spraying in the United States in response to West Nile Virus. Common practice is to spray ultra low volume (ULV) formulations using less than three ounces per acre of a synthetic pyrethroid insecticide (usually permethrin or d-phenothrin), or the organophosphates malathion or naled. Ground applications are also used. The Centers for Disease Control and Prevention has issued a fact sheet for the public regarding larvicides and adulticides, and recommendations for repellents.

Malaria Control

Worldwide, the biggest public health use of pesticides is in malaria control. DDT is still in use in some countries, but ULV spraying of synthetic pyrethroids is more widely used. Pyrethroid impregnated bed nets, shown to reduce childhood mortality and morbidity, are being used as a preventive measure in many countries. Cost, distribution, and the need for net retreatment every 6–12 months are barriers to full implementation in endemic areas. The U.S. Centers for Disease Control and Prevention is testing several nets that...
theoretically retain lethal concentrations of insecticide for the life of the net, 3–5 years.\(^7\)

**Aircraft Use**

Cargo holds, passenger cabins, and other areas of aircraft are sprayed with a wide variety of insecticides. A controversial policy is the spraying of occupied cabins with aerosol insecticides, usually synthetic pyrethroids. U.S. airlines have abandoned this practice within U.S. borders, but spray them on international flights to countries that require it by law, including Australia and the Caribbean.

**Active and Inert Ingredients**

Pesticide products are mixtures of active and inert ingredients. The Federal Insecticide, Fungicide, and Rodenticide Act (FIFRA) defines an active ingredient as one that prevents, destroys, repels, or mitigates a pest, or is a plant regulator, defoliant, desiccant, or nitrogen stabilizer. It must be identified by name on the label with its percentage by weight. In 2000, there were about 900 active ingredient pesticides registered by the EPA. The total number of registered products is not known because the EPA allows multiple registrations of the same active ingredient in brand-name products under different “house labels.” Estimates are that 100,000 to 400,000 registered products are on the market—many being similar products formulated by different companies. Table 33-1 lists the major classes and types of chemicals used as pesticides in the United States.

Inert ingredients are all other ingredients not active as a pesticide in the product, including solvents, surfactants, carriers, thickeners, wetting/spreading/dispersing agents, propellants, microencapsulating agents, and emulsifiers. “Inert” does not mean nontoxic, since inert ingredients can be chemically and biologically active, and some are classified as both active and inert. Isopropyl alcohol, for example, may be an active ingredient in antimicrobial pesticide in some products, classified as both active and inert. Isopropyl alcohol, for example, may be an active ingredient in antimicrobial pesticide in some products, classified as both active and inert. Isopropyl alcohol, for example, may be an active ingredient in antimicrobial pesticide in some products, classified as both active and inert. Isopropyl alcohol, for example, may be an active ingredient in antimicrobial pesticide in some products, classified as both active and inert.

<table>
<thead>
<tr>
<th>Chemical</th>
<th>Geometric Mean</th>
<th>All Ages</th>
<th>Age 20–59</th>
<th>Male</th>
<th>Female</th>
<th>Mex-Amer</th>
<th>Black</th>
<th>White</th>
</tr>
</thead>
<tbody>
<tr>
<td>2,4-DCP (2,4-dichlorophenol, PDB(^7) metabolite)</td>
<td>µg/g creat</td>
<td>5.38</td>
<td>5.36</td>
<td>5.25</td>
<td>5.5</td>
<td>12.9</td>
<td>10.7</td>
<td>3.6</td>
</tr>
<tr>
<td>p,p'-DDE (metabolite of DDT)</td>
<td>ng/g creat</td>
<td>260</td>
<td>297</td>
<td>249</td>
<td>270</td>
<td>674</td>
<td>295</td>
<td>217</td>
</tr>
<tr>
<td>DEP (metabolite of DDT)</td>
<td>µg/g creat</td>
<td>0.924</td>
<td>0.88</td>
<td>0.86</td>
<td>1</td>
<td>1.09</td>
<td>1.07</td>
<td>0.931</td>
</tr>
<tr>
<td>DMTP (metabolite of DDT)</td>
<td>µg/g creat</td>
<td>1.64</td>
<td>1.47</td>
<td>1.61</td>
<td>1.66</td>
<td>1.6</td>
<td>1.45</td>
<td>1.68</td>
</tr>
<tr>
<td>beta-HCH (Hexachlorocyclohexane)</td>
<td>ng/g creat</td>
<td>15.0</td>
<td>16.9</td>
<td>NC(^1)</td>
<td>17.2</td>
<td>25.9</td>
<td>NC(^1)</td>
<td>NC(^1)</td>
</tr>
<tr>
<td>1-Naphthol (metabolite of carbaryl (Sevin))</td>
<td>µg/g creat</td>
<td>1.52</td>
<td>1.64</td>
<td>1.33</td>
<td>1.73</td>
<td>1.34</td>
<td>1.22</td>
<td>1.6</td>
</tr>
<tr>
<td>2-Naphthol (naphthalene metabolite of DDT)</td>
<td>µg/g creat</td>
<td>0.421</td>
<td>0.47</td>
<td>0.39</td>
<td>0.46</td>
<td>0.5</td>
<td>0.54</td>
<td>NC(^1)</td>
</tr>
<tr>
<td>OPP (ortho-phenylenediamine fungicide/disinfectant)</td>
<td>µg/g creat</td>
<td>0.441</td>
<td>0.45</td>
<td>0.38</td>
<td>0.51</td>
<td>0.49</td>
<td>0.38</td>
<td>0.438</td>
</tr>
<tr>
<td>2,4-6TCP (trichlorophenol)</td>
<td>µg/g creat</td>
<td>2.54</td>
<td>2.32</td>
<td>2.24</td>
<td>2.88</td>
<td>2.43</td>
<td>2.13</td>
<td>2.59</td>
</tr>
<tr>
<td>3,5,6-TCP (chlorpyrifos)</td>
<td>µg/g creat</td>
<td>1.58</td>
<td>1.41</td>
<td>1.48</td>
<td>1.69</td>
<td>1.46</td>
<td>1.47</td>
<td>1.66</td>
</tr>
<tr>
<td>TNA (trans-Nonaclor, metabolite of chlor dane)</td>
<td>ng/g creat</td>
<td>18.3</td>
<td>20.8</td>
<td>17.7</td>
<td>18.8</td>
<td>NC(^1)</td>
<td>20.3</td>
<td>19.1</td>
</tr>
</tbody>
</table>

\(^1\)Parachlorobenzene (mothballs).

\(^2\)Not calculated because too many samples were below the limit of detection.

\(^3\)Also found in tobacco smoke and certain polyaromatic hydrocarbons.

\(^4\)Also found in tobacco smoke and certain polyaromatic hydrocarbons.

\(^5\)Metabolite of several pesticides including lindane and hexachlorobenzene.

\(^6\)Metabolite of several pesticides including lindane and hexachlorobenzene.

There are 1200 inert ingredients registered with the EPA, categorized into four lists, based on potential adverse effects on human health. List 1 has nine ingredients of toxicological concern which are the only inert ingredients required to be named on the label: isophorone, adipic acid, bis(2-ethylhexyl) ester, phenol, ethylene glycol monoethy ether, phthalic acid, bis(2-ethylhexyl) ester, hydroquinone, and nonylphenol. List 2 contains 55 potentially toxic inerts with a high priority for testing. The largest number of ingredients is on List 3, about 1500 of unknown toxicity. List 4A contains 160 inerts generally regarded as safe. List 4B contains 310 ingredients with sufficient data to conclude that current use will not adversely affect public health or the environment. When an inert reaches List 4B, no further regulatory action is anticipated.

Except for List 1, pesticide registrants can withhold the names of inert ingredients and list only percentages, because of industry claims of confidentiality based on the FIFRA trade secret provisions. Environmental groups filed a lawsuit in federal court against the EPA in 1994 under the Freedom of Information Act, demanding public disclosure of inert ingredients. The court ruled in 1996 that pesticide companies must disclose inert ingredients in six pesticide products: Aatrex 80W (atrazine), Weedone LV4 (2,4-D), Roundup (glyphosate), Velpar (hexazinone), Garlon 3A (triclopyr), and Tordon 101 (picloram and 2,4-D).
and carbon disulfide is a biodegradation product. Lengthy storage can also increase the toxicity of contaminants and metabolites in pesticide formulations, including sulfotep in diazinon, and isopropylmalathion and O,O,S-trimethylphosphorothioate in malathion.

**Intermediates.** Pesticide intermediates can be highly toxic. Methylisocyanate (MIC), the chemical that poisoned and killed thousands of people in Bhopal, India, in 1984, is an intermediate in the manufacture of the N-methyl carbamate insecticides aldicarb (Temik) and carbaryl (Sevin).

### EXPOSURE TO PESTICIDES

**Occupational Exposure to Pesticides**

The EPA estimates there are 351,600 pest control operator/exterminator professionals certified to apply pesticides commercially; and 965,692 certified private applicators, most of whom are individual farmers. Pesticide law allows noncertified applicators to work “under the supervision of” a certified applicator. Thus, there are thousands more noncertified applicators working with commercial pest control firms and on farms. There is no estimation of their actual numbers, or of their qualifications and training.

Those who handle concentrated formulations—mixers, loaders, and applicators—have the highest exposure. Batch processing used in pesticide manufacturing requires little direct contact, and exposures are usually lower. Farm workers who cultivate and harvest crops are exposed to dislodge able pesticide residues on leaf surfaces, on the crop itself, in the soil, or in duff (decaying plant and organic material that collects under vines and trees). Field workers are exposed to overspray from crop-dusting aircraft and drift from airblast and other ground rig sprayers. Farm worker families, especially migrant workers, who often live in camps, are surrounded by fields that are sprayed.

**Children’s Exposures**

Children’s exposures to pesticides are magnified by their greater likelihood of direct exposure from skin contact with contaminated floors, carpets, lawns, and other surfaces due to their crawling, toddling, and exploring activities. They can swallow significant amounts from ingestion, inhalation, and contamination by their parents.8,9

**Absorption of Pesticides**

Pesticides are readily absorbed through the skin, the respiratory tract (inhalation), and the gastrointestinal tract (ingestion). The eyes can be a significant route of exposure in splashes and spills. The rate of absorption of pesticides into the body is product specific and depends on the properties of the active ingredient pesticide and the inert ingredients in a particular formulation.

The skin, not the respiratory system as is commonly believed, is the chief route of absorption. Fumigants, which are in the form of gases, which accounts in part for their greater toxicity, are a notable exception. Inhalation can be an important route of exposure in the home from the use of aerosols, foggers, bug bombs, and moth control products, but the dermal route is still the most important route, especially in children.

A new method to estimate residue transfer of pesticides by dermal contact and indirect ingestion uses riboflavin (vitamin B<sub>2</sub>), a highly fluorescent, water soluble, nontoxic tracer compound as a surrogate for pesticide residues. Coupled with video imaging and computer quantification, the system measures transfer of pesticide residues to the skin. It is especially useful in estimating surface-to-skin and skin-to-mouth residue transfer in children from carpets, upholstery, and other surfaces inside the home.10,11

### BIOMONITORING

A biomonitoring program of the U.S. general population, which began in 1999–2000 by the Centers for Disease Control and Prevention (CDC), used blood and urine samples from participants in the National Health and Nutrition Examination Survey (NHANES). The CDC’s first report of the findings, The National Report on Human Exposure to Environmental Chemicals, was issued in 2001. The only pesticide data in that report were urinary dialkylphosphate metabolites (DAPs). The second report, with the same title, was issued in 2003. It included much more data on pesticides, including selected organophosphate, organochlorines, N-methyl carbamates, herbicides, and pest repellents and disinfectants. Table 33-1 summarizes selected data in adults from the 2003 report. Racial differences are most striking with DDE residues. Levels in Mexican Americans were 311% greater than in whites, and 228% greater than in blacks. Levels in blacks were 36% greater than in whites, and 44% lower than in Mexican Americans. DDT is still widely used in Mexico for malaria control, but efforts to ban use are in progress.12

### TOXICOLOGY

The U.S. EPA ranks pesticides into four categories based on acute toxicity (Table 33-2).

Most of the rest of the world uses the World Health Organization (WHO) classification (Table 33-3).

**Organophosphates**

Organophosphates are responsible for the majority of occupational poisonings and deaths from pesticides in the United States and throughout the world. There are many reports of severe poisoning and fatalities from accidental and suicidal ingestion of these compounds. Even less toxic organophosphates can be deadly. Malathion

<table>
<thead>
<tr>
<th>Toxicity Class and Signal Word Required on Label</th>
<th>Oral (mg/kg)</th>
<th>Dermal (mg/kg)</th>
<th>Inhalation (mg/L)</th>
<th>Effects</th>
<th>Eye</th>
<th>Skin</th>
</tr>
</thead>
<tbody>
<tr>
<td>I Highly toxic DANGER</td>
<td>&lt;50</td>
<td>&lt;200</td>
<td>&lt;0.2</td>
<td>Corneal opacity</td>
<td>Corrosive</td>
<td></td>
</tr>
<tr>
<td>II Moderately toxic WARNING</td>
<td>50–500</td>
<td>200–2000</td>
<td>0.2–2</td>
<td>Corneal opacity (irreversible)</td>
<td>Severe irritation</td>
<td></td>
</tr>
<tr>
<td>III Minimally toxic CAUTION</td>
<td>500–5000</td>
<td>2000–20,000</td>
<td>2–20</td>
<td>Irritation (reversible 7 days)</td>
<td>Moderate irritation</td>
<td></td>
</tr>
<tr>
<td>IV Least toxic CAUTION</td>
<td>&gt;5000</td>
<td>&gt;20,000</td>
<td>&gt;20</td>
<td>No irritation</td>
<td>Mild irritation</td>
<td></td>
</tr>
</tbody>
</table>

*The median lethal dose (LD<sub>50</sub>) is the amount that will kill 50% of the exposed animals. The lower the median lethal dose, the more hazardous the chemical.
contaminated with a toxic isomerization product, isomalathion, caused five deaths and 2800 poisonings in Pakistan malaria sprayers in 1975. In the state of Washington there were 26 reports of severe poisoning in workers applying Phosdrin (mevinphos) in 19 different apple orchards in 1993. The state banned the pesticide in 1993 and the federal EPA banned it in 1995. In 1989 in Florida, 185 farm workers were severely poisoned when sent to work in a cauliflower field 12 hours after it had been sprayed with Phosdrin, when the legal reentry interval was 4 days. Phosdrin was banned in 1994. Severe poisonings have occurred from wearing laundered uniforms previously contaminated with parathion, which was banned in 2002. Providing emergency care to patients who attempt suicide by ingestion organophosphate insecticides can result in poisoning. Two emergency medical technicians were poisoned after mouth-to-mouth resuscitation to an attempted suicide victim who ultimately died. Ten emergency medical technicians were poisoned after mouth-to-mouth resuscitating an attempted suicide victim who ultimately died. Ten hospital emergency room workers and paramedics were symptomatic after contact with a patient who ingested an organophosphate insecticide, requiring temporary closing of the emergency department.\(^{13}\)

Signs and symptoms of organophosphate poisoning occur soon after exposure, from minutes to hours. Mild poisoning results in fatigue, headache, dizziness, nausea, vomiting, chest tightness, excess sweating, salivation, abdominal pain, and cramping. In moderate poisoning the victim usually cannot walk, has generalized weakness, difficulty speaking, muscular fasciculations, and miosis. Central nervous system effects also occur, including restlessness, anxiety, tremulousness, insomnia, excessive dreaming, nightmares, slurring of speech, confusion, and difficulty concentrating. Coma and convulsions accompany severe poisoning, which can result in death without proper treatment.\(^{14}\)

The organophosphates are readily metabolized and excreted, and with early and proper treatment most poisoned workers will recover. In accidental or suicidal ingestion, recovery depends on the amount ingested, the interval before emergency resuscitation, and the appropriateness of treatment. While recovery appears to be complete, long-term neurological effects can occur (vide infra).

Organophosphates are similar to nerve gas and exert their toxic action by inhibition of the enzyme acetylcholinesterase at synaptic sites in muscles, glands, autonomic ganglia, and the brain, resulting in a build-up of acetylcholine. Enzymes that hydrolyze choline esters in humans are found in red blood cells (RBCs) ("true" cholinesterase) and plasma ("pseudocholinesterase") derived from the liver. Decreased activity of RBCs and plasma cholinesterase is an indicator of excess absorption of organophosphates, and testing activity levels is an excellent tool for monitoring worker exposure, and diagnosing poisoning.

A 10–40% reduction in cholinesterase activity usually results in latent poisoning without clinical manifestations. A 50–60% reduction usually results in mild poisoning. A reduction of 70–80% results in moderate poisoning, and 90% or more indicates severe poisoning that can be fatal without treatment. The rate of reduction in cholinesterase activity is an important determinant of poisoning. A rapid reduction over a few minutes or hours can produce marked signs and symptoms, which can be minimal or absent for a gradual drop of the same magnitude over a period of days or weeks. In worker-monitoring programs, a reduction in RBC enzyme activity of 25% or more, or in plasma cholinesterase of 40% or more from a pre-exposure or "baseline" level, is evidence of excess absorption. Workers should be removed from further exposure until recovery of activity to at least 80% of baseline.

Atropine, which blocks the effects of acetylcholine, is the antidote for organophosphate pesticide poisoning. Pralidoxime (2-PAM), if given within 24–48 hours of exposure, can reactivate cholinesterase and restore enzyme function. After this time, "aging" of the enzyme-pesticide complex occurs, making it refractory to reactivation.\(^{15,16}\)

Genetic factors, especially paraoxonase (PON1) activity levels, can affect metabolism and detoxification of organophosphates and may account for differing susceptibility to poisoning.\(^{13,19}\) Especially in children.

Alkylphosphate metabolites of organophosphates are excreted in the urine and can be useful as a measure of recent absorption in exposure assessment and biomonitoring. Levels peak within 24 hours of exposure and usually are not detectable 48 hours or more after exposures cease.

**Action on Cholinesterases.** First marketed in 1975, chlorpyrifos has become one of the most widely used organophosphates in the United States. Registered under the trade name Dursban and Lorsban, it is found in hundreds of "house label" products. In April 1995, the EPA fined the basic manufacturer, DowElanco, $732,000,000 for failing to report to the agency adverse health effects known to the company over the past decade. An EPA review of chlorpyrifos for reregistration resulted in an agreement with the registrant for withdrawal of flea control, total release foggers, paint additive, and pet care (shampoos, dips, sprays) products.

### N-Methyl-Carbamate Insecticides

The N-methyl-carbamate insecticides are similar to the organophosphates in their acute toxic effects and mechanism of action. However, the inhibition of acetylcholinesterase is readily reversible. Signs and symptoms appear earlier, and workers are more likely to remove themselves from excess exposure. Except for an aldicarb (Temik)-related tractor accident death of a farm worker reported in 1984, there are no deaths from occupational exposure reported in the United States, but there are reports from other countries.\(^{20}\)

Atropine is also the antidote for N-methyl-carbamate poisoning, but 2-PAM is not recommended unless there is concomitant exposure to an organophosphate. Testing RBC and plasma cholinesterase activity is less useful in poisoning with the carbamates because carbamyla tion of the enzyme, unlike phosphorylation, is readily reversible, and can occur *in vitro* during transport of the specimen to the laboratory. Poisoning of grape girdlers in California with prolonged exposure to methylox (Lannate)-contaminated soil was unusual in the occurrence of significant depression of cholinesterase activity.

### Chlorinated Hydrocarbon Insecticides

Most organochlorine insecticides including DDT, aldrin, endrin, dieldrin, chlordane, heptachlor, and toxaphene (Table 33-4), are no longer used in the United States. They are central nervous system stimulants, and in toxic doses cause anxiety, tremors, hyperexcitability, confusion, agitation, generalized seizures, and coma that can result in death. Those in current use—diethlocarb, endosulfan (thiodan), and methoxychlor—are readily metabolized and excreted and do not persist in the environment.

### Table 33-3. World Health Organization–Recommended Classification of Pesticides by Hazard by Median Lethal Dose (LD₅₀) in mg/kg Body Weight in the Rat

<table>
<thead>
<tr>
<th>Hazard Class</th>
<th>Solids</th>
<th>Liquids</th>
<th>Solids</th>
<th>Liquids</th>
</tr>
</thead>
<tbody>
<tr>
<td>IA Extremely hazardous</td>
<td>&lt;5</td>
<td>&lt;20</td>
<td>&lt;10</td>
<td>&lt;40</td>
</tr>
<tr>
<td>IB Highly hazardous</td>
<td>5–60</td>
<td>20–200</td>
<td>10–100</td>
<td>40–400</td>
</tr>
<tr>
<td>II Moderately hazardous</td>
<td>50–500</td>
<td>200–2000</td>
<td>100–1000</td>
<td>400–4000</td>
</tr>
<tr>
<td>III Slightly hazardous</td>
<td>&gt;500</td>
<td>&gt;2000</td>
<td>&gt;1000</td>
<td>&gt;4000</td>
</tr>
</tbody>
</table>

*The median lethal dose (LD₅₀) is the amount that will kill 50% of the exposed animals. The lower the median lethal dose, the more hazardous the chemical.
| PESTICIDES BANNED OR SEVERELY RESTRICTED IN THE UNITED STATES BY YEAR AND ACTION TAKEN |
|----------------------------------------|-----------------|-----------------|-----------------|
| Alar (daminozide)                      | 1990            | Ban food use, nursery/plants allowed |
| Aldrin/Dieldrin                        | 1974            | Ban all use except termites           |
|                                       | 1989            | Termite use cancelled                 |
| Azinphosmethyl                         | 2002            | Cancellation 23 crop uses             |
|                                       | 2005            | Cancellation 9 crop uses; time-limited registration 10 remaining crop uses¹ |
| Bendiocarb (Ficam)                     | 2001            | All use voluntary cancellation        |
| Benomyl (Benlate)                      | 2002            | All use voluntary cancellation        |
| BHC                                    | 1978            | All use cancelled                     |
| Cadmium                                | 1987            | Home lawn, golf-fairway use cancelled |
|                                       | 1990            | Golf tees/greens use cancelled        |
| Calcium arsenate                       | 1989            | Non-wood uses cancelled               |
| Captofol                               | 1987            | All use cancelled                     |
| Captan                                 | 1999            | Residential lawn use cancelled, sod farms, golf courses allowed |
| CCA†                                   | 2003            | Residential use cancelled             |
| Chloridimeform                         | 1989            | All use cancelled                     |
| Chlorodane                             | 1978            | All use except termites cancelled     |
|                                       | 1988            | Termiticide use cancelled             |
| Chlorypryfos                           | 2001            | Ban OTC sales directly to the public  |
| Clopyralid                             | 2002            | Ban lawn/turf Washington, California  |
| Cyanazine                              | 1999            | All use cancelled                     |
| Cyhexatin                              | 1987            | All use cancelled                     |
| DBCP                                   | 1979            | Ban all use except pineapple in Hawaii |
|                                       | 1989            | Pineapple use cancelled               |
| DDT                                    | 1972            | Ban all use except health emergencies |
| Diazinon                               | 1986            | Ban golf courses, sod farms           |
|                                       | 2001            | Ban OTC sales directly to the public  |
|                                       | 2002            | Ban all indoor use                    |
|                                       | 2004            | Ban all outdoor nonagricultural use    |
| Dicofol                                | 1998            | Residential use cancelled             |
| Dinoselb                               | 1986            | Ban all use after emergency suspension|
| Endrin                                 | 1985            | All use cancelled                     |
| EPN                                    | 1983            | Mosquito larvicide use cancelled      |
|                                       | 1987            | All use cancelled                     |
| Ethylene dibromide                     | 1984            | Grain fumigant use cancelled          |
|                                       | 1987            | Payapa fumigation use cancelled       |
|                                       | 1989            | Citrus export fumigation use cancelled|
| Fenamiphos                             | 2002            | Voluntary phase-out all uses          |
| Folpet                                  | 1999            | Ban except paints/coatings/sealants   |
| Fonofos                                | 1999            | All use cancelled                     |
| Heptachlor                             | 1983            | Most seed treatment use cancelled     |
|                                       | 1988            | Most termite use cancelled            |
|                                       | 1994            | Most remaining uses cancelled         |
|                                       | 1995            | Technical product export cancelled    |
|                                       | 1999            | Ban fire ant use, domestic production |
| Hexachlorobenzene                      | 1984            | All use cancelled                     |
| Kepone                                 | 1977            | All use cancelled                     |
| Lead arsenate                          | 1987            | All use cancelled                     |
| Lindane (γ-HCH)                        | 1986            | Ban indoor smoke fumigation use       |
|                                       | 1990            | Many uses cancelled; seed treatment, lice/scabies use allowed |
| Mancozeb                               | 1992            | Home garden, turf, fruit use cancelled|
| Mirex                                  | 1977            | Cancelled except pineapple in Hawaii  |
|                                       | 1987            | All use cancelled                     |
| Monocrotophos                          | 1988            | All use cancelled                     |
| Nitrofen (TOK)                         | 1983            | All use cancelled                     |
| Parathion                              | 1991            | All use cancelled                     |
|                                        | 2002            | All use cancelled                     |
| Phosdrin                               | 1994            | All use cancelled                     |
| 2,4,5-T, Silvex                        | 1979            | Emergency suspension                  |
|                                       | 1985            | All use cancelled                     |
| Sodium arsenite                        | 1989            | Ant bait use cancelled; grapes, seed okra, cotton use allowed |
|                                       | 1993            | All use cancelled                     |
| Toxaphene                              | 1982            | Cancelled except in P. Rico, Virgin I |
|                                       | 1990            | All use cancelled                     |
| Vinloclorzin                           | 2005            | Lettuce use cancelled; phaseout all other uses |
| Zineb                                  | 1990            | All use cancelled                     |

¹ Almonds, apples, blueberries, brussel sprouts, cherries, crab apples, nursery stock, parsley, pears, pistachios, and walnuts.

²Chromated copper arsenate, a wood preservative.
The only persistent chlorinated hydrocarbon insecticide still on the market in the United States is lindane ($\gamma$-hexachlorocyclohexane, $\gamma$-HCH). It is available by prescription only for lice and scabies (formerly available over-the-counter as Kwell), now discontinued. Generalized seizures have occurred in children and adults from dermal application for lice and scabies. Prescriptions for lindane have decreased 67% from 1998 to 2003 when the Food and Drug Administration (FDA) required dispensing it in 1–2 ounce single-use packets. CDC recommends that lindane should not be used for persons weighing less than 110 pounds (50 kg), that treatment should not be repeated, and that it should not be tried unless other treatments have failed.21

Kepone. The most serious outbreak of chlorinated hydrocarbon poisoning in the United States occurred at a plant manufacturing chlordenecone (Kepone) in Hopewell, Virginia, in 1974. The plant was closed in 1975, and the registration cancelled in 1976, but a consumption advisory is still in effect for Kepone-contaminated fish in the St. James River estuary.

Hexachlorobenzene. More than 3000 cases of acquired porphyria cutanea tarda occurred in Turkey in the late 1950s from consumption of hexachlorobenzene-treated wheat seed illegally sold for food use. Turkey banned hexachlorobenzene in 1959, and all use was cancelled in the United States in 1984. Hexachlorobenzene is a contaminant of Dacthal, chlorothalonil, pentachloro-nitrobenzene, and pentachlorophenol.

**Pyrethrums/Pyrethrins/Synthetic Pyrethroid Insecticides**

Pyrethrums are crushed petals of a type of chrysanthemum that contains insecticidal chemicals called pyrethrins. Pyrethrin formulations contain the active pyrethrins, which is a solvent extracted from the flowers, and are more acutely toxic than pyrethroids. Pyrethroids are synthetic analogs of natural pyrethrins. The synergist piperonyl butoxide is added to most pyrethrin and pyrethroid formulations to prolong their residual action.

Pyrethrins and pyrethroids slow the closing of the sodium activation gate in nerve cells. Pyrethroids with the alpha-cyano moiety (cyfluthrin, lambda-cyhalothrin, cypermethrin, esfenvalerate, fenvalerate, fenprocyclide, fluvinate, tralomethrin) are more toxic than those without this functional group (permethrin, d-phenothrin, resmethrin).

The pyrethrins and pyrethroids are readily metabolized and excreted and do not bioaccumulate in humans or in the environment. They are less acutely toxic than most organophosphate insecticides; most are in toxicity categories III and IV (Table 33-5). Many household aerosols and pet care products contain pyrethrins and synthetic pyrethroids.

---

**TABLE 33-5. SELECTED PESTICIDES IN CURRENT USE IN THE UNITED STATES BY CATEGORY OF USE AND CHEMICAL CLASS**

<table>
<thead>
<tr>
<th>Insecticides</th>
<th>Rodenticides</th>
<th>Fungicides</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chitin inhibitors</td>
<td>Anticoagulants</td>
<td>Captan, iprodione (Rovral)</td>
</tr>
<tr>
<td>Diffubenzuron</td>
<td>Aluminum/zinc phosphide</td>
<td>Vinclozolin (Ronilan)</td>
</tr>
<tr>
<td>Hexaflumuron</td>
<td>Bromofacoum</td>
<td>Dithio/thiocarbamates</td>
</tr>
<tr>
<td>Noviflumuron</td>
<td>Bromadiolone</td>
<td>Maneb, mancozeb, naphth, thiram</td>
</tr>
<tr>
<td>Chlorinated hydrocarbons</td>
<td>Chlorodiphenacine, warfarin</td>
<td>Heterocyclic nitrogen</td>
</tr>
<tr>
<td>Dicofol (Kethane)</td>
<td>Phosphate gas releasers</td>
<td>Imidazol derivative</td>
</tr>
<tr>
<td>Dienochlor (Pentac)</td>
<td></td>
<td>Imazalil</td>
</tr>
<tr>
<td>Endosulfan (thiodan)</td>
<td></td>
<td>Substituted benzenes</td>
</tr>
<tr>
<td>Lindane</td>
<td></td>
<td>Chlorothalonil (Dacocil), chloroneb,</td>
</tr>
<tr>
<td>Methoxychlor</td>
<td></td>
<td>hexachlorobenzene, pentachloronitrobenzene</td>
</tr>
<tr>
<td>N-methyl carbamates</td>
<td></td>
<td>Triazines</td>
</tr>
<tr>
<td>Aldicarb (Temik)</td>
<td></td>
<td>Anilazine (Dyrene)</td>
</tr>
<tr>
<td>Carbaryl (Sevin)</td>
<td></td>
<td>Triazoles</td>
</tr>
<tr>
<td>Carbofuran (Furadan)</td>
<td></td>
<td>Triadimefon (Bayleton)</td>
</tr>
<tr>
<td>Methomyl (Lannate)</td>
<td></td>
<td>Fumigants</td>
</tr>
<tr>
<td>Propoxur (Bay</td>
<td></td>
<td>Halogenated hydrocarbons</td>
</tr>
<tr>
<td>Methidathion</td>
<td>DEF, merphos</td>
<td>1,3-dichloropropene (Telone-II)</td>
</tr>
<tr>
<td>Methathion</td>
<td>Phenoxyaliphatic acids</td>
<td>Methyl bromide, naphthalene,</td>
</tr>
<tr>
<td>Methyl parathion</td>
<td>2,4-D, dicamba, MCPA</td>
<td>para-dichlorobenzene</td>
</tr>
<tr>
<td>Tetrachlorvinphos</td>
<td>Phosphonates</td>
<td>Oxides/alddehydes</td>
</tr>
<tr>
<td>Pyrethrins</td>
<td>Fosamine (Krenite)</td>
<td>Ethylene oxide, formaldehyde</td>
</tr>
<tr>
<td>Pyrethrins</td>
<td>Glyphosate (Roundup)</td>
<td>Sulfur compounds</td>
</tr>
<tr>
<td>Pyrethrins</td>
<td>Phthalates</td>
<td>Sulfur dioxide, sulfuric</td>
</tr>
<tr>
<td>Sulfite esters</td>
<td>Dacthal, endothal,</td>
<td>Fluoride (Vikane)</td>
</tr>
<tr>
<td>Porpargite (Ormite)</td>
<td>Thiobencarb</td>
<td>Thiocarbamates</td>
</tr>
<tr>
<td></td>
<td>Substituted phenols</td>
<td>Metal-sodium</td>
</tr>
<tr>
<td></td>
<td>Dinocap, diuronphenol</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Pentachlorophenol</td>
<td>Arsenic, copper, creosote, boric acid/</td>
</tr>
<tr>
<td></td>
<td>Substituted ureas</td>
<td>polyborates, copper/zinc naphthenate,</td>
</tr>
<tr>
<td></td>
<td>Diquor, linuron, monuron</td>
<td>pentachlorophenol</td>
</tr>
</tbody>
</table>
pyrethroids and piperonyl butoxide, and they are widely used by exterminators for treatments of homes and buildings.

Characteristic symptoms of exposure to synthetic pyrethroids are transient facial and skin paresthesias and dysesthesias such as burning, itching, and tingling sensations which disappear soon after exposure ceases and can be exacerbated by sweating and washing with warm water. Signs and symptoms of mild to moderate poisoning include dizziness, headache, nausea, anorexia, and fatigue. Severe poisoning results in coarse muscular fasciculations in large muscles of the extremities and generalized seizures. Recovery is usually rapid after exposure ceases. There are no specific antidotes to poisoning, and treatment is supportive.22

Pyrethrins cross-react with ragweed and other pollens. Members of this class of chemicals, including the synthetic pyrethroids, are potential allergens and skin sensitizers.

Fatalitys. A fatality in a child was associated with sudden irreversible bronchospasm from use of a pyrethrin shampoo.23 A 43-year-old woman with a history of asthma and ragweed allergy experienced an anaphylactic reaction after using a pyrethrin lice shampoo.23 A 36-year-old woman with a history of asthma developed severe shortness of breath 5 minutes after she began washing her dog with a 0.05% pyrethrin shampoo, and was in cardiopulmonary arrest within 5 minutes.

Phenolic and Cresol Pesticides
These highly toxic pesticides include pentachlorophenol, dinoseb, DNOC, and dinocap. They are uncouplers of oxidative phosphorylation, and poisoning produces anorexia, flushing, severe thirst, weakness, profuse diaphoresis, and hyperthermia, which can progress to coma and death. Aspirin is contraindicated in treatment. Many occupational deaths have occurred from these compounds, as well as deaths in infants in a newborn nursery in France where sodium pentachlorophenate was mistakenly added to a wash solution for diapers.

Herbicides
Glyphosate (Roundup, Rodeo), the most widely used herbicide in the United States, is much less acutely toxic than paraquat, the herbicide it primarily replaced, and is sold over-the-counter. Occupational illnesses, mostly irritant and skin reactions, involving glyphosate products are among the most frequently reported in agricultural and landscape maintenance workers in California.23 Ocular effects are reported in factory workers.23 A toxic inert ingredient in some formulations, polyoxyethyleneamine (POEA), is linked to fatalities from accidental or suicidal ingestion.23

Action on Glyphosate. New York State charged Monsanto, the registrant of glyphosate, with deceptive and misleading advertising, challenging unsubstantiated safety and health claims for Roundup and other products. In 1996, the company agreed to discontinue the use of terms such as “biodegradable” and “environmentally friendly.”

Atrazine, the second most widely used herbicide, is also not acutely toxic, is sold over-the-counter, and is used for lawn and turf management in some states. It is persistent in soil, is a widespread groundwater contaminant, and causes mammary cancer and other tumors in rodents. Atrazine is under review by the EPA as an endocrine disruptor.

The widely used chlorophenoxy herbicides including 2,4-D, dicamba, and MCPA are also not acutely toxic, but can be fatal if ingested.23

Paraquat and Other Bipyrlydils
Unlike most herbicides which have a relatively low acute toxicity, paraquat (Gramoxone) is an epithelial toxin and can cause severe injury to the eyes, skin, nose, and throat, resulting in ulceration, epistaxis, and severe dystrophy or complete loss of the fingernails. Acute poisoning, from suicidal or accidental ingestion, can result in hepatic and renal failure; the patient may recover only to die of asphyxiation due to a relentlessly progressive pulmonary fibrosis. Death usually occurs 1–3 weeks after ingestion, depending on the dose and treatment. Dermal exposure to paraquat has also caused fatal pulmonary fibrosis. Deaths have been reported in farmers and landscape maintenance workers and from application to the skin for treatment of lice and scabies. There is no antidote to paraquat poisoning, and most patients who absorb or ingest an amount sufficient to cause severe organ toxicity do not survive.29 Its toxic action is most likely due to lipid peroxidation from reaction with molecular oxygen to form a superoxide ion. Diquat, a related compound used mainly for aquatic weed control, is much less toxic.

Fumigants
Fumigants are among the most toxic pesticide products. As gases, they are rapidly absorbed into the lungs and distributed throughout the body. Most are alkylating agents, mutagens, and carcinogens and are neurotoxic and hepatotoxic. They are responsible for many deaths, especially methyl bromide. The central nervous system, lungs, liver, and kidneys can be severely affected. Pulmonary edema can occur and is a frequent cause of death.

Methyl Bromide. Severe neurotoxic and behavioral effects, including toxic psychosis, can result from poisoning with methyl bromide. Mental and behavioral changes can occur soon after acute poisoning or from low-level chronic exposure. There are many reports of permanent sequelae after recovery from acute methyl bromide poisoning. Anxiety, difficulties in concentration, memory deficits, changes in personality, and other behavioral effects occur and can be progressive and irreversible.

Methyl bromide is a potent ozone depleter. The United States is a signatory to the Montreal Protocol, an international agreement to phase out all use of the fumigant by 2001. The phaseout was extended to 2005 and then waived for agricultural uses in the United States.

Fungicides
Most of the widely used fungicides are in toxicity category IV, the least acutely toxic. Many cause contact dermatitis and can be potent allergens and sensitizers (vide infra). Many are also known or suspect carcinogens—including benomyl, captan, chlorothalonil, maneb, and mancozeb.

Insect Repellents
N,N-diethyl-m-toluamide (deet, OFF!, Skintastic), developed by the military for troops in the field, was first marketed in 1954, and is estimated to be used by 30 million people annually. It is applied directly to the skin, and use has been increasing, especially for children, because of concerns regarding ticks that carry Lyme disease, and mosquitoes that carry West Nile virus.

Deet is neurotoxic, and signs and symptoms of mild poisoning include headache, restlessness, irritability, crying spells in children, and other changes in behavior. Severe poisoning results in toxic encephalopathy, with slurring of speech, tremors, generalized seizures, and coma. Generalized seizures have occurred in children when used according to label directions, and fatalities in children and adults within hours of repeated dermal exposure. Anaphylactic shock, though rare, has also been reported, resulting in a requirement for the signal word “Warning” on the label.

Surveillance Data
The number of pesticide-related illnesses and deaths in the United States is unknown. Annual data are available from the Poison Control Center Toxic Exposure Surveillance System (TESS) and from the California Pesticide Illness Surveillance Program (CISP), but there is no systematic national collection. Reports are also available from the
National Center for Health Statistics, and from the Sentinel Event Notification System of Occupational Risk (SENSOR), a collaboration between National Institute of Occupational Safety and Health (NIOSH) and seven states.

In 2003, TESS reported 99,522 pesticide-related incidents, 4.2% of total reports. About 51% of the incidents were in children less than 6 years old. There were 41 fatalities, including 16 suicides. In states.

SENSOR reported 1009 cases of acute pesticide-related illness from 1998 to 1999, with a rate of 1.17 incidents per 100,000 full time equivalents (FTEs). The rate in agriculture of 18.2 FTEs was 34 times higher than the nonagriculture rate of 0.53. Insecticides were responsible for 49% of all illnesses, which were of low severity in 69.7% of cases, moderate in 29.6%, and severe in 0.4% (four cases), with three fatalities.

Reentry Poisoning

Dermal absorption of dislodgable residues on crops they are harvesting has caused systemic poisoning of thousands of farm workers. California is the only state that enforces mandatory reporting of pesticide illness, so most information on reentry poisonings is from that state. The earliest poisoning incidents were in crops with high foliar contact such as grapes, peaches, and citrus, that had been sprayed with Toxicity I organophosphates such as parathion, phosdrin, and azinphos-methyl (Guthion).

One of the largest outbreaks of pesticide-related dermatitis in California occurred in 1986, among 198 farm workers picking oranges sprayed with propargite (Omite-CR). About 52% of the workers sustained severe chemical burns. No violations of reentry intervals or application rates were found. A new inert ingredient that prolonged residue degradation had been added to the formulation, and subsequent field degradation studies showed that the proper reentry interval should have been 42 days, not 7. Omite-CR was banned for any use in California but is still used in other states.

The establishment of waiting periods before workers could be sent into the fields, called reentry intervals or restricted entry intervals (REIs), decreased poisoning in California to 117 in 1993, compared to an average of 168 from 1989 through 1992. Prior to 1989, the average number of field residue cases per year had been 279.

Drift Episodes

Drift is the movement of pesticides away from the site of application. Approximately 85–90% of pesticides applied as broadcast sprays drift off target and can affect birds, bees, fish, and other species, as well as human beings. Significant concentrations can drift a mile or more; lower concentrations can drift many miles depending on droplet size, wind conditions, ambient temperature, and humidity.

Pesticide exposures to bystanders and community residents from drift are increasing with the building of residential housing adjacent to agricultural fields and golf courses. Off-gassing and drift from fields where methyl bromide, chloropicrin, and metat sodium are used to fumigate the soil have resulted in evacuation of residents in surrounding communities. Problems are increasing in urban areas with increasing chemical treatment of lawns, sports areas, parks, and recreation areas.

The state of California reported 256 drift-related exposures in 2003, involving 33 episodes. One episode resulting from improper soil injection of chloropicrin was responsible for 166 of the cases. In 2002 there were 478 exposures involving 39 episodes. A law enacted in California in 2005, prompted by rural agricultural drift incidents, requires responsible parties to pay for emergency medical treatment for injuries to innocent bystanders, and offers incentives to provide immediate medical aid before cases are litigation.

Developing Countries

The majority of pesticide poisonings and deaths are in low-income and developing countries, which account for 25% of pesticide use, 50% of acute poisonings, and 75% of deaths. WHO estimates that the total number of acute unintentional poisonings annually in the world is between 3 and 5 million cases, with 3 million severe poisonings and 20,000 deaths.

WHO estimates that intentional poisonings number 2 million with 200,000 resulting in death by suicide. Suicide is reported to be responsible for most deaths, but this may be due to biased reporting, minimization of occupational hazards, and faulty assumptions resulting in inappropriate blame being attributed to victims. A South Africa study found that hospital and health authorities greatly underestimate occupational cases and overestimate suicides. Assumptions that a lack of awareness is responsible for most poisonings was not borne out when reporting was supervised and intensified, and reports increased almost tenfold during an intervention period. The risks for women were underestimated during routine notification.

In most countries there is easy access to pesticides, poor regulation and enforcement, and inadequate or unavailable medical facilities, and even government distribution programs which can contribute to poisonings. A survey of six Central American countries found 98% underreporting of pesticide poisoning, estimating 400,000 poisonings per year (1.9% of the population) of which 76% were work-related. Suicide is reported as the fifth leading cause of death in China and 58% are from ingesting pesticides.

Phasing out WHO Class I and II pesticides (USEPA Toxicity Category I) would greatly reduce acute poisoning and death where pesticides are readily available and where laws and policies are insufficient to protect workers and the public.

HEALTH EFFECTS

Asthma

Exposure to pesticides can trigger or exacerbate asthma, induce bronchospasm, or increase bronchial hyperreactivity. Pesticides that inhibit cholinesterase can provoke bronchospasm through increased cholinergic activity. At high doses, certain pesticides can act as airway irritants. Low levels that are insufficient to cause acute poisoning can trigger severe reactions in those without a previous diagnosis of asthma. Pesticides linked to asthma, wheezing, and hyperreactive airway disease include the antimicrobials chlorine and chloramine; the fumigants metam sodium and ethylene oxide; the fungicides captan, chlorothalonil, maneb/mancozeb, and other ethylenbis-dithiocarbamates; the herbicides alachlor, atrazine, EPTC, and paraquat; and the insecticides carbofuran, chlorpyrifos, dichlorvos, malathion, pyrethrins, pyrethrum, and synthetic pyrethroids.

The Children’s Health Study, a population-based study in southern California, found that children diagnosed by the age of five were more likely to have asthma if exposed to pesticides. A study in New Zealand found no adverse effects on asthmatic children from community spraying of the biological insecticide Bacillus thuringiensis (BT). In a pesticide fire, respiratory symptoms in the affected surrounding community were highest in preschool children and asthmatics.

Work Related

SENSOR found that 3.4% of 534 cases of work-related asthma in Michigan and New Jersey, reported from 1995 to 1998, were pesticide related. From 1993 to 1995, 2.6% of 1101 cases of occupational asthma reported in California. Massachusetts, Michigan, and New Jersey were pesticide related. Dyspnea and cough were found in over 78% of workers on apricot farms where large amounts of sulfur were used. Outdoor
workers exposed to pesticides had an increase in asthma mortality. Decreased risk was found in animal farmers in Denmark, Germany, Switzerland, and Spain who had a lower prevalence of wheezing, shortness of breath, and asthma than the general population.

No increase in asthma emergency room visits to public hospitals was found in New York City during urban spraying of pyrethroid pesticides for West Nile Virus control. Some household aerosol sprays trigger symptoms and impair lung function in asthmatics, and use of mosquito coils inside the home was associated with a higher prevalence of asthma.

Swimming Pools
Swimming pools are treated with sodium hypochlorite, which is 1% chlorine. A major chlorination by-product (trihalomethane) found in the air of indoor chlorinated pools is nitrogen trichloride. Increase in asthma was found in children who regularly attend indoor pools, and bronchial hyperresponsiveness and airway inflammation in swimmers with long-term repeated exposure during training and competition. Serum levels of Clara cell protein, an anti-inflammatory biomarker, are significantly lower in children who are indoor pool swimmers. Air contamination can trigger asthma in pool workers who do not enter the water.

Chronic Health Effects
Epidemiological studies in populations with occupational and environmental exposure to pesticides show increased risk of cancer, birth defects, adverse effects on reproduction and fertility, and neurological damage. The increased risk can occur without any evidence of past acute health effects or poisoning and from long-term exposure to low levels not considered toxicologically significant. Constraints in chronic disease epidemiology of pesticides include difficulty in assessing and documenting exposure; simultaneous exposure to other pesticides (and inert ingredients); the changing nature of exposures over time; and potential additive and synergistic effects from multiple exposures, especially in exposures to the fetus, infants, and children at critical periods in development.

Data Sources
Data are now being reported from the Agricultural Health Study (AHS), a prospective cohort of 52,395 farmers, 4916 licensed commercial applicators, and 32,347 spouses of farmer applicators from Iowa and North Carolina, with data collection from 1993 to 1997, and continuing surveillance conducted by the National Cancer Institute (NCI). The NCI also collects data from farmer/farm worker studies in five northeastern states, six southern states, seven midwestern states, and six western states. The Midwest Health Study conducted by NIOSH collects data from Iowa, Michigan, Minnesota, and Wisconsin.

The National Health Information Survey household survey of the U.S. civilian noninstitutionalized population, conducted annually since 1957, includes pesticide use data. The NOMS (National Occupational Mortality Surveillance) is a collaborative study of NIOSH, NCI, and the National Center for Health Statistics using pooled death certificate data from 26 states. Useful data are also available from the NHATS (National Human Adipose Tissue Survey) of fat tissue collected from 1967 to 1983 of 20,000 autopsy cadavers and surgical patients for analysis of 20 organochlorine pesticides.

Potential adverse long-term effects of pesticides include cancer in adults and children, and effects on the nervous and reproductive systems. In the discussion that follows, only studies in which potential pesticide exposure was included as a risk factor and in which the findings were statistically significant are included.

Pesticides and Cancer
A large number of pesticide-active ingredients are known or suspect animal carcinogens. Based on the evidence for cancer in humans, the EPA classifies pesticides into seven categories: A, human carcinogen; B, probable human carcinogen; C, possible human carcinogen; D, not classifiable as to human carcinogenicity; E, no evidence of carcinogenic risks to humans; L, likely, and NL, not likely human carcinogenesis.

Epidemiological studies done in the United States and other countries report significant increased risk of certain cancers with occupational pesticide exposure in children and adults.

Cancer in Children
Pesticide use in the home has shown the most consistent increase in risk for several childhood cancers in the United States and other countries. In most studies, the risk is higher in children younger than five, and for use during pregnancy. Parental occupation as a farmer or farm worker has been shown to increase risk for certain kinds of cancers.

Parental Occupational Exposure. Increased risk of bone cancer was found in California for paternal pesticide exposure, and in Australia for maternal exposure; of brain cancer for parental exposure in the United States/Canada and in Norway and Sweden; of Hodgkin’s disease in children of Iowa farmer applicators; of kidney cancer for paternal exposure in England/Wales; of leukemia for periconceptual exposure in the United States/Canada; for maternal exposure during pregnancy in China and Germany; and for parental exposure in Sweden; of neuroblastoma in New York related to paternal creosote exposure, and maternal insecticide exposure; and in the children of Iowa farmer applicators; of non-Hodgkin lymphoma for maternal exposure during pregnancy in Germany.

Home Exposure. Increased risk of bone cancer was found in California/Washington for home extermination (boys only); of brain cancer in Los Angeles for use of pet flea/tick foggers and sprays; in Missouri for use of bombs/foggers, pet flea collars, any termite treatment, garden diazinon and carbaryl use, yard herbicides, and pest strips; in Denver for pest strip use; in Washington state for home use during pregnancy; of leukemia in California for professional extermination in the third trimester, any use three months prior, during, and 1 year after pregnancy; in Los Angeles for parental garden use (higher if maternal), and for indoor use once a week or more; in Denver for pest strip use; in the United States/Canada for maternal home use and postnatal rodent control; in England/Wales for propoxur mosquito control; in Germany for garden use; of neuroblastoma in the United States/Canada for garden herbicides; of non-Hodgkin lymphoma in Denver for home extermination; in the United States/Canada for frequent home use for home extermination, and in Germany for professional home treatment; of soft tissue sarcoma in Denver for yard treatment; of Wilms’ tumor in the United States/Canada for home extermination.

Environmental Exposure. Increased risk of hematopoetic cancer (leukemia/lymphoma) was found in the Netherlands for swimming in a pesticide-polluted pond; of leukemia for maternal residence in a propargite use area in California, and within one-half mile of dicofol and metam sodium use.

Cancer in Adults
Increased risk of brain cancer was found in U.S. applicators, in women in China, and men in Italy; of colorectal cancer in Italy; of kidney cancer in Canada and Italy; of leukemia in Illinois, Iowa, Minnesota, Nebraska, Denmark, France, Italy, and Sweden; of liver/biliary cancer in the United States; of lung cancer in Missouri, and in the Agricultural Health Study cohort related to use of chlorpyrifos, metolachlor, pendimethalin, and diazinon; of malignant melanoma (skin) in Norway and Sweden; of multiple myeloma in the Agricultural Health Study cohort in U.S. midwest states and in Norway; of non-Hodgkin lymphoma in U.S. midwest states, in New York (women), in Wisconsin; and in Canada, Italy, and Sweden; of pancreatic cancer in...
Iowa, Louisiana and Italy; of prostate cancer in the Agricultural Health Study cohort applicants related to use of methyl bromide; in Canada and in Italy related to use of dicofol and DDT. North Dakota farmers with prostate cancer who did not use pesticides had a median survival 8 months longer than users; of soft tissue sarcoma in Kansas; of stomach cancer in Italy; and of testicular cancer in Swedish farmers using deet repellent. Glyphosate exposure was not associated with increased risk in the Agricultural Health Study.64

Farm Workers. Increased risk of Hodgkin’s disease was found in Italy; of leukemia in California; in wives of pesticide-licensed farmers in Italy; of lung cancer in heavily exposed men and women in Costa Rica; of malignant melanoma (skin) in Australia and Scotland; of multiple myeloma in the United States; and of non-Hodgkin lymphoma in California. Pesticide Applicators. Increased risk of bladder cancer was found in the United States; of colorectal cancer in Iceland; of leukemia in the United States, Australia, and in Iceland (women); of liver/biliary cancer in DDT malaria sprayers in Italy; of multiple myeloma in DDT malaria sprayers in Italy65 and herbicide applicators in the Netherlands; of pancreatic cancer in U.S. aerial applicators and Australian DDT malaria sprayers; of prostate cancer66 in Florida and Sweden; of soft tissue sarcoma in herbicide sprayers in Europe and Canada; and of testicular cancer in Florida pest control operators.

Factory Workers. Increased risk of bladder cancer was found in workers manufacturing the carcinogenic pesticide chloridimeform in Denmark and Germany, and in a U.S. bladder cancer cohort; of kidney cancer in Michigan pentachlorphenol workers, in an international herbicide cohort; of leukemia in U.S. alachlor workers, and U.S. formaldehyde workers; of liver/biliary cancer in DDT workers; of lung cancer in Alabama herbicide workers, in California diatomaceous earth workers, in Illinois chlordane workers, in Michigan DBCP workers, and in an English pesticide cohort; of non-Hodgkin lymphoma in U.S. atrazine and arsenic workers, and German and Swedish phenoxy herbicide workers; of nasal cancer in U.S. chlorophenol workers, in English herbicide workers, in European male and female formaldehyde workers, and in Filipino formaldehyde workers; of soft tissue sarcoma in Alabama herbicide workers, in U.S. chlorophenol workers, in Denmark pesticide workers, and in herbicide workers in Europe and Canada; of stomach cancer in Maryland arsenical workers; and of testicular cancer in methyl bromide workers in Michigan.

Other Occupational Exposure. U.S. Agricultural extension agents were at increased risk for brain cancer, colorectal cancer, Hodgkin’s disease, kidney cancer, leukemia, multiple myeloma, non-Hodgkin lymphoma, and prostate cancer. U.S. forestry soil conservationists were at increased risk for colorectal cancer, kidney cancer, multiple myeloma, non-Hodgkin lymphoma, and prostate cancer. Golf course superintendents were at increased risk for brain cancer, colorectal cancer, multiple myeloma, and prostate cancer. Increased risk of bladder cancer was found for pesticide exposure in Spain; of Hodgkin’s disease in Swedish creosote workers; of lung cancer in China; of non-Hodgkin lymphoma in herbicide-exposed forest workers, and pesticide exposure in Australia and Sweden; of pancreatic cancer in Spain related to DDT exposure; of soft tissue sarcoma in Sweden related to phenoxy herbicide exposure; and of stomach cancer related to herbicide exposure in Sweden.

Home Exposure. Increased risk of lung cancer was found in China; of nasal cancer in the Philippines for the daily burning of insecticide coils; of prostate cancer for home and garden use in Canada; and of soft tissue sarcoma for self-reported herbicide use in the United States.

Environmental Exposure. Increased risk of brain cancer was found in women in Massachusetts living near cranberry bogs; of pancreatic cancer for residents in a dichloropropene use area in California; of soft tissue sarcoma from community chrophenoil contamination in Finland; of soft tissue sarcoma in men living near hexachlorobenzene emissions in Spain (thyroid cancer also increased); and of stomach cancer in a high pesticide use village in Hungary. Breast Cancer (Female) Early studies finding an increase in the risk of breast cancer associated with serum and fat levels of the DDT metabolite DDE and other pesticides were not always supported by larger cohort and case-control studies, especially those using historical samples gathered before diagnosis. Levels in the body at the time of cancer diagnosis may not reflect actual past exposures, and body stores depend on intake, changes in body size, and metabolism, among other conditions.65-66 A summary of the findings of pesticide-related studies in which the findings were statistically significant follows.

Serum and Fat (Adipose) DDE. Increased risk related to DDE levels in serum was found in New York, in North Carolina blacks, and in Belgium, Canada, Columbia, and Mexico; and to fat levels in Connecticut, New York, and Germany. Decreased risk related to serum DDE levels was found in California, Maryland, New England, New York, and Brazil; and to fat levels in five European countries (Germany, Spain, Netherlands, northern Ireland, Switzerland). No association with DDE serum levels was found in California, in a U.S. meta-analysis, in Missouri, in the Nurses’ Health Study, in Long Island, NY, in Denmark, or Vietnam; and with fat levels in Connecticut, in a national U.S. study, and in Sweden and Vietnam.

Other Pesticide Serum and Fat Levels. Increased risk related to serum hexachlorobenzene was found in Missouri, to β-HCH (isomer found in lindane) in Connecticut, and to serum dieldrin in Denmark; and to β-HCH in autopsy fat in Finland, to breast fat aldrin and lindane in Spain, and to hexachlorobenzene in postmenopausal women with ER+ tumors in Sweden. No association was found related to serum chlordane and dieldrin in Long Island, NY, to transnonachlor in New York, to β-HCH in Connecticut and Norway, and to breast fat levels in Connecticut of oxychlordane, transnonachlor, and hexachlorobenzene.

Estrogen Receptor Status. Two studies found an increase in risk related to estrogen receptor-positive tumors—a national U.S. study related to DDE levels and a Swedish study related to hexachlorobenzene levels in postmenopausal women. A study in Canada found an increase in risk related to DDE and estrogen receptor-negative tumors. No association with estrogen receptor status was found in two Connecticut studies of DDE and oxychlordane, and one of DDE in Belgium.

Occupational Exposures. A few studies have been done of occupation as a risk factor for breast cancer. Increased risk was found in farmers in North Carolina, and no association with atrazine exposure in Kentucky. Decreased risk was found for Florida licensed pest control operators, and in a national study of applicators.

Environmental Exposure. Increased risk was found in Kentucky for residing in a triazine herbicide area. Decreased risk was found in California for residing in areas of agricultural use of probable human carcinogens and mammary carcinogens. No association was found for California teachers living within a half mile of agricultural pesticide use.

Neurological Effects Although there is a dearth of data on chronic neuropathological and neurobehavioral effects of pesticides, available studies show adverse effects in two areas: long-term sequelae of acute poisoning and organophosphate-induced delayed neuropathy.
Long-term Sequelae of Acute Poisoning

The percentage of acutely poisoned individuals who develop clinically significant sequelae is not known. Early reports document that organophosphate pesticides can cause profound mental and psychological changes.44 Follow-up studies in persons poisoned by organophosphates suggest that long-term neurological sequelae occur even though recovery appeared to be complete. Even single episodes of severe poisoning may be associated with a persistent decrement in function. Neuropsychological status of 100 persons poisoned by organophosphate pesticides (mainly parathion), an average of 9 years prior, was significantly different from that in control subjects in measures of memory, abstraction, and mood. Twice as many had scores consistent with cerebral damage or dysfunction, and personality scores showed greater distress and complaints of disability.45

Other studies find that auditory attention, visual memory, visual-motor speed, sequencing, problem solving, motor steadiness, reaction time, and dexterity are significantly poorer among the poisoned cohort. Complaints of visual disturbances were found in 10 of 117 individuals 3 years after occupational organophosphate poisoning (mainly from parathion and phosdrin). One-fourth of workers poisoned 10–24 months after hospitalization for acute organophosphate poisoning had abnormal vibratoctile thresholds.

Parkinson’s Disease

An association between pesticide exposure and Parkinson’s disease was first suggested in 1978. The role of toxic chemicals in the human pathology of the disease was highlighted in 1983 with a report of parkinsonism in an addict exposed to MPTP (1-methyl-4-phenyl-1,2,3,6-tetra-hydropyridine), a street drug contaminant. The toxic mode of action of the insecticide rotenone leading to degeneration of dopaminergic neurons is similar to MPTP and has become the first animal model of pesticide-induced Parkinson’s disease.67 Heptachlor, and perhaps other organochlorine insecticides, exerts selective effects on striatal dopaminergic neurons and may play a role in the etiology of idiopathic Parkinson’s disease. Low doses of permethrin can reduce the amount of dopaminergic transporter imureactive protein in the caudate-putamen, and triadimefon induces developmental dopaminergic neurotoxicity. As more pesticides are studied, many are shown to predispose dopaminergic cells to proteasomal dysfunction, which can be further exacerbated by environmental exposure to certain neurotoxic compounds like dieldrin.

Examination of the brain of addicts decades after MPTP exposure shows activated microglia—cells in areas of neural damage and inflammation—suggesting that even a brief toxic exposure to the brain can produce long-term damage. It is postulated that certain pesticides may produce a direct toxic action on the dopaminergic tracts of the substantia nigra and contribute to the development of Parkinson’s in humans based on genetic variants (vide infra), exposure conditions, family history, and other factors. Silent neurotoxicity produced by developmental insults can be unmasked by challenges later during life as well as the potential for cumulative neurotoxicity over the life span.

Human Studies46,69

Farmers. Increased risk of Parkinson’s disease related to pesticide exposure was found in farmers in Italy and Australia, and in women in China, and in Taiwan. A nonsignificant increase in risk was found in Washington State for self-reported crop use of paraquat and other herbicides. No association was found for exposure to herbicides/pesticides in Kansas, to agricultural fungicides in Michigan, to insecticides/herbicides/rodenticides in India, to insecticides/herbicide and paraquat use in Canada, and to pesticides/herbicides in Finland.

Farm Workers. Increased risk was found in Washington State and British Columbia orchard workers, and in pesticide-exposed sugar plantation workers (nonsmokers, non-coffee drinkers) in Hawaii; for herbicide/insecticide exposure (adjusted for smoking) in Michigan; and paraquat exposure in Taiwan. Decreased risk was found in French workers (smokers); and there was no association with pesticides in Quebec.

Other Occupational or Unstated. Increased risk was found related to insecticide exposure in Washington State (diagnosis before age 50); to occupations in pest control for black males in the NOMS study; to herbicide/insecticide exposure in Germany; in a French elderly cohort; to Germany wood preservatives in Germany; and to any occupational handling in Sweden. No association with herbicide/pesticide exposure was found in Pennsylvania, Australia, Quebec, Spain, and Italy.

Home Exposure. Increased risk was found for residents in a fumigated house in Washington State (diagnosed less than age 50), for home wood paneling more than 15 years in Germany. No association was found for home use, and self-reported use in another study in Washington State.

Environmental Exposure. An increase in mortality was found for living in a pesticide use area in California.

Pesticide Serum and Tissue Levels. The mean plasma level of DDE in Greenland Inuits (men and women) with Parkinson’s disease was almost threefold higher than in controls. The mean lindane level in substantia nigra autopsy samples of Parkinson’s patients was four-and-a-half times higher than in nonneurological controls. Dieldrin residues were significantly higher in postmortem brain samples from patients with Parkinson’s compared to those with Alzheimer’s disease, and nonneurological controls. Another study found that dieldrin was significantly decreased in a parkinsonian brain when analyzed by lipid weight.

Genetic Interactions.70 Genetic susceptibility to Parkinson’s may be mediated by pesticide metabolism and degradation enzymes in the cytochrome P450 system. A study in France found a threefold increase in risk in D6 CYP2D6 poor metabolizers exposed to pesticides that was not present in the unexposed control. In a Kansas study, those with pesticide exposure and at least one copy of the CYP2D6 29B allele had an 83% predicted probability of Parkinson’s with dementia. An Australian study found that those with regular exposure to pesticides who were poor D6 CYP2D6 metabolizers had an eightfold increase in risk of Parkinson’s, and carriers of the genetic variant a threefold increase. Polymorphism of the CYP2D6 gene is common in Causasians, but very rare in Asians and was not found to be a significant factor in Parkinson’s disease in a large study in China. Animal studies show that polymorphisms at position 54(M54L) and 192(Q192R) in paraoxonase (PON1) can affect metabolism and detoxification of pesticides. A study in Finland found no association between sporadic Parkinson’s disease in humans and PON1 variation in these alleles.

Other Neurological Disease

Dementia. Most studies of pesticides as a risk factor for dementia report small, insignificant increases in risk or no association. Increased risk of Alzheimer’s disease was found for exposure to pesticides in Canada and France, of mild cognitive dysfunction in the Netherlands, and of presenile dementia for self-reported use in the United States. Other studies in the United States did not report any association with pesticides.

Amyotrophic Lateral Sclerosis. An ongoing mortality study of Dow Chemical Company workers in Michigan Dow reported three deaths from Amyotrophic Lateral Sclerosis (ALS), all in workers whose only common exposure was to 2,4-D (1947–49, 1950–51, 1968–86). A nonsignificant increased risk was found for pesticide exposure in Italy. Other investigations are anecdotal case reports: from Brazil of two men exposed to aldrin, lindane, and heptachlor; from England of a death of a man exposed to chlor dane and pyrethrin; and
from Italy of a conjugal cluster 30 months apart in which no association was found for pesticide levels in their arsien well.

vCruetzfeld-Jacob Disease. The only reports are two studies from England that found no association with PON1 alleles (paraoxonase).

Eye Disorders. A study in the United States found a significant 80% increase in risk of retinal degeneration related to cumulative days of fungicide use; a follow-up of 89 poisoning cases in France found two cases of visual problems along with other neurological sequelae; and a study of 79 workers in India exposed to fenthion found macular lesions in 15% and three cases of paracentral scotoma and peripheral field constriction. Other investigations are anecdotal case reports, including blindness related to methyl bromide in an agricultural applicator in California and in a suicidal ingestion of carbofuran in Tennessee.

Guillains-Barre Syndrome. There are no well-designed studies of pesticide exposure as a risk factor for Guillains-Barre, only sporadic reports.

Multiple System Atrophy. Increased risk was found for occupational pesticide exposure in the United States and Italy. A death record review in the United States implicated pesticides/toxins in 11% of cases. A prevalence study in France found no association with occupational pesticide exposure.

Progressive Supranuclear Palsy. No association with pesticides was found in a U.S. study. A report from Canada cites multiple insecticide exposure in two cases.

Vascular Dementia (Stroke). Increased risks related to occupational pesticide exposure were found in Canada.

Pesticide-Induced Delayed Neuropathy

Certain organophosphates are known to produce a delayed neuropathy 1–3 weeks after apparent recovery from acute poisoning, known as organophosphate-induced delayed neuropathy (OPIDN). It is characterized by a sensory-motor distal axonopathy and myelin degeneration, resulting in muscle weakness, ataxia, and paralysis. Exclusive sensory neuropathy is not seen in OPIDN, and in all reported cases, the sensory component, if present, is much milder than the motor component. The delayed neurotoxic action is not related to cholinesterase inhibition, but to the binding (phosphorylation) of a specific enzyme in the nervous tissue called neurotoxic-esterase, or neuropathy target esterase (NTE).15

OPIDN has been reported from exposure to Mipafox in a research chemist in 1953, in leptophos (Phosvel) manufacturing workers in 1977, and more recently from high exposures to methamidophos (Monitor), chlorpyrifos (Dursban, Lorsban), trichlorfon, and dichlorvos. Most reported cases are from suicidal or accidental ingestion of large doses. The hen brain inhibition bioassay is required by the EPA for screening new organophosphate insecticides for delayed neuropathic effects.

Reproductive Effects

Maternal and paternal pesticide exposure has been found to be a risk factor for infertility, sterility, spontaneous abortion, stillbirth, and birth defects.23–26 Several studies document a high percentage of women use pesticides in the home during pregnancy.

Data Sources

Pesticide-related data are available from the Collaborative Perinatal Project, a 1959–1965 cohort of about 56,000 pregnant women and their children at 12 medical centers; and from the Child Health and Development Study, a 1959–1967 cohort of 20,754 pregnancies in San Francisco Bay Area Kaiser members.

Fetal Loss

Spontaneous Abortion. Increased risk was found in wives of pesticide applicators in Minnesota; in wives of pesticide licensed farmers in Italy; in Canada related to exposure to thiocarbamates, glyphosate, and phenytoin herbicides; and in DBCP-exposed workers in Israel and in India. Maternal occupational exposure increased the risk in China (threatened), in Canada; in farm couples in India, in a female flower workers and wives of male workers, in Filipino farmers using conventional versus less-pesticide-intensive methods, and in the toxic release incident in Bhopal, India.

Decreased risk was found in wives of New Zealand sprayers. No associations with pesticides were found in Germany, Italy, U.S. copper duster pilots, wives of DDT sprayers in Mexico, in a 17-year follow-up of wives of DBCP exposed in Israel, and with DDE blood levels in Florida.

Stillbirth

Increased risk was found in the United States for maternal and paternal home use, for maternal occupational exposure, in women exposed to pesticides and herbicides in California, and in Hispanics living near an arsenate pesticide factory in Texas, in Canadians living in a high pesticide use area, and in female farm workers in Canada and male farm workers in Spain.

No associations were found in Columbia flower workers, in wives of Minnesota pesticide applicators, for home pesticide use in California, and in long-term follow-up of women involved in the toxic release in Bhopal, India.

Birth Defects

Farmers. Increased risk for cleft lip/palate was found for agricultural chemical users in Iowa and Michigan; decreased risk was found for cleft lip/palate for paternal exposure in England/Wales; no association was found for limb reduction defects for farmers in New York state or for neural tube defects in male and female farmers exposed to mancozeb in Norway, or of any major defect in Filipino farmers using high pesticide input methods.

Farm Workers. Increased risks of cleft lip/palate was found in Finland for female farm workers exposed in the first trimester; of limb reduction defects in California if either or both parents were farm workers; of any major defect in female flower workers and wives of male workers in Colombia, and in female cotton field workers in India.

Pesticide Applicators. Increased risk of cardiac defects and any major defect was found for paternal occupation as a licensed applicator in Minnesota and of central nervous system defects for paternal occupation as glyphosate and phosgene applicators in Minnesota. No association for cleft lip/palate was found in New Zealand herbicide sprayers, for limb reduction defects in United States crop-dusters, and of any major defect in male malaria DDT sprayers in Mexico.

Other Occupational or Unstated. Increased risk was found for cardiac defects and eye defects in foresters in Canada; of limb reduction defects for maternal exposure in Washington State; of neural tube defects in China for maternal exposure in the first trimester (very high risk found, study done before folate supplementation instituted); for cryptorchidism (undescended testicles) for paternal occupational exposure in China, and in the Netherlands for paternal but not maternal exposure; of hypospadias for paternal exposure in Italy; and for any major defect in Spain for paternal paraquat exposure.

Decreased risk was found for cardiac defects in women exposed in the first trimester in Finland. No association was found with maternal exposure for septal defects, or hypoplastic left heart syndrome in Finland; with eye defects and paternal benzyol exposure in a large multicenter study in Italy; with hypospadias parental exposure in Norway.
Increased risk of Down syndrome in Texas.

Use, and in Australia for home use during the first trimester which in Denmark, France, and Italy. U.S. factory workers. A significant increase in fecundability ratios kidney defects lower fertility related to DDE serum levels was found in the Collab-female greenhouse sprayers a nonsignificant decrease. Nonsignificant pesticides in Canada had significantly lower fertility, and Danish study found lower fertility during spray season. Females exposed to pesticides in California had significantly lower fertility, and Danish female greenhouse sprayers a nonsignificant decrease. Nonsignificant lower fertility related to DDE serum levels was found in the Collaborative Perinatal Project and in a study of former malaria sprayers in Italy. No cararyl-associated effects on fertility were found in U.S. factory workers. A significant increase in fecundability ratios (greater fertility) was found in male farmers and farm workers in Denmark, France, and Italy.

Fertility

Sterility. Two pesticides, chlordane (Kepone) and DBCP (dibromochloropropane), are well-documented causes of sterility in male factory workers. Kepone was banned in 1976 and DBCP in 1979. The cases in DBCP workers occurred without any related acute illness; in Kepone only in the severely poisoned. Studies of workers exposed to ethylene dibromide (EDB), a soil fumigant related to DBCP, found lowered sperm counts and impaired fertility. EDB replaced DBCP in 1979, but was banned in 1984, and most uses were replaced by methyl bromide.

Fecundability. Easily collected data that includes both partners and that can be done in any randomly selected population is “time to pregnancy.” A fecundability ratio is determined, which is a comparison of the number of months it takes for a couple to conceive when not using birth control. Except for well-documented studies in DBCP workers, the only pesticide-related study of sperm counts in the United States was in male vinclozolin and molinate factory workers.

Semen. 2,4-D was found in 50% of seminal fluid samples in Canadian farmers. Detectable levels of hexachlorobenzene, lindane, DDT, and dieldrin were found in German men, with the highest levels in chemistry students. DDE, aldrin, endosulfan, and isomers of hexachlorocyclohexane (α-,β-,γ-,δ-) were detected in men in India, and DDE and ε-HCH in Poland. A study in France found no DDE in semen of fertile and subfertile men, and no difference in blood levels, but serum DDE was higher in the mothers of the subfertile men.

Sperm Counts. In Denmark, a report that a self-selected group of organic farmers attending a convention had higher sperm counts than traditional farmers created quite a stir. A well-designed study using a random sample of a larger number of farmers did not support the earlier findings. The mean sperm count in organic farmers was 10% higher than in traditional farmers, but the difference was not significant. A study of pesticide exposure in Danish farmers found 197 m/ml before pesticide exposure, decreasing 22% to 152 m/ml after exposure, but the difference was not significant. Lower counts were found in farmers in Argentina using 2,4-D or for any farm pesticide exposure. Except for well-documented studies in DBCP workers, the only pesticide-related study of sperm counts in the United States was in molinate factor workers where no association was found.

Adipose Tissue (Fat). The highest reported level of DDT in mothers at delivery is 5,900 ppb in fat tissue of Kenyan women who also had high levels of β-HCH (30 ppb). Very high levels of DDE (4,510 ppb) were also found in tissue of Mexican women at delivery.

Ovarian Follicular Fluid. Trace amounts of chlordane, DDE, and hexachlorobenzene were found in follicular fluid from Canadian women undergoing in vitro fertilization (IVF); endosulfan and mirex in 50% or more of samples in another study, and hexachlorobenzene and lindane in the fluid of German women.

Amniotic Fluid. A study done in Florida at a time of heavy agricultural DDT use found 14 ppb in black babies and 6 ppb in whites. A recent study found low levels of DDE and α-hexachlorocyclohexane in California women in their second trimester of pregnancy.

Mecoonium. Mecoonium is a newborn baby’s intestinal contents—the first “bowel movement”—an accumulation of intestinal epithelial cells, mucus, and bile. Alkylphosphat metabolites of organophosphate pesticides were found in a recent New York study; DDE, DDT, dieldrin, and α-β-γ-HCH in an early study in Japan. A collaborative study in Australia and the Philippines found lindane, pentachlorophenol, chlor-dane, DDE, chlorpyrifos, and malathion in all samples, with levels much higher in the Filipino babies. Diazinon and parathion were found only in the Filipinos. A study done in Germany found DDE in 5% of samples collected in 1997.

Placenta. DDE was found in 1965 samples from women living in high agricultural production areas of California, and DDE and β-HCH in samples from Japanese women in the 1970s. Levels of DDT and lindane in stillborn babies were not different from live births in India. A study in Mexico found that pesticide exposure increased the prevalence of atypical placental villi.

Testes. In Greece, autopsies of suicide victims who died from ingesting pesticides found parathion, fenithion, and methidation in the testes.

Endocrine Disruptors

“The dose makes the poison,” attributed to the sixteenth-century Dutch alchemist Paracelsus, is the key concept in toxicology, in the
scientific basis of dose-response models used in determination of thresholds, and in regulation of allowable levels of exposure to toxic chemicals. The ability to detect increasingly lower levels of chemical contaminants in biological samples, and a rethinking of dose-response when the exposure is to the developing fetus, has had a profound impact on risk assessment. Challengers of a rigid dose-response model state that it is not relevant to the fetus during critical periods of development in the first days and weeks of pregnancy, and contend that small disturbances in hormonal function by xenobiotics, called “endocrine disruptors,” can lead to profound effects, which may not be manifested until adulthood.82

Many pesticides can be considered potential endocrine disruptors based on animal findings in tests of the pituitary, adrenal, thyroid, testes, ovaries, reproductive outcome, and transgenerational effects, and in vitro screening in nonmammalian species. This includes chlorinated hydrocarbons, organophosphates, synthetic pyrethroids, triazine and carbamate herbicides, and fungicides.83

Questions have been raised about the relevance of the findings in wildlife to human populations. Human studies have conflicting findings in the role of pesticides in conditions often attributed to endocrine disruptors, such as decreasing quantity and quality of sperm, increasing incidence of breast and prostate cancer, cryptorchidism and hypospadias, and other effects, as described above.84 A recent review concludes that “At this time, the evidence supporting endocrine disruption in humans with background-level exposures is not strong.”85

The EPA is developing protocols for screening and testing pesticides to determine if they are endocrine disruptors, and research is ongoing.

► REGULATION AND CONTROLS

Legislation

The Federal Insecticide Act of 1910, a labeling law to prevent adulteration, was repealed by the Federal Insecticide Fungicide and Rodenticide Act (FIFRA) of 1947. FIFRA was administered by the U.S. Department of Agriculture (USDA) until 1970, when control passed to the Environmental Protection Agency. Most pesticides now on the market were approved by the USDA in the 1940s through the early 1970s, without the chronic toxicity, health, and environmental fate data required by current law.

Pesticides must be registered with the EPA before they can be sold. Registration is contingent upon submission by the registrant (manufacturer) of scientific evidence that when used as directed, the pesticide will effectively control the indicated pests(s); that it will not injure humans, crops, livestock, wildlife, or the environment; and that it will not result in illegal residues in food and feed. About 25–30 new active pesticide ingredients are registered annually.

FIFRA amendments in 1972 required all pesticides to meet new health and safety standards for oncogenicity/carcinogenicity, chronic toxicity, reproductive toxicity, teratogenicity, gene mutation, chromosomal aberrations, DNA damage, and delayed neurotoxicity by 1975. Failure to meet the new standards resulted in 1988 FIFRA amendments, requiring the EPA to undertake a comprehensive reregistration review of the 1138 active-ingredient pesticides first registered before November, 1984. Registration Eligibility Decisions (REDS) summarize the reviews of these older chemicals. There were a large number of voluntary cancellations due to the review process, but a large percentage has not met the new rules.

In 1996, the Food Quality Protection Act (FQPA) amended both FIFRA and the Federal Food, Drug and Cosmetic Act (administered by the FDA) requiring a reassessment of all food tolerances (the maximum amount of pesticide residues allowed on food), and replacement of FIFRA’s cost-benefit analysis with a “reasonable certainty of no harm” standard, mandating three additional steps to determine the new health-based standard: (a) Take into account aggregate exposure from food, water, and home and garden uses; (b) Add an additional tenfold margin of safety (or higher if necessary) to protect infants and children; (c) Consider cumulative risks from all pesticides which have a common mechanism of activity. Organophosphate insecticides, for example, have the same basic mechanism of toxicity and biological activity.86 To date, 7000 of the 9721 tolerances requiring reassessment have been completed.86

Human Studies. Intense controversy continues to surround the issue of the use of human beings in risk assessment of pesticides.87 An initial study approved by the EPA was the Children’s Environmental Exposure Research Study (CHEERS). It offered $970, a video camcorder, a bib, and a T-shirt to parents whose infants or babies were exposed to pesticides if the parents completed the two-year study. The requirements for participation were living in Duval County, Florida, having a baby under 3 months old or 9–12 months old, and “spraying pesticides inside your home routinely.” The study was being paid for in part by the American Chemistry Council that includes pesticide registrants. The EPA withdrew approval for the study, but is still reconsidering the issue of some form of human testing.

Worker Protection Standards

Chemical workers who manufacture and formulate pesticides are covered by the Occupational Safety and Health Act (OSHA) passed in 1970. Agricultural workers were specifically excluded from the law, including the Hazard Communication Standard (Right-to-Know) provisions.

The EPA issued Worker Protection Standards (WPS) under section 170 of FIFRA in 1992, with full implementation by October 1995. The EPA estimates that about four million workers on farms and in nurseries, greenhouses, and forestry are covered by the rules. The regulations require restricted entry intervals (REIs) for all pesticides: 48 hours for all toxicity category I products, which can be extended up to 72 hours for organophosphates applied outdoors in arid areas; 24 hours for toxicity category II products; and 12 hours for all other products, later amended to exempt cut rose workers. The rules require posting of warning signs for certain applications, worker education and training, and providing pesticide-specific materials upon request. The WPS are based on acute toxicity only, and there are no rules that specifically address the exposures to pesticides that are known or suspect carcinogens and teratogens. The rules apply to adult workers, without any modifications or consideration of exposures to children and pregnant women.

Federal and State Administration and Enforcement

The EPA delegates administration and enforcement of FIFRA to the states through working agreements. In most states, enforcement authority is in departments of agriculture.

The pesticide label is the cornerstone of FIFRA enforcement, and any use inconsistent with the label is illegal. The label must contain the following: brand name, chemical name, percentage active ingredient(s) and inert ingredient(s); directions for use; pests that it is effective against; crops, animals, or sites to be treated; dosage, time, and method of application; restricted entry interval, preharvest interval; protective clothing and equipment required for application; first-aid and emergency treatment; name and address of the manufacturer; and toxicity category. The toxicity category and associated signal word (Table 33-2) must also be on the label.

Other Agencies

Other Federal agencies with responsibilities for enforcement of pesticide regulations include the Food and Drug Administration (FDA), the USDA, and the Federal Trade Commission (FTC). The EPA sets the maximum legal residues of pesticides (called tolerances) allowed to be on food at the time of retail sale, but does not enforce them. The FDA is responsible for enforcement of tolerances in fruits, vegetables, grains, feed, and fiber; and the USDA, for meat, poultry, and fish.

The FTC protects consumers against false and deceptive advertising claims by pesticide distributors and professional applicators—the FTC has brought only three actions in the past 10 years.
Environmental Health

Banned, Suspended, and Severely Restricted Pesticides

Table 33-4 lists selected pesticides that have been banned, suspended, or severely restricted for use in the United States. Many pesticides that are banned or severely restricted in the United States, Canada, and Western Europe are widely used in developing countries. An Executive Order requires the United States to inform third-world countries if an exported pesticide is banned in the United States and to obtain official approval before it can be exported.
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Temperature and Health

Edwin M. Kilbourne

THERMOREGULATION

Humans are a homeothermic (warm-blooded) species. Although the temperature of the arms, legs, and superficial areas (acral body parts) may vary greatly, the body maintains a relatively constant deep body (core) temperature. Substantial deviations from normal core body temperatures cause adverse effects ranging from minor annoyance to life-threatening illness. Although far less affected by temperature changes than the core, acral body parts can be adversely affected by cold temperatures, particularly if the exposure is prolonged or repeated.1

Body temperature is affected by five fundamental physical processes:

1. Metabolism—Heat is generated by the biochemical reactions of metabolism.

2. Evaporation—Heat is lost by evaporation of moisture from the skin and respiratory passages.

3. Conduction—Heat is transferred to or from matter with which the body is in contact.

4. Convection—Heat transfer by conduction is greatly facilitated when the body is immersed in a fluid medium (gas or liquid) because of the ability of substance to flow over body surfaces. Conduction in this context is called convection.

5. Thermal radiation—Heat may be gained or lost due to thermal radiation. The body radiates heat into cold surroundings or gains heat from objects that radiate infrared and other wave-lengths of electromagnetic radiation (for example, the sun or a hot stove). The process is independent of the temperature of matter in contact with the body.1

ADVERSE EFFECTS OF HEAT

Heat Stress

Heat stress may result from alteration of any of the five physical processes involved in determining body temperature. For example, increased metabolic heat production caused by strenuous physical activity may stress the runner in a long-distance race or the soldier undertaking military maneuvers. A steel worker may experience heat stress because of the radiant heat emitted from a furnace at the workplace. At a hazardous waste site, a worker who must wear a heavy, impermeable suit may develop heat stress as the air in the suit becomes humid (decreasing evaporative cooling) and warm (limiting heat loss by conduction/convection).

People seek to relieve heat stress by altering one or more of the processes by which the body gains or loses heat. They may rest (lowering metabolic heat production), move to the shade (avoiding radiant solar heat), sit in front of a fan (increasing convective and evaporative heat loss), or swim (facilitating heat loss by conduction/convection through water).

The acute physiological response to heat stress includes perspiration and dilation of the peripheral blood vessels. Perspiration increases cutaneous moisture, allowing greater evaporative cooling. Peripheral vasodilation reroutes blood flow toward the extremities and body surfaces, thereby enhancing transmission of heat from the body’s core to peripheral body parts, from which it can be more readily lost.2,3

With continuing exposure to heat stress, a process of physiological adaptation takes place. Although maximal adaptation may take weeks, significant acclimatization occurs within a few days of the first exposure.4,5

Indices of Heat Stress

In most circumstances, there are four principal environmental determinants of heat stress. They are ambient (dry-bulb) temperature, humidity, air speed, and thermal radiation. A number of heat indices have been developed to attempt to combine some or all of these separate factors into a single number indicating how hot “it feels” and, by implication, attempting to quantify the net pathophysiological significance of a given set of environmental conditions.

The original “effective temperature” (ET) index is read from a nomogram reflecting dry-bulb and wet-bulb temperatures, as well as air speed. The ET was derived empirically, based on subjects’ reports or thermal sensations of subjects placed in a wide variety of conditions of temperature, humidity, and air movement. As originally formulated, ET attempted to quantify the dry-bulb temperature of still, saturated air that would produce the same subjective thermal effect as the conditions being evaluated.6 A revision of the ET, the corrected effective temperature (CET), was developed to take radiant heat into account and substitute globe thermometer temperature for dry-bulb temperature. (The globe thermometer is a dry-bulb thermometer with the bulb placed at the center of a 6-inch-diameter thin copper sphere, the outside of which is painted matte black.) Because of concern that the original ET was too sensitive to the effect of humidity at low temperatures and not sensitive enough to humidity at high temperatures, a reformulated version of ET has been published.7,8

The wet-bulb globe temperature (WBGT) is a heat stress index calculated as a weighted average of wet-bulb, globe, and dry-bulb thermometer temperatures:

\[ \text{WBGT} = 0.7 T_{wb} + 0.2 T_g + 0.1 T_{db} \]

Outdoors: \[ \text{WBGT} = 0.7 T_{wb} + 0.3 T_g \]

where \( T_{wb} \) is the temperature read by a naturally convected wet-bulb thermometer, \( T_g \) is the globe thermometer temperature, and \( T_{db} \) is the...
dry-bulb temperature. Its formulae were chosen to yield values close to those of the ET for the same conditions.7

The WBGT has been used to assess the danger of heatstroke or heat exhaustion in persons exercising in hot environments. Curtailing certain types of activities when the WBGT is high decreases the incidence of serious heat-related illnesses among military recruits.10 Current standards and recommendations for limiting heat stress in the workplace are frequently expressed in terms of WBGT, although a person’s degree of acclimatization, energy expenditure, and the amount of time spent performing the stressful task are factored in as well.11

The “Botsball” or wet-globe thermometer (WGT) consists of a thermal probe within a black sphere 6 cm in diameter, the surface of which is covered with black cloth kept wet by water in a reservoir. The WGT is smaller and lighter than the equipment required to take WBGT readings and has a shorter stabilization time. These attributes facilitate its use to measure conditions in an employee’s personal workspace. WGT readings approximate those of WBGT. Mathematical formulae for approximating the WBGT from the WGT have been proposed.12,13

Other than in military and occupational contexts, the use of R.G. Steadman’s scheme of apparent temperature (AT) is favored by meteorologists and climatologists in the United States, Canada, Australia, and other countries. In the United States, the dry-bulb temperature and humidity components are used alone during hot weather to generate an approximation of the AT referred to as the “heat index.”

Like ET, WGT, and WBGT, AT functions as a measure of the heat stress associated with a given set of meteorological conditions (Fig. 34-1). Unlike the effective temperature, which was derived empirically, AT is the product of mathematical modeling, based on principles of physics and physiology. The AT for a given set of conditions of temperature, humidity, air speed, and radiant heat energy is equal to the dry-bulb temperature with the same predicted thermal impact on an adult walking in calm air of “moderate” humidity with surrounding objects at the same temperature as ambient air (no net heat gain or loss by radiation).14

For public health purposes, heat stress indices may be helpful in assessing the danger posed by particular weather conditions, but they are limited by underlying assumptions regarding metabolic heat production, clothing, body shape and size, and other factors. Moreover, most indices are also limited in that they yield instantaneous values that do not reflect the time course of a community’s heat exposure, which may be critical to the occurrence (or not) of adverse health effects.

**Heatstroke**
The most serious illness caused by elevated temperature is heatstroke. Its hallmark is a core body temperature of 105°F (40.6°C) or greater. Temperature elevations as high as 110°F (43.3°C) or higher are not uncommon. Mental status is altered, and initial lethargy proceeds to confusion, stupor, and finally unconsciousness. Classically, sweating is said to be absent or diminished, but many victims of clear-cut heatstroke perspire profusely. The outcome is often fatal, even when patients are brought quickly to medical attention. Death-to-case ratios of 40% or more have been reported.15,16,18

Heatstroke is a medical emergency requiring immediate steps to lower core body temperature. A patient can be cooled with an ice-water bath, ice massage, or specialized evaporative cooling procedures. Further treatment is supportive and directed toward potential complications of hyperthermia, including fluid and electrolyte abnormalities, rhabdomyolysis, and bleeding diathesis. Maximal recovery may occur quickly or may not occur for a period of days or weeks, and there may be permanent neurological residua.15,16,18

**Heat Exhaustion**
Heat exhaustion is a milder illness than heatstroke, due primarily to the unbalanced or inadequate replacement of water and salts lost in perspiration. It typically occurs after several days of heat stress. Body temperature is normal-to-moderately elevated but rarely exceeds 102°F (38.9°C). The symptoms, primarily dizziness, weakness, and fatigue, are those of circulatory distress. Treatment is supportive and directed toward normalizing fluid and electrolyte balance.16,17

**Heat Syncope and Heat Cramps**
Heat syncope and heat cramps occur principally in persons exercising in the heat. Heat syncope is a transient fall in blood pressure with an associated loss of consciousness. Consciousness typically returns promptly in the recumbent posture. The disorder is thought to arise from circulatory instability due to cutaneous vasodilation in response to heat stress. Prevention is accomplished by avoiding strenuous exercise in the heat, unless one is well trained and acclimatized.15

Heat cramps are muscle cramps, particularly in the legs, that occur during or shortly after exercise in a hot environment. They are thought to arise from transient fluid and electrolyte abnormalities. Heat cramps decrease in frequency with athletic training and acclimatization to hot weather. Increasing salt intake may be helpful.16
Reproductive Effects
Among men, frequent or prolonged exposure to heat can result in elevated testicular temperatures, causing a substantial decrease in sperm count. Occupational exposure to heat has been associated with delayed conception. Measures to enhance scrotal cooling have been shown to increase both the numbers and quality of spermatozoa.

Data continue to accumulate suggesting that heat stress during pregnancy may cause neural tube defects. Current data associating this group of birth defects with exposure to environmental heat may not be sufficient to prove cause and effect. However, they are sufficiently strong to make it advisable that women who are pregnant or who may become pregnant avoid environments and physical activities that are likely to result in a substantial increase in core temperature.

EPIDEMIOLOGY OF HEAT-RELATED ILLNESS

Heat Waves
Prolonged spells of unusually hot weather can cause dramatic increases in mortality, particularly in the urban areas of temperate regions. Although they are especially frequent in North America, a lethal summer heat wave killed thousands in Europe during the summer of 2003, underscoring the need for an international view of prevention. During the heat wave of 1980 in St. Louis, Missouri, some 300 more persons died than would have been expected on the basis of death rates observed before and after the heat wave. More recently, in the summer of 1995, record-breaking heat resulted in the loss of more than 700 lives in Chicago, largely in the course of a single week. In fact, more than 150 excess deaths occurred in a single day.

A surprisingly small proportion of heat wave–related mortality is identified as being caused by or precipitated by the heat. In general, recognized heat-related deaths comprise from none to less than two-thirds of the heat-wave mortality increase. The connection of heat with many heat-wave–related deaths is simply unrecognizable. Retrospective reviews of death certificates and clinical records have shown that increases in three categories largely account for the heat-related increase: These are deaths due to cardiovascular, cerebrovascular, and respiratory diseases. As a practical matter, it may be difficult or impossible for a physician to distinguish the myocardial infarctions or strokes that would have occurred anyway from those occurring because of the heat.

Impact on the Elderly
The elderly are at particularly high risk of severe, heat-related health effects. Except for infancy and early childhood, the risk of death due to heat increases throughout life as a function of age. In St. Louis and Kansas City, Missouri, during the 1980 heat wave, about 71% of heatstroke cases occurred in persons age 65 and over; despite the fact that this group constituted only about 15% of the population. A similar predominance of elderly casualties during other heat waves has been noted.
The predisposition to heat-related illness among the elderly may be explained, in part, by impaired physiological responses to heat stress. Vasodilation in response to heat requires increased cardiac output, but persons older than 65 are less likely to have the capacity to increase cardiac output and decrease systemic vascular resistance during hot weather. Moreover, the body temperature at which sweating begins increases with increasing age. The elderly are more likely to have underlying diseases or to be taking medications (major tranquilizers and anticholinergics) that have been reported to increase the risk of heatstroke. Finally, the elderly may have differences in temperature less well than younger persons do. This attribute may render an older person less able to regulate his or her thermal environment.

Other Factors Affecting Risk

Although their death rates due to heat are lower than those of the elderly, infants and young children are also at increased risk from the heat. Healthy babies kept in a hot area have been found to run temperatures as high as 103ºF (39.4ºC). Mild fever-causing illnesses of babies may lead to frank heatstroke by a heat stress. Sensitivity to heat is greatest in children less than 1 year old and decreases quickly up to the age of about 5–9 years (Fig. 34-2). The risk of both fatal and nonfatal heatstroke is increased in infants and young children. Children with congenital abnormalities of the central nervous system and with diarrhea illness appear to be particularly vulnerable. Parents may contribute to risk by failing to give enough hypotonic fluid during the heat and dressing or covering the child too warmly. Temperatures may approach 140ºF (60ºC) in cars parked in sunlight in warm weather, and the great hazard of leaving infants and young children in parked cars has been emphasized repeatedly. From news media accounts alone, one study identified 171 heat-related fatalities during the years 1995–2002 among children in stationary motor vehicles. Deaths due to heat in the United States are generally higher in males than in females. This trend is most evident among young adults and is much less evident at the extremes of age. The reasons for the apparent increased risk of males are not known, but differences between the sexes in patterns of thermal exposure (for example, in choice of occupation, recreational activities, and risk-taking behavior) may be maximal during young adult life and could be the causal factor. During an urban heat wave, the rate of heatstroke is disproportionately high in areas of low socioeconomic status. The association in the United States of black race with relatively low socioeconomic status may well explain the disproportionately high heatstroke rates of blacks in the United States. No biologically based vulnerability of any particular race has been shown.

Chronic illnesses resulting in loss of the ability to care for oneself or in a bedfast or relatively immobile lifestyle are more frequent in heatstroke patients than control subjects. No specific chronic disease is known to be as effective a predictor of heatstroke as this more general characterization.

Socially isolated persons appear to be a high-risk group. In studies of the 1995 and 1999 heat waves in Chicago, factors such as living alone, not having access to transportation, or being confined to bed indicated an increased risk for the combined category of heatstroke death and death due to heat-related exacerbation of underlying cardiovascular disease. Persons with a history of prior heatstroke maintained thermal homeostasis in a hot environment less well than comparable volunteers who have never suffered heatstroke. Whether heatstroke causes damage to the body’s ability to regulate its temperature or thermoregulatory abnormalities antedate the first heatstroke is not known.

Frequently referred to as a risk factor, the extent to which obesity contributes to heatstroke risk is unclear. Obese subjects exercising in a hot environment showed a greater increase in rectal temperature and heart rate than did lean subjects. Soldiers in the U.S. Army who died from exertional heatstroke during basic training in World War II were more likely to be obese than their peers. However, studies of heatstroke and fatal cardiovascular disease among the relatively sedentary, older persons principally at risk during urban summer heat waves have failed to demonstrate high body mass index as a risk factor.

Neuroleptic (“major tranquilizing”) drugs have been strongly implicated in increasing risk from the heat in both animal and human studies. Neuroleptic drugs appear to impair thermoregulatory function in both directions, sensitizing to cold as well as to the heat. Anticholinergics decreased the heat tolerance of human volunteers in laboratory tests. Persons treated with anticholinergics while exposed to heat had a decrease or cessation of sweating and a rise in rectal temperature. Many commonly used prescription drugs (e.g., tricyclic antidepressants, antiparkinson agents) and nonprescription drugs (e.g., antihistamines, sleeping pills) have prominent anticholinergic effects, and in one study the use of such drugs was more common in heatstroke victims than in control subjects.

PREVENTION OF HEAT-RELATED ILLNESS

In most parts of the United States, heat waves severe enough to threaten health do not occur every year. Several relatively mild summers may intervene between major heat waves. The erratic occurrence of heat waves hinders prevention planning. It is logistically difficult to provide adequate resources if needed, but not waste these resources if a heat wave does not materialize.

Programs to prevent heat-related illness should concentrate on measures capable of reducing the risk and the vulnerability of targets to heat waves. Programs to prevent heat-related illness should concentrate on measures capable of reducing the risk and the vulnerability of targets to heat waves. These targets may include individuals at high risk or the general population. Preventive measures and early recognition of heat-related illnesses.

COLD WEATHER

Seasonal Trends in Mortality

Human mortality is highly seasonal. In the United States, the death rate is greatest in late winter (usually February) and lowest in late summer (August) (Fig. 34-3). A similar seasonal pattern of mortality.
occurs in other countries in the temperate zones of both the Northern
and Southern Hemispheres, although the mortality curves of the two
hemispheres are 6 months out of phase.1

The wintertime increase in the death rate is most marked in
the elderly and becomes increasingly prominent with advancing
age. Among persons aged 45 years and younger, however, the
pattern is reversed; the death rate is lower in the winter and greater
in the summer.54

The extent of seasonal variation in mortality varies greatly by
cause of death. The death rates for diseases of heart, cerebrovascular
disease, pneumonia and influenza, and chronic obstructive pulmonary
disease show substantial increases in the winter. In contrast, the occur-
rence of death due to malignant neoplasms remains virtually constant
throughout the year.54

Some of the seasonal winter increase in deaths due to major
chronic diseases such as stroke and myocardial infarction may reflect
seasonal changes in underlying risk factors for vascular diseases. For
example, blood pressure in humans fluctuates seasonally and is higher
in the winter.53 Cold stress can enhance the coagulation of blood,
possibly contributing to the winter excess of deaths due to stroke and
ischemic heart disease.56 In addition, many types of exercise are prac-
ticed seasonally, with sedentary periods tending to occur in winter.57

The winter death increase cannot be attributed entirely to the
direct effect of cold exposure. In the United States, the increase occurs
even in states noted for their relatively mild winter temperatures (e.g.,
Florida and Arizona) at approximately the same magnitude as in
colder states (e.g., Michigan and Montana).54 Low winter humidity
may contribute to the winter death excess, since it favors the trans-
mission of certain infectious agents, notably influenza.58 In addition,
winter increases in deaths due to some types of unintentional injuries
may reflect seasonal increases in certain behaviors. For example,
deaths due to fire are more common in the winter, perhaps a result of
the use of fireplaces and heating devices. Finally, the peaks and val-
leys in the U.S. death rate have not always come in mid-to-late winter
and late summer, respectively, as they usually do now. In the early part
of this century, the peak was usually in February or March, and the
nadir was in June rather than August.59 This change in seasonal pattern
is further evidence that temperature is not the only determinant of sea-
nonality in mortality.

Cold Stress and its Indices

The two most important adaptive physiological responses to the
cold are vasoconstriction and shivering. Peripheral vasoconstriction
causes a rerouting of some blood away from cutaneous and other
superficial vascular beds toward deeper tissues where the blood’s heat
is less easily lost. In addition, blood is rerouted from the superficial
veins of the limbs to the *venae comitantes* of the major arteries. Such
rerouting activates a “countercurrent” mechanism by which arterial
blood warms venous blood before the venous blood returns to the
core.

Conversely, venous blood cools arterial blood so that it gives up
less heat when it reaches the periphery. The result is a fall in the tem-
perature of superficial body parts in defense of core temperature.1,60

Humidity and radiant heat energy are less important in the eval-
uation of cold environments than of hot. Thus the popular “wind
chill” index of Siple expresses the intensity of cooling expected from
a cold environment as a function only of ambient temperature and
wind speed:

\[
H = (10.45 + 10 \sqrt{s} - s) (33 - t)
\]

where \(H\) is the wind chill expressed in kcal/m²/h¹, \(s\) is the wind speed
in m/sec, and \(t\) is the ambient temperature in degrees Celsius.54 The
value of \(H\) permits comparison of the cooling effect of various tem-
perature and wind speed combinations. The subjective thermal per-
ception associated with any given value of \(H\) is influenced greatly by
one’s level of activity and the type and amount of clothing worn.

Often, the wind-chill effect is described in terms of a wind-chill
equivalent temperature. This is the temperature that would produce
the same intensity of cooling as the temperature-wind speed combi-
nation under consideration if the wind speed were some relatively low
reference value. A wind-chill equivalent temperature can be calculated
from a modification of the Siple formula:

\[
t_{eq} = 33 - \frac{(10.45 + 10 \sqrt{s} - s) (33 - t)}{10.45 + 10 \sqrt{s_{ref}} - s_{ref}}
\]

where \(t_{eq}\) and \(t\) are the wind-chill equivalent and ambient temperatures
in degrees Celsius, and \(s\) and \(s_{ref}\) the actual and reference wind speeds
in m/sec. Wind-chill equivalent temperatures in degrees Celsius for a
reference wind speed of 2 m/sec are shown in Fig. 34-4.

The wind-chill formula of Siple has been criticized as being too
sensitive to changes in wind speed when wind speed is low, and not
sensitive enough to changes in wind speed at higher velocities.52 The
formula is clearly only an approximation since, for any temperature,
the wind chill is maximal at winds of 25 m/sec (56 mph) and actually
decreases as wind speed goes even higher, a physical impossibility.
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ILLNESSES CAUSED BY COLD

Hypothermia
Hypothermia refers to a core body temperature below 35°C (95°F). The condition may be purposefully induced (e.g., to decrease oxygen consumption during surgery). More notably, hypothermia also occurs unintentionally as a result of exposure to cold environmental conditions (so-called accidental hypothermia). Unintentional hypothermia is a problem of considerable public health importance.

As body temperature drops, consciousness becomes clouded, and the patient appears confused or disoriented. Intense vasoconstriction causes pallor of the skin. Shivering is maximal in the higher range of hypothermia core temperatures, but decreases markedly in intensity as body temperature falls further and hypothermia itself impairs thermoregulation. In severe hypothermia (body temperature below about 90°F or 30°C), consciousness is lost, respirations may become imperceptibly shallow, and the pulse may not be palpable.1

At such low temperatures, the myocardium becomes irritable and ventricular fibrillation is common. The patient may appear dead even though he or she may yet be revived with proper treatment. Persons found apparently dead in circumstances suggesting the possibility of hypothermia should be treated for this condition until death can be confirmed. In particular, the potential for recovery of cold-water drowning victims should not be underestimated, since there have been reports of virtually complete recovery in patients who were without an effective heartbeat for periods as long as two hours.63

Hypothermia occurs both as a direct consequence of overexposure to the cold (primary hypothermia) and as the apparent result of thermoregulatory failure due principally to other severe illness (e.g., sepsis, myocardial infarction, central nervous system damage, metabolic derangements). Cold exposure may also contribute to such secondary hypothermia. Primary hypothermia has a better prognosis than hypothermia occurring as a result of concomitant illness.64 Death is also more likely in patients who present with a particularly low body temperature.65

Treatment of hypothermia depends on its severity. Noninvasive, external rewarming is appropriate for mildly hypothermic patients who have a perfusing cardiac rhythm. Invasive rewarming procedures, such as body cavity lavage, may be required if hypothermia is severe. However, rapid rewarming or sudden alterations in other metabolic variables may precipitate ventricular fibrillation. Cardiopulmonary bypass with extracorporeal rewarming of the blood is a definitive treatment and may be required in patients with severe hypothermia or in patients who have no effective cardiac function.66,67 All but very mild hypothermia cases require intensive supportive medical care.

Frostbite
Local tissue injury as a result of exposure to cold may be seen in hypothermia cases but often occurs independently from it. Frostbite involves actual freezing of tissue. It affects primarily acral body parts (i.e., distal extremities, ears, and nose) and can occur over a period of minutes to hours in severe cold. Severe frostbite may result in tissue necrosis requiring amputation. Frostbite injuries may become particularly frequent during a spell of unusually cold weather.68

Nonfreezing Local Tissue Injury
Perniosis, also called chilblains, is characterized by tender and/or pruritic, erythematous, or violaceous papules occurring in the skin of acral body parts, particularly the hands. When severe, the lesions may blister or ulcerate. The condition is typically present only during the colder months of the year, and women are afflicted more frequently than are men.69 The underlying pathophysiology may involve cold-induced ischemia of involved areas or a cold-mediated inflammatory reaction. Vasodilators (for example, nifedipine) may be useful both in treatment of the lesions and in prevention of recurrences.70

A condition known as “cold water immersion injury” or “trench foot” (when it affects the lower extremity) results from continuous exposure of body parts (most frequently, the lower extremities) to wet and above-freezing cold conditions for a period of days to weeks. Local tissue injury occurs, possibly from reduced blood flow due to prolonged vasoconstriction. When affected extremities are warmed, they at first become swollen and numb. Later, a phase of painful hyperemia develops. Still later, muscle weakness and atrophy and fibrosis may occur, and there may be other long-lasting sequelae, including persistent pain, hypoesthesia, or increased sensitivity to the cold.71

Anyone with prolonged continuous exposure to cold water and/or cold wet clothing is at risk. The condition is prevented by fully rewarming and drying the body at frequent intervals.
Elderly persons appear to perceive cold less well than younger persons and may voluntarily set thermostats to relatively low temperatures. In addition, the high cost of energy, together with the relative poverty of some elderly people, may discourage their setting thermostats high enough to maintain comfortable warmth.

### Drugs Predisposing to Hypothermia

Ethanol ingestion is an important predisposing factor for hypothermia. The great majority of patients in many hypothermia case series are middle-aged alcoholic men. Ethanol produces vasodilation, interfering with the peripheral vasoconstriction that is an important physiological defense against the cold. Although ethanol-containing beverages are sometimes taken in cold surroundings for the subjective sense of warmth they produce, this practice is dangerous. Ethanol also predisposes to hypothermia by inhibiting hepatic gluconeogenesis, and thus producing hypoglycemia in carbohydrate-depleted persons (e.g., many chronic alcoholics). Ethanol-induced hypoglycemia has been clearly shown to produce hypothermia in healthy volunteers.

Treatment with the neuroleptic drugs (phenothiazines, butyrophenones, and thioxanthenes) also predisposes to hypothermia. Chlorpromazine, the prototype drug of this group, has been used to induce hypothermia pharmacologically. Chlorpromazine suppresses shivering, probably by a central mechanism, and causes vasodilation. The hypothermic action of drugs of this class becomes more pronounced with decreasing ambient temperature.

### Other Hypothermia Risk Factors

Infants under 1 year of age have a higher rate of death due to cold than do older children (Fig. 34-5). Neonates, especially premature or small-for-gestational-age babies, are at particularly high risk. Although the mechanisms for maintaining thermal homeostasis (vasoconstriction and thermogenesis by shivering) are present at birth, they function less effectively than in older children. Infants have a relatively large ratio of heat-losing surface to heat-generating volume, and the layer of insulating subcutaneous fat is relatively thin. Perhaps most importantly, a baby is unable to control his or her own environment. Babies are totally dependent on others to keep them warm, and if sufficient warmth is not provided, hypothermia results.

Hypothermia in infants can be a substantial public health problem in areas with severe winter weather. During December and January of the winters of 1961–1962 and 1962–1963, 110 hypothermic (T < 90°F, 32.2°C) babies were admitted to hospitals in Glasgow, Scotland. Mortality in this group was 46%. Hypothermia, however, is not only a problem in cold climates.
hypothermia among babies and young children can also be a problem in winter. Children and infants suffering from protein-calorie malnutrition are particularly susceptible. 89

In older children and young adults, lethal hypothermia is relatively infrequent (Fig. 34-5). However, persons in this age group are still susceptible to an overwhelming cold stress. Unintentional immersion in very cold water can lead rapidly to hypothermia. 90 Cold and wet weather may be especially dangerous, because the insulating properties of clothing are markedly reduced by moisture. 91

The rate of death due to cold is greater in males than in females in all age groups. Behavioral differences (for example, in choice of occupation and recreational activities) resulting in increased frequency of exposure to cold may account for the particularly great relative risk of males during the teenage years through late middle age but do not fully explain the apparent difference between the sexes in susceptibility.

Homelessness is an important hypothermia risk factor. Substantial proportions of hypothermia case series involve persons without a fixed address. 92 93

Epidemiology of Frostbite

Serious frostbite injury occurs predominantly among males and is less frequent among babies, young children, and the elderly than among other age groups. Alcohol intoxication plays a role in about half of each of several case series. Other factors frequently contributing to frostbite injury are psychiatric illness, vehicular failure or crash, and drug use. Hypothermia is frequently present. In one case series, 12% of frostbite patients had hypothermia (temperature less than 32ºC). 94 Finnish conscripts were found to be at increased risk of serious frostbite injury in below-freezing temperatures when venturing into a cold environment. Clothing should provide sufficient insulation, and care should be taken that it does not get wet.

Awareness of the problem of neonatal hypothermia by pediatricians is important. Babies born in the winter are at greater risk of hypothermia than those born in the summer. Hypothermia among babies and young children can also be a problem in winter. Children and infants suffering from protein-calorie malnutrition are particularly susceptible.

PREVENTION OF COLD-RELATED ILLNESS

Hypothermia is best prevented by limiting the cold stress of susceptible populations. Thus, programs to help the elderly poor receive financial assistance for wintertime heating bills or provisions for deferred payment.

Serious frostbite injury occurs predominantly among males and is less frequent among babies, young children, and the elderly than among other age groups. Alcohol intoxication plays a role in about half of each of several case series. Other factors frequently contributing to frostbite injury are psychiatric illness, vehicular failure or crash, and drug use. Hypothermia is frequently present. In one case series, 12% of frostbite patients had hypothermia (temperature less than 32ºC). 94 Finnish conscripts were found to be at increased risk of serious frostbite injury when venturing into a cold environment. Clothing should provide sufficient insulation, and care should be taken that it does not get wet. One should especially guard against immersion in cold water. To avoid frostbite in below-freezing temperatures, skin exposure should be minimized.
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Ionizing Radiation

Arthur C. Upton

Since the discovery of the x-ray, in 1895, studies of the health effects of ionizing radiation have received continuing impetus from the expanding uses of radiation in medicine, science, and industry, as well as from the peaceful and military applications of atomic energy.1 The extensive knowledge of the effects of ionizing radiation generated by these studies has prompted strategies for protection against radiation that have been influential in shaping measures for protection against other hazardous physical and chemical agents as well.

 PHYSICAL PROPERTIES OF IONIZING RADIATION

Ionizing radiations differ from other forms of radiant energy in being able to disrupt atoms and molecules on which they impinge, giving rise to ions and free radicals in the process. Ionizing radiations include (a) electromagnetic radiations of short wave length and high energy (e.g., x-rays and gamma rays) and (b) particulate radiations, which vary in mass and charge (e.g., electrons, protons, neutrons, alpha particles, and other atomic particles).

Ionization, impinging on a living cell, collides randomly with atoms and molecules in its path, giving rise to ions and free radicals and depositing enough localized energy to damage genes, chromosomes, or other vital macromolecules. The distribution of such events along the path of the radiation—that is, the quality or linear energy transfer (LET) of the radiation—varies with the energy and charge of the radiation, as well as the density of the absorbing medium.2 Along the path of an alpha particle, for example, the collisions occur so close together that the radiation typically loses all of its energy in traversing only a few cells, whereas along the path of an x-ray the collisions are far enough apart so that the radiation may be able to traverse the entire body (Fig. 35-1).

Because the biological effects of ionizing radiation result from the deposition of energy in exposed cells, doses of ionizing radiation are customarily expressed in terms of energy deposition (Table 35-1). On traversing a given cell, a densely ionizing radiation (e.g., an alpha particle) is more likely to be a sparsely ionizing radiation (e.g., an x-ray) to deposit enough energy in a critical site, such as a gene or chromosome, to injure the cell.3-6 Hence an additional dose unit (the equivalent dose) is used in radiation protection to enable different types of radiation to be normalized in terms of their relative biological effectiveness (RBE). The equivalent dose (expressed in sievert [Sv]) is the dose in gray (Gy) multiplied by an appropriate weighting factor to adjust for differences in RBE; that is, 1 Sv of alpha radiation is that dose (in gray) of alpha radiation that is equivalent in biological effectiveness to 1 Gy of gamma rays (Table 35-1).

The uptake, distribution, and retention of an internally deposited radionuclide vary, depending on the physical and chemical properties of the element in question. Once deposited, the amount of radioactivity remaining in situ decreases with time as a result of both physical decay and biological removal. The physical half-lives of the different radionuclides vary, from less than a second in some to billions of years in others.2,3 Biological half-lives also vary, tending to be longer with radionuclides that localize in bone (e.g., radium, strontium, plutonium) than with those that are deposited predominantly in soft tissue (e.g., iodine, cesium, tritium).4

 SOURCES AND LEVELS OF IONIZING RADIATION IN THE ENVIRONMENT

Life has evolved in the continuous presence of natural background radiation. The major sources of natural background radiation to which the human population is exposed are (a) cosmic rays, which originate in outer space; (b) terrestrial radiations, which emanate from the thorium, uranium, radium, and other radioactive constituents of the earth’s crust; (c) internal radiation, which is emitted by the potassium-40, carbon-14, radium, and other radionuclides normally present in living cells; and (d) radon and its daughter elements, which are inhaled in indoor air (Table 35-2). The dose from cosmic rays varies appreciably with altitude, being higher by a factor of 2 in the mountains than at sea level and being higher by orders of magnitude at jet aircraft altitudes.7 Likewise, the dose from internally deposited radium may be higher by a factor of 2 or more in geographic regions where the earth’s crust is rich in this element.8,7 The dose to the bronchial epithelium from radon also may vary by an order of magnitude or more, depending on the concentration of radon in indoor air, and it typically exceeds by far the dose from all other sources combined.5,7 In cigarette smokers, moreover, portions of the bronchial epithelium may receive additionally as much as 0.2 Sv (20 rem) per year from the polonium that is normally present in cigarette smoke.7

In addition to natural background radiation, populations in the modern world are exposed to radiation from various artificial sources as well. The largest such source is the use of x-rays in medical diagnosis (Table 35-2). Lesser sources include (a) radioactive minerals in building materials, phosphate fertilizers, and crushed rock; (b) radiation-emitting components of TV sets, video display terminals, smoke detectors, and other consumer products; (c) radioactive fallout from nuclear weapons and nuclear accidents; and (d) radionuclides released in the production of nuclear power (Table 35-2).

Additional doses of radiation are received by workers in various occupations, depending on their particular work assignments and working conditions. The average annual effective dose received occupationally by monitored workers in the United States is lower than the dose from natural background radiation, and in any given year less
than 1% of such workers receive a dose that approaches the maximum permissible yearly limit of 50 mSv (5 rem).5,9

Radiation accidents have been another source of exposure for workers and members of the public.3–12 In spite of elaborate precautions, some 285 nuclear reactor accidents (excluding the Chernobyl accident) were reported in various countries between 1945 and 1987, resulting in the exposure of more than 1,350 persons and 33 fatalities.10 In the Chernobyl accident alone, enough radioactivity was released to require the evacuation of tens of thousands of people and farm animals from the surrounding area and to result in a collective committed effective dose to the Northern Hemisphere of 600,000 person-Sv (600,000 person-rem).6,11,12 The large amounts of radioactive iodine (>600 PBq) that were released in the accident10 have since been implicated in an increase in the incidence of thyroid cancer in

### TABLE 35-1. QUANTITIES AND DOSE UNITS OF IONIZING RADIATION

<table>
<thead>
<tr>
<th>Quantity Being Measured</th>
<th>Definition</th>
<th>Dose Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Absorbed dose</td>
<td>Energy deposited in tissue</td>
<td>Gray (Gy)</td>
</tr>
<tr>
<td>Equivalent dose</td>
<td>Absorbed dose weighted for the relative biological effectiveness of the radiation</td>
<td>Sievert (Sv)</td>
</tr>
<tr>
<td>Effective dose</td>
<td>Equivalent dose weighted for the sensitivity of the exposed organ(s)</td>
<td>Sievert (Sv)</td>
</tr>
<tr>
<td>Collective effective dose</td>
<td>Effective dose applied to a population</td>
<td>Person-Sv</td>
</tr>
<tr>
<td>Committed effective dose</td>
<td>Cumulative effective dose to be received from a given intake of radioactivity</td>
<td>Sievert (Sv)</td>
</tr>
<tr>
<td>Radioactivity</td>
<td>One atomic disintegration per second</td>
<td>Becquerel (Bq)</td>
</tr>
</tbody>
</table>

*The units of measure listed are those of the International System, introduced in the 1970s to standardize usage throughout the world. They have largely supplanted the earlier units; namely the rad (1 rad = 100 erg/g = 0.01 GY); the rem (1 rem = 0.01 Sv); and the curie (1 Ci = 3.7 × 10^10 disintegrations per second = 3.7 × 10^10 Bq).”

### TABLE 35-2. AVERAGE AMOUNTS OF IONIZING RADIATION RECEIVED ANNUALLY FROM DIFFERENT SOURCES BY A MEMBER OF THE U.S. POPULATION

<table>
<thead>
<tr>
<th>Source</th>
<th>Dose*</th>
</tr>
</thead>
<tbody>
<tr>
<td>Natural Background</td>
<td></td>
</tr>
<tr>
<td>Radon†</td>
<td>2.0</td>
</tr>
<tr>
<td>Cosmic</td>
<td>0.27</td>
</tr>
<tr>
<td>Terrestrial</td>
<td>0.28</td>
</tr>
<tr>
<td>Internal</td>
<td>0.39</td>
</tr>
<tr>
<td>Total natural</td>
<td>2.94</td>
</tr>
<tr>
<td>Artificial</td>
<td></td>
</tr>
<tr>
<td>X-ray diagnosis</td>
<td>0.39</td>
</tr>
<tr>
<td>Consumer products</td>
<td>0.14</td>
</tr>
<tr>
<td>Occupational</td>
<td>0.10</td>
</tr>
<tr>
<td>Nuclear fuel cycle</td>
<td>&lt;0.01</td>
</tr>
<tr>
<td>Nuclear fallout</td>
<td>&lt;0.01</td>
</tr>
<tr>
<td>Miscellaneous</td>
<td>&lt;0.01</td>
</tr>
<tr>
<td>Total artificial</td>
<td>0.63</td>
</tr>
<tr>
<td>Total natural and artificial</td>
<td>3.57</td>
</tr>
</tbody>
</table>

*Average effective dose to soft tissues, excluding bronchial epithelium.
†Average effective dose to bronchial epithelium alone.
‡Department of Energy facilities, smelters, transportation, etc.


Byelorussia and the Ukraine, as noted below. More numerous than reactor accidents, although less catastrophic, are accidents involving medical and industrial sources.12 In 1981, for example, a cesium-131 radiotherapy source that was inadvertently dismantled by junk dealers severely contaminated parts of Goiania, Brazil, exposing more than 1,20 persons, 54 of whom required hospitalization and four of whom were injured fatally.12

### RADIATION EFFECTS

#### Types of Effects

In radiation protection, it is customary to distinguish between effects for which there are dose thresholds and effects for which there may be no dose thresholds. The former—so-called *nonstochastic* (or *deterministic*) effects—include various tissue reactions that are elicited only by doses large enough to kill many cells in the affected organs.13 The latter, by contrast—which include the mutagenic and carcinogenic effects of radiation—are viewed as *stochastic* (or *probabilistic*) phenomena of a type that may be produced by a subtle change within a single cell in an affected organ and which may therefore be expected to increase in frequency as linear-nonthreshold functions of the dose of radiation.1,6,4

#### Effects on Genes and Chromosomes

Any molecule in the cell may be damaged by ionizing radiation, but damage to a single gene, unless properly repaired, may permanently alter or kill the cell. Such damage may be caused by the radiation energy that is deposited within an affected cell itself, or it may be caused by the effects of radiation on one or more of its neighboring cells (the so-called “bystander effect”).14 A dose that is large enough
to kill the average dividing cell (1–2 Sv) suffices to cause dozens of lesions in its DNA. Most such lesions tend to be repairable, depending on the effectiveness of the cell’s repair processes, but residual damage, expressed in the form of mutations, appears to increase as a linear-nonthreshold function of the dose in human somatic cells and the cells of other organisms. The frequency of such mutations approximates $10^{-5}$–$10^{-6}$ per locus per Sv, depending on the genetic locus and conditions of irradiation.

Chromosomal aberrations also increase in frequency with the dose of ionizing radiation, approximating 0.1 aberration per cell per Sv in the low-to-intermediate dose range (Fig. 35-2). The dose-dependent increase in the frequency of such aberrations, which has been reported to be detectable in radiation workers and persons residing in areas of elevated natural background radiation levels, may be of use as a biological dosimeter in radiation accident victims.

The yields of mutations and chromosome aberrations produced by a given dose of low-LET radiation are lower at low-dose rates than at high dose rates; but the weight of evidence suggests that there may be no threshold in the dose-response relationship for these effects. Extensive studies of the children of the A-bomb survivors have been largely negative thus far, but the findings are not incompatible statistically with the results of experiments on laboratory animals, in which heritable mutagenic effects of radiation have been well documented.

On the basis of the available data, it is estimated that a dose in excess of 1.0 Sv would be required to double the frequency of heritable mutations in the human species, and that less than 1% of all genetically related human diseases is attributable to natural background radiation (Table 35-3).

### Cytotoxic Effects

As noted early in this century by Bergonie and Tribondeau, cells generally vary in radiosensitivity in proportion to their rate of proliferation and inversely in relation to their degree of differentiation. Cells of only few types (e.g., lymphocytes and oocytes) are radiosensitive in a nonproliferative state. The percentage of clonalogenic human cells retaining the ability to proliferate decreases exponentially with increasing dose, acute exposure to 1–2 Sv typically sufficing to reduce the surviving population by 50%. Successive exposures tend to be less than fully additive in their cytotoxicity if they are sufficiently separated in time, owing to repair of radiation damage during the interim.

Through cytotoxic effects on dividing cells, intensive irradiation can give rise to a wide variety of acute and chronic tissue reactions, depending on the tissue or organ irradiated, the dose, and the conditions of exposure. In such reactions—exemplified by erythema of the skin, depression of the blood count, impairment of fertility, and cataract of the lens—interference with normal cell replacement in the exposed area leads to hypoplasia, functional disturbances, and atrophy of the affected part. If enough stem cells remain viable to repopulate the tissue in question, regeneration may ensue within days or weeks; however, a second wave of degenerative changes may occur months or years later, as a result of residual damage and gradually progressive radiation-induced changes.

### TABLE 35-3. ESTIMATES OF THE RISKS OF GENETIC DISORDERS IN CHILDREN THAT ARE ATTRIBUTABLE TO IRRADIATION OF THEIR PARENTS

<table>
<thead>
<tr>
<th>Disease Class</th>
<th>Natural Incidence per Million Liveborn Children</th>
<th>Risk per Sv per Million Liveborn Children</th>
<th>Risk from Natural Background Irradiation per Million Liveborn Children&lt;sup&gt;†&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>Autosomal dominant</td>
<td>16,500</td>
<td>−750–1500</td>
<td>22–45</td>
</tr>
<tr>
<td>and X-linked diseases</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Autosomal recessive diseases</td>
<td>7500</td>
<td>−0</td>
<td>&lt;1</td>
</tr>
<tr>
<td>Chromosomal diseases</td>
<td>4000</td>
<td></td>
<td>⊹</td>
</tr>
<tr>
<td>Chronic multifactorial diseases</td>
<td>650,000&lt;sup&gt;‡&lt;/sup&gt;</td>
<td>−250–1200</td>
<td>8–36</td>
</tr>
<tr>
<td>Congenital abnormalities</td>
<td>60,000</td>
<td>−2000&lt;sup&gt;‡&lt;/sup&gt;</td>
<td>60&lt;sup&gt;§&lt;/sup&gt;</td>
</tr>
<tr>
<td>Total</td>
<td>738,000</td>
<td>−4000</td>
<td>90–140</td>
</tr>
</tbody>
</table>

<sup>1</sup>Based on an assumed dose rate of 1 mSv per year and a genetic doubling dose of 1 Gy.
<sup>2</sup>Risk of chromosomal diseases is assumed to be subsumed under the risk of autosomal dominant and X-linked diseases and, in part, under the risk of congenital abnormalities.
<sup>3</sup>Frequency in the general population.
<sup>4</sup>Estimated on the basis of mouse data, without recourse to the doubling-dose method.
(Based on data from NAS, 2006 and Sankaranarayanan, 2001.)
The most extensive dose-response data available thus far have come from the study of atomic bomb survivors, in whom the overall incidence of cancer has increased roughly in proportion with the radiation dose (Fig. 35-3). The magnitude of the dose-dependent increase varies, however, from one type of cancer to another, and not all types of cancer appear to have been affected. The most extensive data available to date concerning dose-response relationships for individual types of cancer pertain to leukemia, cancer of the female breast, and cancer of the thyroid gland.

**Carcinogenic Effects**

Cancers of various types have been observed to increase in frequency with the dose of ionizing radiation in atomic bomb survivors, radiotherapy patients, early radiologists, radium dial painters, uranium miners, and other irradiated human populations.4,5,23 Such growths have not appeared until years or decades after irradiation, and none has exhibited features identifying it as having been produced specifically by radiation, as opposed to some other cause. The causal connection between such cancers and previous irradiation can, therefore, be inferred only from appropriate epidemiological analysis of the dose-incidence relationship.5,6,8

### TABLE 35-4. MAJOR FORMS AND FEATURES OF THE ACUTE RADIATION SYNDROME

<table>
<thead>
<tr>
<th>Time after Irradiation</th>
<th>Cerebral Form (&gt;50 Sv to Brain)</th>
<th>Gastrointestinal Form (10–20 Sv to Intestines)</th>
<th>Hemopoietic Form (2–10 Sv to Bone Marrow)</th>
<th>Pulmonary Form (&gt;6 Sv to Lungs)</th>
</tr>
</thead>
<tbody>
<tr>
<td>First day</td>
<td>Nausea</td>
<td>Nausea</td>
<td>Nausea</td>
<td>Nausea</td>
</tr>
<tr>
<td></td>
<td>Vomiting</td>
<td>Vomiting</td>
<td>Vomiting</td>
<td>Vomiting</td>
</tr>
<tr>
<td></td>
<td>Diarrhea</td>
<td>Diarrhea</td>
<td>Diarrhea</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Headache</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Disorientation</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Ataxia</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Coma</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Convulsions</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Second week</td>
<td>Nausea</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Vomiting</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Diarrhea</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Fever</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Erythema</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Prostration</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Third–sixth weeks</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Weakness</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Fatigue</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Anorexia</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Fever</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Hemorrhage</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Epilation</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Recovery or Death</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Second–eighth months</td>
<td>Cough</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Dyspnea</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Fever</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Chest pain</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Respiratory failure</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

paternal germ cells also has been postulated to account for excesses of leukemia that have been observed in children subsequently conceived by some exposed individuals, but the weight of evidence argues against this hypothesis.25

Breast Cancer. The incidence of breast cancer has appeared to increase in proportion to the radiation dose in women surviving A-bomb irradiation, women given radiotherapy to the breast for acute postpartum mastitis, women fluoroscoped repeatedly in the treatment of pulmonary tuberculosis with artificial pneumothorax, and women employed as radium dial painters.4,5,26 In all four groups, the excess did not become evident until at least 5–10 years after irradiation, depending on age at the time of exposure, and it has persisted for the duration of follow-up. The excess, averaged over all ages, has also been of similar magnitude in each group, in spite of marked differences among the groups in the rapidity with which the total doses of radiation were received, implying that successive small doses were highly additive in their cumulative carcinogenic effects.4,5,26 Susceptibility decreases markedly with increasing age at the time of irradiation, little excess being detectable in women exposed beyond the age of 40.27,28 Following irradiation in childhood, moreover, the resulting cancers are similar in age distribution to those occurring in the general population, implying that expression of the carcinogenic effects of radiation on the breast depends on the hormonal stimulation associated with sexual maturation.27,28 In those A-bomb survivors who were the first to develop tumors, the excess was disproportionately large, suggesting that such women may have represented a genetically susceptible subgroup.28

Thyroid Gland. Dose-dependent excesses of thyroid cancer have been observed in A-bomb survivors, patients treated with x-rays for various benign conditions in childhood, Marshall Islanders and others exposed during childhood to radioactive fallout from nuclear weapons tests, and children exposed to radionuclides from the Chernobyl accident.4,4 The cancers have consisted mainly of papillary carcinomas and have typically been preceded by a latent period of 10 years or longer, after which their frequency has remained elevated for the duration of follow-up. Children appear to be several times more susceptible to the induction of such tumors than adults, and females several times more susceptible than males.4,5 The dose-incidence relationship after therapeutic x-irradiation of the neck in infancy has been observed to be consistent with a linear-nonthreshold function, corresponding to approximately four additional cancers per 10,000 persons per Sv per year, with an excess evident at doses as low as 65 mSv.4,5 No excess has been detectable in persons who have received as much as 0.5 Gv to the thyroid from iodine-131 administered for diagnostic purposes, however, which implies that the radiation emitted by this radionuclide is appreciably less carcinogenic to the thyroid than external x- or gamma radiation, possibly because of spatial and temporal differences in the distribution of the radiation within the gland.4,5

Assessment of the Risks from Low-Level Exposure. Although existing evidence does not suffice to define precisely the dose-incidence relationship for the carcinogenic effects of low-level radiation or to exclude the possibility that a threshold for such effects may exist in the millisievert dose range, the available epidemiologic and experimental data argue against the likelihood of such a threshold, in spite of evidence that cells have some capacity to adapt to low-level radiation.4,5,25 Attempts to estimate the risks of radiation-induced cancers from low doses have, therefore, generally been based on the assumption that the overall incidence of cancer varies as a linear-nonthreshold function of the dose. Extrapolations based on the linear-nonthreshold model have yielded risk estimates for cancers of different organs (Table 35-5). These estimates imply that less than 3% of all cancers in the general population are attributable to natural background radiation, although a larger percentage—perhaps up to 10%—of lung cancers may be attributable to inhalation of indoor radon.4,5,8,30 The extent to which a cancer arising in a previously irradiated individual can be attributed to the radiation that he or she may have received cannot be determined with certainty; however, it may be assumed to increase with the radiation dose in question, all other
the dose-dependent downward shift in the distribution of decrements in intelligence and school performance, implying that severe mental retardation, a larger percentage exhibited less marked growth and development may be projected to affect all who are exposed at a vulnerable stage to a dose that exceeds the relevant threshold. Thus, while only a small percentage of the individuals who were exposed prenatally to atomic bomb radiation at a critical stage in brain development (i.e., 8–26 weeks after conception) exhibited severe mental retardation, a larger percentage exhibited less marked decrements in intelligence and school performance, implying that there was a dose-dependent downward shift in the distribution of intelligence levels within the entire cohort.8,12

and increases resistance to the cytotoxic, genetic, and carcinogenic effects of a subsequent, larger “test” dose of radiation.36,37 The adaptive response to radiation resembles in many respects adaptive responses elicited by other toxicants,32 and it undoubtedly accounts in part for the decrease in the biological effectiveness of X-rays and gamma-rays that generally occurs as the dose rate is reduced. These features of the adaptive response have prompted some observers to postulate that the dose-response relationships for the genetic and carcinogenic effects of ionizing radiation is biphasic or “horneric” in nature; that is, that it increases with the dose at moderate-to-high levels of exposure but decreases with the dose at low levels of exposure.36,38

This hypothesis, far reaching in its implications for radiation protection, remains to be validated, however, and the weight of existing evidence argues against it.36,39,40

EFFECTS OF PRENATAL IRRADIATION

Apart from the relatively high susceptibility of the unborn child to the carcinogenic effects of ionizing radiation, noted above, the embryo is also highly susceptible to the teratogenic effects of radiation. Thus, although the latter are generally considered to be nonstochastic in nature, exposure to as little as 0.25 Sv during critical stages of organogenesis has sufficed to cause malformations of many types in laboratory animals,33,34 and similar developmental disturbances have been reported to follow intensive prenatal irradiation in humans.3,35,36,49 Note worthy examples of the latter include a dose-dependent increase in the frequency of severe mental retardation and dose-dependent decreases in IQ and school performance scores in A-bomb survivors who were irradiated between the 8th and 15th weeks (and to a lesser extent the 16th and 25th weeks) after conception.4,5,8,12 Furthermore, unlike mutagenic and carcinogenic effects, which are expressed in only a small percentage of exposed individuals, some disturbance of growth and development may be projected to affect all who are exposed at a vulnerable stage to a dose that exceeds the relevant threshold. Thus, while only a small percentage of the individuals who were exposed prenatally to atomic bomb radiation at a critical stage in brain development (i.e., 8–26 weeks after conception) exhibited severe mental retardation, a larger percentage exhibited less marked decrements in intelligence and school performance, implying that there was a dose-dependent downward shift in the distribution of intelligence levels within the entire cohort.8,12

ADAPTIVE RESPONSES AND HORMESIS

A brief exposure to a small, “conditioning” dose of x-rays or gamma rays has been observed experimentally to elicit an adaptive response that enhances growth and survival, augments the immune response, things being equal.31,32 On the basis of this assumption, one may arrive at a crude estimate of the probability of causation, given sufficient knowledge of the dose, when the dose was received, and the extent to which other causal factors also may have been involved.31,32

RADIATION PROTECTION

With the abandonment of the threshold dose-response hypothesis for the mutagenic and carcinogenic effects of radiation, the goal of minimizing the risks of such effects has become preeminent in radiation protection. In pursuit of this goal, the following guidelines have been recommended for any activity involving exposure to ionizing radiation: (a) justification, that is, the activity should not be considered justifiable unless it produces a sufficient benefit to those who are exposed, or to society at large, to offset any harm it may cause; (b) optimization, that is, the dose and/or likelihood of exposure should be kept as low as is reasonably achievable (ALARA), all relevant economic and social factors considered; and (c) dose limits, that is, the likelihood of exposure and the resulting dose to any individual should be subject to control by operating limits.3

The dose limits that have been recommended (Table 35-6) are intended to restrict exposures sufficiently to completely prevent nonstochastic effects in any organ of the body, even in the most sensitive members of the population.3 Although the limits are not expected to protect completely against the mutagenic and carcinogenic effects of radiation, since there may be no thresholds for such effects, the limits are judged to be low enough to prevent the risks of mutagenic and carcinogenic effects from reaching levels that are socially unacceptable.3,41

Implicit in the above guidelines are requirements that any facility dealing with ionizing radiation (a) be properly designed; (b) be carefully planned and its operating procedures be overseen, including dose calibration; (c) have in place a well-conceived radiation protection program; (d) ensure that its workers are adequately trained and supervised; and (e) maintain a well-developed and well-rehearsed emergency preparedness plan, to be able to respond promptly and effectively in the event of a malfunction, spill, or other type of radiation accident.4,51

Since the doses received from medical radiographic examinations and from indoor radon constitute the most important controllable sources of exposure to ionizing radiation for members of the general public, measures to limit these exposures are also called for.4,41 Other potential sources of exposure against which protection is warranted are those posed by the millions of cubic feet of radioactive and mixed wastes (mine and mill tailings, spent nuclear fuel, waste from the decommissioning of nuclear power plants, dismantled industrial and medical radiation sources, radioactive pharmaceuticals and reagents, heavy metals, polyaromatic hydrocarbons, and other contaminants), which tax increasingly severely the existing storage capacities at numerous waste sites.42,43

SUMMARY

The health effects of ionizing radiation are widely diverse, ranging from rapidly fatal injuries to cancers, birth defects, and hereditary disorders months or decades later. The nature, frequency, and severity
of the effects depend on the quality of the radiation in question, as well as on the dose and conditions of exposure. For most effects, radiosensitivity varies with the rate of proliferation and inversely with the degree of differentiation of the exposed cells; as a result, the embryo and growing child are especially vulnerable to radiation injury. Although many types of effects require relatively high levels of exposure, the genotoxic and carcinogenic effects of ionizing radiation appear to increase in frequency as linear-nonthreshold functions of exposure. To minimize the risks of the latter, therefore, exposures to ionizing radiation need to be limited accordingly.

### RECOMMENDED LIMITS OF EXPOSURE TO IONIZING RADIATION FOR RADIATION WORKERS AND MEMBERS OF THE PUBLIC

<table>
<thead>
<tr>
<th>Type of Exposure</th>
<th>Maximum Permissible Dose (mSv)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>A. Occupational Exposures</strong></td>
<td></td>
</tr>
<tr>
<td>1. For protection against stochastic effects</td>
<td></td>
</tr>
<tr>
<td>a. Annual effective dose</td>
<td>50</td>
</tr>
<tr>
<td>b. Cumulative effective dose</td>
<td>Age × 10</td>
</tr>
<tr>
<td>2. For protection against nonstochastic effects in individual organs</td>
<td></td>
</tr>
<tr>
<td>a. Lens of the eye (annual effective dose)</td>
<td>150</td>
</tr>
<tr>
<td>b. All other organs (annual effective dose)</td>
<td>500</td>
</tr>
<tr>
<td>3. Planned special exposures (effective dose)</td>
<td>100</td>
</tr>
<tr>
<td>4. Emergency exposure</td>
<td>—</td>
</tr>
<tr>
<td><strong>B. Public Exposures</strong></td>
<td></td>
</tr>
<tr>
<td>1. Continuous or frequent exposure (effective dose per year)</td>
<td>1</td>
</tr>
<tr>
<td>2. Infrequent exposure (effective dose per year)</td>
<td>5</td>
</tr>
<tr>
<td>3. Remedial action recommended if</td>
<td></td>
</tr>
<tr>
<td>a. Annual effective dose would exceed</td>
<td>5</td>
</tr>
<tr>
<td>b. Effective dose from radon would exceed</td>
<td>0.007 jhm⁻¹</td>
</tr>
<tr>
<td><strong>C. Education and Training Exposures</strong></td>
<td></td>
</tr>
<tr>
<td>1. Annual effective dose</td>
<td>1</td>
</tr>
<tr>
<td>2. Annual equivalent dose to lens of the eye, skin, extremities</td>
<td>50</td>
</tr>
<tr>
<td><strong>D. Exposure of the Embryo and Fetus</strong></td>
<td></td>
</tr>
<tr>
<td>1. Total equivalent dose</td>
<td>5</td>
</tr>
<tr>
<td>2. Equivalent dose in any one month</td>
<td>0.5</td>
</tr>
</tbody>
</table>

†Including natural background radiation exclusive of that from internally deposited radionuclides.
‡Effective dose in any one planned event; or cumulative effective dose in planned special exposures should not exceed 100 mSv (10 rem) over a working lifetime.
§Short-term exposure to more than 100 mSv (10 rem) is justified only in lifesaving emergency situations.

Nonionizing Radiation

Arthur L. Frank

The term nonionizing radiation refers to several forms of electromagnetic radiation of wavelengths longer than those of ionizing radiation. As wavelength lengthens, the energy value of electromagnetic radiation decreases, and all nonionizing forms of radiation have less energy than cosmic, gamma, and x-radiation. In order of increasing wavelength, nonionizing radiation includes ultraviolet (UV) radiation, visible light, infrared radiation, microwave radiation, and radiofrequency radiation. The latter two are often treated as a single category. The energy, frequency, and wavelength range for electromagnetic forces are shown in Table 36-1. All forms of electromagnetic radiation have the same velocity of $3 \times 10^8$ cm/s in a vacuum.

Radiation is emitted continuously from the sun over a wide range from 290 nm in the ultraviolet range to more than 2000 nm in the infrared range with a maximum intensity at about 480 nm in the visible range. The radiation from the sun is modified as it passes through the earth’s atmosphere. Ozone, which is found in the upper atmosphere, absorbs the highest energy ultraviolet radiation. Infrared radiation is absorbed by water vapor, and other wavelengths are altered by passage through smoke, dust, and gas molecules.

All objects above absolute zero temperature emit radiation, much of it as infrared radiation. At low temperatures, only long wavelength radiation is emitted, but as the temperature of the objects increases, shorter wavelength radiation is emitted. Heated metal gives off a red glow; if heating continues, the metal becomes “white hot” as energy throughout the whole visible spectrum is given off. Heated gases may give off wavelengths in the ultraviolet, visible, or infrared regions. Ultraviolet radiation is given off with the use of extremely hot objects. For example, if a red-hot iron is rapidly cooled, the iron emits ultraviolet radiation. Conduction heating of solids produces infrared radiation. The energy is given off by the molecules as they vibrate.

The biological effect of radiation exposure depends on the type and duration of exposure and on the amount of absorption by the organism. The carcinogenic and other effects of ionizing radiation are discussed in Chapter 36.

► ULTRAVIOLET RADIATION

The sun is the major source of ultraviolet radiation although there are artificial sources such as electric arc lights, welding arcs, plasma jets, and special ultraviolet bulbs. The amount of ultraviolet radiation reaching the earth from the sun varies with season, time of day, latitude, altitude, and specific atmospheric conditions. Intensity is greatest at midday and is greater in summer than in winter. In a summer month, about as much ultraviolet radiation reaches the earth’s surface as in the entire period from autumn to spring equinoxes.

Total ultraviolet exposure is greater on a cloudy day due to reflection, and snow reflects about 75% of ultraviolet radiation. Therefore, sunburn may be more severe on a cloudy than a clear day and may be especially severe in those spending a great deal of time on snow. Window glass and light clothing efficiently filter out ultraviolet radiation.

There is a wide range of potential occupational exposures1,2 to ultraviolet radiation in both outdoor work and industrial settings (Table 36-2).

Biological Effects

The organs primarily affected by ultraviolet radiation are the skin and eyes since it has little ability to penetrate. Ultraviolet radiation is strongly absorbed by nucleic acids and proteins, and the effects in humans are largely chemical rather than thermal. Mutations resulting from ultraviolet exposure occur in organisms such as plants and flies but not in humans, again because of low penetration.

Short-term effects on humans include acute changes in the skin. There are four types of changes: (a) darkening of pigment, (b) erythema (sunburn), (c) increase in pigmentation (tanning), and (d) changes in cell growth. Ultraviolet radiation does not penetrate subcutaneous tissue. The corneum, or outermost layer of skin, which is about 0.03 mm thick, absorbs the shortest wavelength ultraviolet radiation. The longer the wavelength, the deeper the radiation penetrates; the longest ultraviolet radiation passes through the corneum and corium into the Malpighian layer. The darkening of preformed pigment occurs immediately and is particularly noted at wavelengths between 300 and 400 nm. The erythema (sunburn) does not begin for at least one-half hour, and there are several peaks within the ultraviolet spectrum with variable times of maximum effect, ranging from 12 hours for radiation at 54 nm to 48 hours for radiation at 297 nm. Darker skin has protective effect, and estimates for darkest skin shades suggest a two- to tenfold threshold value for erythema production. Subsequent exposure reduces the threshold value for erythema production. The increase in pigmentation (tanning) results from a migration of melanin pigment into more superficial skin cells and also from an increased production of melanin pigment. Ultraviolet radiation works as a catalyst to oxidize tyrosine to dihydroxyphenol 1-alanine, which is a precursor of melanin. Changes in skin cell growth follow exposure to ultraviolet radiation. There occurs a cessation of cell growth, followed 24 hours later by an increase in cell division. At this time there is intracellular and intercellular edema that thickens the skin. Eventually there is shedding of cells by scaling. Severe reactions can be seen with blistering, desquamation, and even ulceration of the skin.

Ultraviolet radiation also causes acute effects on tissue of the eye. Exposure can lead to keratitis, inflammation of the cornea, and conjunctivitis. The keratitis may develop after a latency of several hours and returns to normal in a few days. Since the cornea possesses a large number of nerve endings, even small amounts of inflammation can be painful. The effect in the eye is independent of skin color, and there appears to be no development of protection of the eye with repeated exposures.

Long-term effects of ultraviolet exposure include an increased rate of aging of skin with degeneration of skin tissue and a decrease
in elasticity. Late effects of ultraviolet radiation on the eye include the development of cataracts. The most serious chronic effect of ultraviolet exposure is skin cancer.

More than 90% of skin cancers occur on parts of the body exposed to sunlight. Approximately 40% of all cancers in the United States are skin cancers, and in general they are the most common malignancy in light-skinned populations. Rates for skin cancer vary from less than 2 cases per 100,000 in dark-skinned populations to more than 100 per 100,000 in South African whites and Australians. The incidence of skin cancer on a worldwide bases correlates with decreasing latitude. Great excesses of skin cancer occur among persons with outdoor occupations such as agricultural, forestry, and marine activity. Most skin cancers in humans are epithelial cell origin, most commonly noted as basal cell carcinomas followed in frequency by squamous cell carcinomas followed in frequency by melanomas.

Some individuals, for example, those with xeroderma pigmentosum, have particular sensitivity to ultraviolet radiation and are at increased risk for developing disease on exposure. Photosensitivity reactions occur after exposure to a variety of chemicals and drugs, including dyes, phenothiazine, sulfonamide, and sulfonylurea.

Ultraviolet radiation has an important role in the prevention of rickets. Vitamin D is produced by the action of ultraviolet radiation on 7-dehydrocholesterol or related steroidal compounds.

### Protection

Protection measures against ultraviolet radiation include administrative controls, equipment design, and personal protection. Administrative actions include educating and instructing of individuals who will be exposed, posting of notices, limiting access in the workplace, and regulating exposure time. Equipment design includes placement of ultraviolet glass shields. Personal protection includes the use of shields, goggles, and appropriate clothing. Polyvinyl chloride can be used for gloves, and the use of barrier creams is also possible. Exposure during recreation, such as winter sports and sunbathing, including use of tanning beds, should be done in moderation, especially by fair-skinned persons.

### Recommended Values for Protection against Ultraviolet Radiation

Based on regulations adopted from the American Conference of Governmental and Industrial Hygienists in 1976, the federal limits in the United States are as follows:

1. For the near ultraviolet spectral region (320–400 nm), total irradiance incident upon the unprotected skin or eye should not exceed 1 mW/cm² for periods greater than 10³ seconds (approximately 16 minutes), and for exposure times less than 10³ seconds, should not exceed 1 J/cm².

2. For the actinic ultraviolet spectral region (200–315 nm), radiant exposure incident upon the unprotected skin or eye should not exceed the values given in Table 36-3 within an 8-hour period.

### TABLE 36-1. ENERGY, FREQUENCY, AND WAVELENGTH RANGE FOR ELECTROMAGNETIC FORCES

<table>
<thead>
<tr>
<th>Type of Radiation</th>
<th>Energy Range (eV)</th>
<th>Frequency Range (THz)</th>
<th>Wavelength Range (nm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ionizing (includes cosmic, gamma, and x-ray)</td>
<td>&gt;12.4 eV</td>
<td>&gt;3000 THz</td>
<td>&lt;100 nm</td>
</tr>
<tr>
<td>Ultraviolet</td>
<td>6.2–3.1 eV</td>
<td>1500–750 THz</td>
<td>200–400 nm</td>
</tr>
<tr>
<td>Visible</td>
<td>3.1–1.8 eV</td>
<td>750–429 THz</td>
<td>400–700 nm</td>
</tr>
<tr>
<td>Violet</td>
<td></td>
<td>400–424</td>
<td></td>
</tr>
<tr>
<td>Blue</td>
<td></td>
<td>424–491</td>
<td></td>
</tr>
<tr>
<td>Green</td>
<td></td>
<td>491–575</td>
<td></td>
</tr>
<tr>
<td>Yellow</td>
<td></td>
<td>575–585</td>
<td></td>
</tr>
<tr>
<td>Orange</td>
<td></td>
<td>585–647</td>
<td></td>
</tr>
<tr>
<td>Red</td>
<td></td>
<td>647–700</td>
<td></td>
</tr>
<tr>
<td>Infrared</td>
<td>1.8 eV–1.2 meV</td>
<td>429 THz–300 GHz</td>
<td>700 nm–1 mm</td>
</tr>
<tr>
<td>Microwave</td>
<td>1.2 meV–1.2 µeV</td>
<td>300 GHz–300 MHz</td>
<td>1 mm–1 m</td>
</tr>
<tr>
<td>Radio frequency</td>
<td>1.2 µeV–1.2 neV</td>
<td>300 MHz–300 KHz</td>
<td>1 m–km</td>
</tr>
</tbody>
</table>


### TABLE 36-2. OCCUPATIONAL EXPOSURE TO ULTRAVIOLET RADIATION

<table>
<thead>
<tr>
<th>Occupation</th>
<th>Industry/Activity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Aircraft workers</td>
<td>Glass blowers</td>
</tr>
<tr>
<td>Barbers</td>
<td>Metal casting inspectors</td>
</tr>
<tr>
<td>Bath attendants</td>
<td>Oil field workers</td>
</tr>
<tr>
<td>Construction workers</td>
<td>Railroad tract workers</td>
</tr>
<tr>
<td>Drug makers</td>
<td>Ranchers</td>
</tr>
<tr>
<td>Electricians</td>
<td>Seaman</td>
</tr>
<tr>
<td>Farmers</td>
<td>Steel mill workers</td>
</tr>
<tr>
<td>Fishermen</td>
<td>Tobacco irrigators</td>
</tr>
<tr>
<td>Food irradiators</td>
<td>Vitamin D makers</td>
</tr>
<tr>
<td>Foundry workers</td>
<td>Welders</td>
</tr>
</tbody>
</table>

### TABLE 36-3. THRESHOLD LIMIT VALUES (TLV) FOR ULTRAVIOLET RADIATION

<table>
<thead>
<tr>
<th>Wavelength (nm)</th>
<th>TLV (mJ/cm²)</th>
<th>Relative Spectral Effectiveness (S)</th>
</tr>
</thead>
<tbody>
<tr>
<td>200</td>
<td>100.0</td>
<td>0.03</td>
</tr>
<tr>
<td>210</td>
<td>40.0</td>
<td>0.075</td>
</tr>
<tr>
<td>220</td>
<td>25.0</td>
<td>0.12</td>
</tr>
<tr>
<td>230</td>
<td>16.0</td>
<td>0.19</td>
</tr>
<tr>
<td>240</td>
<td>10.0</td>
<td>0.30</td>
</tr>
<tr>
<td>250</td>
<td>7.0</td>
<td>0.43</td>
</tr>
<tr>
<td>254</td>
<td>6.0</td>
<td>0.5</td>
</tr>
<tr>
<td>260</td>
<td>4.6</td>
<td>0.65</td>
</tr>
<tr>
<td>270</td>
<td>3.0</td>
<td>1.0</td>
</tr>
<tr>
<td>280</td>
<td>3.4</td>
<td>0.88</td>
</tr>
<tr>
<td>290</td>
<td>4.7</td>
<td>0.64</td>
</tr>
<tr>
<td>300</td>
<td>10.0</td>
<td>0.30</td>
</tr>
<tr>
<td>305</td>
<td>50.0</td>
<td>0.06</td>
</tr>
<tr>
<td>310</td>
<td>200.0</td>
<td>0.015</td>
</tr>
<tr>
<td>315</td>
<td>1000.0</td>
<td>0.003</td>
</tr>
</tbody>
</table>
3. To determine the effective irradiance of a broadband source weighted against the peak of the spectral effectiveness curve (270 nm), the following weighting formula should be used:

$$E_{eff} = \sum E_s S_\lambda \Delta\lambda$$

where:

- $E_{eff}$ = effective irradiance relative an Ex
- $E_s$ = monochromatic source at 270 nm spectral irradiance in W/cm²/nm
- $S_\lambda$ = relative spectral effectiveness (unitless)
- $\Delta\lambda$ = band width in nanometers

4. Permissible exposure time in seconds for exposure to actinic ultraviolet radiation incident upon the unprotected skin or eye may be computed by dividing 0.003 J/cm² by $E_{eff}$ in W/cm². The exposure time may also be determined using Table 36-4, which provides exposure times corresponding to effective irradiances in μW/cm².

### VISIBLE LIGHT

Visible light is radiation with a wavelength between 400 and 700 nm. The sun is the major source of visible light, but it can also be produced by heating tungsten or other filaments and by electrical discharge in a gas such as mercury or neon. Any ultraviolet radiation given off is largely absorbed by the glass enclosing the bulb.

The abnormal biological effects of visible radiation are generally not serious. A flash of light will bleach visual pigments, causing “spots” in the visual field. Intense visible light, such as one may experience by staring directly into the sun for extended periods, may cause coagulation of the retina, and the scrotoma that results may be permanent.

Snow blindness results from overexposure to sunlight and is characterized by conjunctivitis and keratitis accompanied by photophobia. Use of appropriate lenses will protect against the above effects.

Of potentially greater seriousness are injuries caused by lasers. Laser stands for light amplification of stimulated emission of radiation. Lasers are used in industry, communications, surveying, construction, medicine, and electronics. There are many types of laser apparatus, but all are characterized by their ability to produce an intense, monochromatic, coherent beam in which all waves are parallel and all are in phase. There are three types of lasers: (a) continuous, (b) pulsed, and (c) Q-switched, which are pulsed, but the beam is turned on and off at a rapid rate to produce a beam with higher peak power of shorter duration than the pulsed variety.

### TABLE 36-4. THRESHOLD LIMIT VALUES FOR ULTRAVIOLET RADIATION

<table>
<thead>
<tr>
<th>Duration of Exposure per Day</th>
<th>Effective Irradiance, $E_{eff}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>8 h</td>
<td>0.1</td>
</tr>
<tr>
<td>4 h</td>
<td>0.2</td>
</tr>
<tr>
<td>2 h</td>
<td>0.4</td>
</tr>
<tr>
<td>1 h</td>
<td>0.8</td>
</tr>
<tr>
<td>30 min</td>
<td>1.7</td>
</tr>
<tr>
<td>15 min</td>
<td>3.3</td>
</tr>
<tr>
<td>10 min</td>
<td>5.0</td>
</tr>
<tr>
<td>5 min</td>
<td>10.0</td>
</tr>
<tr>
<td>1 min</td>
<td>50.0</td>
</tr>
<tr>
<td>30 s</td>
<td>100.0</td>
</tr>
<tr>
<td>10 s</td>
<td>300.0</td>
</tr>
<tr>
<td>1 s</td>
<td>3000.0</td>
</tr>
<tr>
<td>0.5 s</td>
<td>6000.0</td>
</tr>
<tr>
<td>0.1 s</td>
<td>30,000.0</td>
</tr>
</tbody>
</table>

Because the laser is a light beam, it follows all the laws of optics and can be manipulated like other light beams. When focused on a spot, a laser can produce enormous heat for drilling and related purposes.

Burns may occur with exposure to lasers, either to the skin or to the eye, if the laser beam hits the retina. This can cause blindness. Lasers also emit ultraviolet radiation, which can cause corneal damage, and infrared radiation, which can cause opacification of the lens.

Threshold values have been proposed for a wide variety of laser equipment.

### ILLUMINATION

**Units for Expressing Amount of Light**

The amount of visible radiation (light) emitted by a luminous object, such as an electrical light bulb, is measured in terms of candle power, based on a standard international candle. The amount of illumination that falls on a surface from a light source is expressed in terms of foot-candles. One foot-candle of illumination is intensity of illumination at any point on a surface 1 foot away from a light source of 1 candle power. The illumination falling on a surface varies inversely as the square of the distance from the light source. The total amount of light that falls on 1 square foot of surface, all points of which are 1 foot from a light source of 1 standard candle, is called 1 lumen, lumen being the term used to measure light flux. The brightness of the light source or of an object reflecting light is usually expressed in terms of foot-lamberts or candles per square inch. One foot-lambert is equivalent to 1 lumen emitted per square foot of the light source. One candle per square inch is the candle power emitted per square inch of light source and is equivalent to 452 foot-lamberts.

**General Principles of Illumination**

**Intensity of Illumination.** Sufficient illumination is essential for visual acuity, maximum speed of seeing, prevention of eye fatigue and eye strain, and thus for efficient work and prevention of accidents. Definite proof that poor illumination leads to permanent eye injury is lacking, but the character of the illumination may affect psychological reactions. Most authorities agree that high levels of illumination, except under such unusual circumstances as direct viewing of the sun, do not produce harmful effects on the eye. The human eye is adapted for vision outdoors where foot-candle levels may range from 1000 in the shade to 10,000 in the sun.

Standards of illumination usually are set in terms of the amount of illumination that falls on the work area. Since vision depends on the light reaching the eye, however, the important consideration is not the amount of illumination on the desk or workbench but the amount of light reflected to the eye. For example, if there are 50 foot-candles of illumination falling on a white object, which reflects about 80% of the visible light, then 40 foot-candles of illumination are reflected toward the eye. If the same amount of light falls on a dark object, which reflects 20% of the light, only 10 foot-candles of illumination are reflected to the eye. Hence it is necessary to specify different standards of illumination for different circumstances, depending on the amount of light reflected from each work area.

 Authorities differ on the amount of illumination essential for vision. Visual acuity and speed of vision increase markedly with an increase in illumination up to about 10 foot-candles, and then increase more slowly up to about 20 foot-candles. Hence 15–20 foot-candles can be accepted as a bare minimum level of illumination for vision under the most optimum conditions. When the reflection factor is reduced, as in work on dark colors or when the contrast in color between the object and its background is reduced, higher levels of illumination are necessary for good visual acuity and speed of vision. Higher levels are required also for continuous and fine eye work. Persons with poor vision or eye defects require more illumination than those with normal eyesight. Generally it is recommended that when the contrast in color and brightness between the object and the immediate
background is good and when the object being viewed is the size of normal print, the lighting for continuous eye work should supply a minimum of 30 foot-candles on the object. Where poor contrast exists or the size of the object is small, the minimum illumination requirement should be set at 50 foot-candles. Higher levels are necessary under certain conditions. In 1965, the American National Standards Institute (ANSI), in cooperation with the Illuminating Engineering Society, published an American Standard Practice for Industrial Lighting, including a list of the current recommended much higher levels of illumination, but the 1965 standards were reconfirmed in 1970 by the American National Standards Institute and adopted by the United States Department of Labor as the standards to be used under the 1971 Occupational Safety and Health Act.

Brightness and Glare. The amount of light reaching the eye from a light source or by reflection from an object is commonly designated as the brightness of the source or object and is usually expressed in foot-lamberts. Although the eye can adapt to very high levels of brightness, such as daylight outdoors, it cannot tolerate great contrasts in brightness between the central field of vision and the surrounding area. Such contrasts interfere with vision and may produce an uncomfortable sensation. In viewing an object against its surroundings, the visual acuity is greatest when the surrounding area has the same brightness as the central field of vision. The brightness of this central field should never be less than that of the surroundings.

Brightness contrasts are produced also when bright light sources are in the field of view. If the eye is adapted to a high level of illumination and the contrast is not great, a bright light in the field of vision does not produce discomfort. The degree of the glare sensation depends on the distance of the eye from the light source, the brightness of the light source in relation to that of the object on which the eye is focused. Excessive reflection from shiny surfaces, so-called reflected glare, produces an uncomfortable sensation and may completely obliterate the outline of an object. The effect of glare on vision increases sharply in older age groups; bare light bulbs should never be permitted in the field of vision.

Differences in Illumination. Great differences in illumination between one work space and another or between a work area and a hallway are dangerous if people are required to move from one space to the other. When passing from a brightly lighted area to one with a low level of illumination, the visual acuity is markedly decreased until dark adaptation has occurred. Although some adaptation occurs fairly rapidly, it requires at least one-half hour for adequate readjustment of vision to dim light. The greater the light adaptation, the slower the dark adaptation that follows. During the readjustment period, the ability of the eye to see clearly is so reduced that the danger of accident is increased. Adaptation requires only a few minutes when passing from a dimly lighted space to one at a high level of illumination.

Color of Light and Surroundings and Surface Finish

A contrast in color between the object and its immediate background is important; the more definite the color contrast, the greater the visual acuity and speed of vision. The value of color contrast is due partly to the dissimilarity in color and partly to differences in the amount of light reflected by the different colors. Recognition of an object becomes most difficult when a black object is viewed against a black background. Here, differences in texture and shadows are necessary for vision. Higher levels of illumination are required where the color contrast is reduced. The color and finish of the walls, ceiling, furniture, and machinery are of great importance in illumination because the amount of light reflected is determined chiefly by the color.

Recommendations: Artificial and Natural Lighting

Artificial Illumination. It is evident from the above discussion that a basic amount of general illumination must be supplied to all areas of a room to prevent great contrasts in brightness. Local or supplemental lighting, in addition to general lighting, is necessary when very high levels of illumination are required, when illumination is needed in specific areas not accessible to general lighting, where light must come from a particular angle, where hand readjustments are needed, where shadows are required for the prevention of reflected glare, and in various other circumstances. Supplementary lighting sources should be arranged so that other persons in the vicinity are not exposed to excessively bright spots of light.

Lighting fixtures fall into four types:

1. Totally indirect units give diffuse illumination with no shadows or glare, but they are uneconomical and accumulate dust. Good reflection from the ceiling is necessary, but excessive brightness of the ceiling must be avoided.
2. Direct units are economical but cause shadows, produce glare, and give spot rather than diffuse illumination. They are used chiefly with high ceilings or for local lighting.
3. Semi-indirect units are satisfactory when equipped with diffusers, when ceiling reflection is adequate, and when they are properly placed to avoid too much brightness in the field view.
4. Large units have a lower candle power per square inch; for example, long tabular fluorescent lights give less concentrated lighting than round tungsten-filament bulbs, which have a higher brightness per unit area (Table 36-5). Large units with moderate brightness also may cause discomfort if placed directly in the field of view.

Natural Illumination. Daylight, if properly arranged, may be a very effective source of good illumination in a room. Much more difficulty is encountered in designing for daylighting than for artificial lighting, however. The amount of daylight reaching a room varies with the location and orientation of the building, with the presence of surrounding buildings, and with the time of day, season, weather, and degree of atmospheric pollution. Furthermore, while artificial lighting can be evenly spaced throughout a room and directed as desired, daylight is available only from certain areas, and its distribution is more difficult to control. Because of these variable factors, only a few general recommendations for providing daylight illumination can be given.

Windows facing south give maximum heat in cold climates but considerable glare; those facing north are advised for buildings in warm climates. The glass area should be at least 20% of the floor area of the room. The tops of the windows should be as near the ceiling as possible, since the higher the windows, the more effectively the light

<table>
<thead>
<tr>
<th>Light Source</th>
<th>Foot-Lamberts</th>
<th>Candles per Square Inch</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sun as observed at earth’s surface</td>
<td>450,000,000</td>
<td>1,000,000.0</td>
</tr>
<tr>
<td>Full moon, clear sky</td>
<td>150</td>
<td>3.3</td>
</tr>
<tr>
<td>1000 W type H-6 mercury lamp</td>
<td>104,000,000</td>
<td>230,000.0</td>
</tr>
<tr>
<td>400 W type H-1 mercury lamp</td>
<td>443,000</td>
<td>960</td>
</tr>
<tr>
<td>Brightest spot on bulb of:</td>
<td></td>
<td></td>
</tr>
<tr>
<td>500 W tungsten-filament lamp</td>
<td>131,000</td>
<td>290.0</td>
</tr>
<tr>
<td>100 W tungsten-filament lamp</td>
<td>58,800</td>
<td>130.0</td>
</tr>
<tr>
<td>40 W tungsten-filament lamp</td>
<td>24,800</td>
<td>55.0</td>
</tr>
<tr>
<td>30 W fluorescent, 1-inch tube (white)</td>
<td>2400</td>
<td>5.3</td>
</tr>
<tr>
<td>40 W fluorescent, 1½ inch tube (white)</td>
<td>1750</td>
<td>3.9</td>
</tr>
<tr>
<td>100 W fluorescent, 2½ inch tube (white)</td>
<td>2180</td>
<td>4.8</td>
</tr>
</tbody>
</table>
Extremely Low Frequency Electromagnetic Fields

Louis Slesin

Extremely low frequency (ELF) electromagnetic fields (EMFs) are in the 0–300 Hz frequency range. Transmission and distribution power lines, which operate at 60 Hz in the United States and at 50 Hz in most other countries—together with electric appliances—are the most common sources of ELF EMF exposures. The strength of the magnetic field, measured in microteslas (µT) or milligauss (mG), is a function of the electric current flowing in the power line: the greater the current, the higher the magnetic field (note that 1 µT = 10 mG). The electric field is proportional to the voltage of the line and is measured in volts per meter (V/m). The intensities of the electric and magnetic fields decrease as one moves away from the source.

Because the current flowing in a power line changes over time, so does the associated magnetic field. The only reliable way to estimate the magnetic field is to use a gaussmeter. Both single- and three-axis meters are available. The three-axis units automatically calculate the vector sum of the field in all directions.

A large-scale survey of ELF EMF exposures in the United States in the mid-1990s estimated that more than half of the American population is exposed to an average magnetic field of less than 1 mG, while approximately 6% are exposed to a 24-hour average of more than 3 mG, and approximately 0.5% or one million Americans are exposed to more than 10 mG. The largest exposures occurred in the workplace and the lowest were in bed at home.

Electric appliances can have a very high magnetic field very close to the units, but the fields decrease even more rapidly with distance than for power lines. In general, the greater the current draw, the higher the fields. Appliances that can entail the highest exposures are microwave ovens and hair dryers, as well as some types of electric blankets.

The potential health effects of exposure to ELF EMFs remain controversial. On the one hand, there is now a consensus among epidemiologists that children exposed to ambient magnetic fields of 3–4 mG show an increased incidence of leukemia. Yet, on the other hand, there is still no accepted mechanism to explain how ELF EMFs can induce or promote cancer and only inconsistent support for a cancer link from laboratory and animal studies.

In 2001, a committee assembled by the International Agency for Research on Cancer (IARC) classified ELF magnetic fields as a Group 2B carcinogen—that is, they are "possibly carcinogenic to humans." Three years earlier, another expert group advised the U.S. National Institute of Environmental Health Sciences (NIEHS) that it too considered ELF magnetic fields to be possible human carcinogens. In each case, the driving force for the designation was the possible risk of childhood leukemia.

The following year, 2002, at the end of an 8-year project at a cost of more than $7 million, the California Department of Health Services issued a report, which concluded that EMFs are likely linked to the development of not only childhood leukemia, but also of adult brain cancer, amyotrophic lateral sclerosis (ALS), and miscarriages.

Epidemiological Studies

Nancy Wetheimer and Ed Leeper first pointed to a link between high-current electrical facilities and childhood cancer in 1979. Over the next 20 years, a host of follow-up studies were carried out, most of which, but not all, showed an increased risk of childhood leukemia among those exposed to milligauss-level magnetic fields.
More recently, two independent meta-analyses,7 with data from the best of these epidemiological studies, have found that the risk of a child developing leukemia doubles following exposure to magnetic fields above 3–4 mG.

Associations have also been reported among those living near power lines. For instance, in June 2005, the Childhood Cancer Research Group in the United Kingdom found a 70% increase in leukemia among children living within 200 meters of a power line. The team concluded like many others in the past: “We have no satisfactory explanation for our results in terms of causation by magnetic fields, and the findings are not supported by convincing laboratory data or any accepted biological mechanism.”18

The lack of support from laboratory and animal experiments clearly weakens the association but may be due to our still primitive understanding of what aspect of EMF exposure is responsible for the increased cancer risk. Most experimental studies have used a pure sinusoidal EMF at 50–60 Hz, rather than real-world fields that include more complex waveforms. For instance, short-lived electromagnetic transients with high peak-power have long been cited as being more biologically active than simple sine waves, but unfortunately, very little research has been done to investigate the potential effects of complex fields.

As Kenneth Olden, the director of the NIEHS, reported to the U.S. Congress in 1999 at the end of a 6-year federal research program known as EMF RAPID: “The human data are in the ‘right’ species, are tied to ‘real life’ exposures and show some consistency that is difficult to ignore.”9

Studies of EMF-exposed workers show less consistency than the childhood residential studies, but they too show a pattern of excess leukemia, as well as brain cancer. Meta-analyses sponsored by the U.S. electric utility industry point to small, but statistically significant associations for both types of cancer.10 Here again, the difficulties associated with identifying the appropriate exposure parameters have frustrated attempts at reaching firm conclusions.

Most occupational studies have focused on worker exposure to magnetic fields, but Anthony Miller observed much higher risk estimates when he took into account exposures to electric fields. For instance, in a study of electric utility workers, Miller reported “significant elevations” in the risk of leukemia for relatively high exposures to both magnetic and electric fields.11 In a later analysis, Paul Villeneuve and Miller found that workers who had worked for at least 20 years and had considerable exposure to electric fields above a threshold of 10–20 V/m had an increased risk of leukemia which was 8–12 times the expected rate.12 Unfortunately, there have not been any follow-up studies to see whether other workers have experienced similar, elevated risks of leukemia and whether the risks are dependent on exposures above a certain threshold.

The importance of an exposure threshold got a big boost when a prospective study by De-Kun Li of Kaiser Permanente in Oakland, California, showed that women who were exposed to 16 mG or more had an increased risk of spontaneous miscarriage.13 Prior to this, EMF-miscarriage studies had found mixed results. Li’s result also awaits replication and confirmation.

The lack of a clear resolution is common for a number of possible ELF EMF health risks. The case for ALS is quite strong,14 while that for Alzheimer’s is more mixed.15 For female breast cancer, it is still hard to reach any firm conclusion: Some occupational studies show an association,16 while others do not.17 For residential exposures, all the recent efforts have shown no elevated risk,18 but this may be at least partially due to the fact that exposures at home were quite low. There is a stronger association for male breast cancer and EMF exposures.19

**Biophysical Bases for the Epidemiological Links**

The lack of a mechanism of interaction continues to undermine the acceptance of the EMF–cancer link. Nevertheless, two lines of laboratory research offer support for the epidemiological findings. The first stems from experiments carried out at the University of Washington, Seattle, where Henry Lai and N. P. Singh have shown that power-frequency magnetic fields can induce single- and double-strand breaks in the DNA of rats.20 A number of others have also found this genotoxic effect: Sweden’s Britt-Marie Svendsen15 did so using mice, and Austria’s Hugo Rüdiger21 with in vitro studies.

Even though the quantum energy at 50/60 Hz is far below that needed to break a chemical bond, there may be alternative explanations based on epigenetic changes. Meanwhile, researchers are trying to extend the work in the hope that it throws some light on the nature of the interaction. For instance, Rüdiger found the strongest effect on DNA with an intermittent EMF exposure (field on for 5 minutes, followed by 10 minutes with the field off) and at a relatively low intensity—350 mG (35 μT). Lai and Singh argue that free radicals are the key to understanding the EMF–DNA interaction: they have shown that free radical scavengers can block DNA strand breaks.22 They have won support from an Italian group that has also linked the breaks to the formation of free radicals.23

A second possible mechanism centers on melatonin, a natural hormone and powerful antioxidant produced by the pineal gland at night. Visible light has long been known to stop the flow of melatonin from the pineal; EMFs can have a similar, albeit weaker, effect. In 1987, Richard Stevens proposed that electric power, by both increasing light-at-night and EMF exposures, could be responsible for the increased incidence of breast cancer in industrially advanced societies.24

While laboratory studies exposing humans and animals to pure sinusoidal 50/60 Hz magnetic fields have yielded mixed results, surveys of people exposed to EMFs on the job25 and at home—what is, in real-world environments—have been much more consistent in showing suppression of melatonin.

Jim Burch of Colorado State University has helped elucidate some of the complexities of the EMF–melatonin interaction. He has found that electric utility workers exposed to circularly- or elliptically-polarized fields have lower melatonin levels, but he did not see a similar reduction among those exposed to linearly-polarized EMFs.26

EMFs can not only inhibit the production of melatonin by the pineal, they can also block its oncostatic action. In the 1980s, David Black showed that melatonin can inhibit the growth of MCF-7 breast cancer cells.27 Then about 10 years later, Robert Liburdy showed that a very weak (1.2 μT or 12 mG) 60 Hz field can counteract the antiproliferation action of the melatonin on breast cancer cells.28 Four other labs have succeeded in repeating Liburdy’s experiment. A Japanese group, the fifth to document this effect, went on to show how a low-intensity magnetic field can disrupt a cell’s signaling system.

In a series of animal exposure studies, a team led by Wolfgang Lö scher of Germany’s Hannover Medical School has shown that a 50 Hz magnetic field can promote breast cancer in rats initiated by the carcinogen 7,12-dimethylbenz[a]anthracene (DMBA).29 An effort by the U.S. National Toxicology Program failed to replicate this finding,30 but subsequent experiments by Lösch er explained the apparent discrepancy. He identified a genetic component to the effect: two substrains of the rats can respond differently to the tumor-promoting effects of the magnetic fields.31

**RADIO FREQUENCY AND MICROWAVE RADIATION**

Radiofrequency and microwave (RF/MW) radiation covers the 3 kHz–300 GHz frequency band of the electromagnetic spectrum. The most common sources of public exposure to RF/MW radiation are mobile phones and their associated towers (see following sections). Television and radio stations use more powerful signals to broadcast their programs. Other high-power sources include radars and satellite uplinks. (Satellite dishes are passive: they only collect microwave signals much like a magnifying glass can focus the sun’s rays.) The military is a major user of RF/MW radiation for communications, radar, and electronic warfare. A multitude of industrial applications make use of the radiation’s heating properties—for instance RF heaters and sealers are used to make products as diverse as loose-leaf plastic...
binders to car seats; other applications include laminating wood veneers. Microwaves are also used in hyperthermia for the treatment of cancer. The ambient intensity of the radiation is measured in milliwatts per square centimeter (mW/cm²) or watts per square meter (W/m²) (1 mW/cm² = 10 W/m²). Specific absorption rates (SARs) are used to quantify energy delivered to tissues and are measured in watts per kilogram (W/Kg).

RF/MW meters are more expensive than those that can measure 50/60 Hz fields. SARs are difficult to estimate and must be converted to intensity limits for enforcement. For adult humans, an average whole-body SAR of 4 W/Kg is approximately equivalent to a power density of 10 mW/cm² at 30–300 MHz.

Epidemiological Studies

There are far fewer high-quality epidemiological studies of RF/MW-exposed populations than there are power frequencies. Stanislaw Szmgieleski of the Center for Radiobiology and Radiation Safety in Warsaw is the only researcher to ever run a major epidemiological study of military personnel occupationally exposed to RF/MW radiation. Overall, he found that exposed soldiers had twice the expected rate of cancer, a statistically significant finding. For leukemia and lymphoma, the incidence was six times that of the controls, with even higher rates for younger (20–50-year-old) servicemen. In the United States, an early effort to investigate those exposed to radar in the military was marred by the selection of controls—some of these had been exposed to radar radiation. A later study of navy personnel found a suggestion of a leukemia risk, but this study also suffered from poor exposure assessment.

Problems with estimating exposures have similarly set back epidemiological studies of possible risks associated with radio and TV broadcast radiation. Nevertheless, studies in a number of different countries have implicated various different types of broadcast radiation with leukemia, especially among the young. In Australia, Bruce Hocking, an occupational physician, found higher rates of leukemia among children living near a TV tower in Sydney. Helen Dolk saw a similar pattern in the United Kingdom among adults near TV and FM transmitters outside of Birmingham, but her follow-up study of those living near other transmitter sites in England was ambiguous. A team from South Korea identified a significantly higher mortality rate from leukemia among young adults (under 30 years of age) living in the vicinity of AM broadcast towers. A higher than expected incidence of childhood leukemia has also been found near the high-power shortwave transmitters operated by the Vatican radio outside Rome. Convincingly, there was a significant decline in cancer risk with increasing distance from the Vatican antennas. In an earlier study, Sam Milham had reported higher rates of leukemia and lymphoma among amateur radio operators but the nature of their electromagnetic exposures (as well as other possible toxic substances) is not clear.

The focus of RF/MW epidemiology has now turned to mobile phones and to a lesser extent to their associated towers (see below). This is also the case for in vitro and animal studies.

► MOBILE PHONES AND TOWERS

The most important public health issue related to nonionizing electromagnetic radiation is the widespread use of mobile (cellular) phones. More than two billion people around the world are now regular users of these hand-held devices. Whether or not there are any deleterious effects of long-term exposure to microwave radiation remains an open question.

The International Agency for Research on Cancer (IARC) is coordinating the Interphone Project, in which epidemiologists from 13 countries (the United States is not among them) are investigating possible mobile phone cancer risks. Each country is running its own case-control study. The combined data—projections point to a total of more than 5100 cases of benign and malignant brain tumors, as well as more than 1100 cases of acoustic neuromas and more than 100 cases of malignant parotid gland tumors—will then be analyzed together. The results are due by 2008.

A number of participating teams have already published their findings—these include Denmark, Germany, and Sweden. More significantly, five northern European countries have pooled their data and seen a statistically significant 39% increase in gliomas on the side of the head the phone was used among those who had used cell phones for at least ten years. A similar ipsilateral, long-term risk has been seen for acoustic neuroma, a benign tumor of the acoustic nerve by the Swedish group and in a five-country meta-analysis.

A second team of Swedish researchers, led by Lennart Hardell and Kjell Hanson Mild, has also seen a risk of acoustic neuromas, as well as other types of brain tumors. In addition, they found indications that there are also health risks associated with the use of cordless phones. These same researchers have reported a higher brain tumor risk among those using phones in rural areas, compared to those using them in urban environments. These potential risks should become somewhat clear when the complete Interphone results become available. Nevertheless, there are reasons to suspect that even then considerable uncertainty will remain. First, only a relatively small number of people participating in the Interphone study will have used mobile phones for more than 10 years, an important limitation given that some cancers have a latency of 15–20 years. In addition, epidemiologists have a hard time estimating exposures to mobile phone radiation. This is further complicated by changes in technology—for instance, the transition from analog to digital as well as the variety of possible signal types, such as CDMA (code division multiple access) and TDMA (time division multiple access).

While much of the concern over mobile phones has been focused on cancer and acoustic neuromas, a number of other effects have also been reported. These include:

• DNA Breaks: Lai and Singh, who have shown that ELF EMFs can cause DNA breaks, had previously found a similar effect at RF/MW frequencies.

• Changes in Brain Activity and Sleep Patterns: A Swiss group led by Alexander Borbély and Peter Achermann at the University of Zurich has shown that a single 30-minute peak exposure to a 1 W/Kg (in the head) microwave signal simulating that from a GSM mobile phone had an immediate effect on the brain’s electrical activity which lasted through most of the night’s sleep. This group has found that “pulse modulation is crucial for RF EMF-induced alterations in brain physiology.”
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• Activation of Stress Proteins: Dariusz Leszczynski of Finland's Radiation and Nuclear Safety Authority has found that nonthermal mobile phone signals can cause changes in the expression of heat-shock proteins. Leszczynski has suggested that these effects, "when occurring repeatedly over a long period of time, might become a health hazard because of the possible accumulation of brain tissue damage."61

• Changes in Reaction Times: A number of research teams have seen improvements in cognitive functions and reaction times in psychological tests—by small but significant amounts—following exposure to mobile phone radiation.62,63 There are inconsistencies among these reports, and their relevance to human health remains unclear.

In light of the uncertain health impacts associated with the use of mobile phones, a number of expert panels have recommended a precautionary approach to their use by children. The first of these was a U.K. group headed by Sir William Stewart, which, in its report issued in 2000, discouraged widespread use by children "because of their developing nervous system, the greater absorption of energy in the tissue of the head and longer lifetime of exposure."64 In a follow-up report issued in 2004, Stewart reaffirmed this recommendation.65 Similarly, a French panel has also advised that parents limit the use of mobile phones by children.66

Numerous devices are being marketed to reduce radiation exposures from hand-held phones. Practically all are useless. Hands-free sets are the single exception; they allow you to move the phone away from your head and your eyes.

Although unrelated to radiation exposure, it is worth pointing out that the use of a mobile phone while driving a motor vehicle substantially increases—by a factor of four, according to one estimate67—the risk of an accident. The use of a hands-free set has been shown to do little to improve the reaction time for applying brakes.68,69

Mobile phone towers entail much lower exposures than the phones—on the order of 1000-times less—but on the other hand, the towers are transmitting all the time. Such low exposures make epidemiological studies very difficult to carry out. Nevertheless, in 2003, the U.K. government funded a study of leukemia and other cancers among children living near these towers—the first effort of its kind.

One provocation study, carried out in The Netherlands, has found, to the surprise of many observers, that a RF/MW radiation of only 1 V/m has an impact on the "well-being" of those exposed.69 But an attempt to repeat this finding failed.70,71 Claims of electrosensitivity among certain populations remain controversial and unresolved.

► EMF AND RF/MW EXPOSURE LIMITS

The United States has no federally enforceable standards to govern ambient exposures to any type of ELF EMFs or RF/MW radiation. Two, sometimes competing, groups set voluntary exposure limits: the International Commission on Non-Ionizing Radiation Protection, better known as ICNIRP,72 and the International Committee on Electromagnetic Safety (ICES), a group working under the aegis of the Institute of Electrical and Electronics Engineers (IEEE), based in Piscataway, New Jersey.

There are two federal limits for specific products: one governing mobile phones and the other microwave ovens. The Federal Communications Commission (FCC) has adopted the IEEE exposure limit for hand-held mobile phones: an SAR of 1.6 W/Kg averaged over 1 g of tissue. This is stricter than the ICNIRP limit of 2.0 W/Kg averaged over 10 g of tissue. The averaging volume may seem of little consequence, but in fact going from 1 g to 10 g results in a two-to-threefold increase in allowable exposures. In 2005, the IEEE relaxed its mobile phone limit to match the ICNIRP standard, except that the IEEE exempts the pinna while ICNIRP does not.73 The FCC has not yet indicated whether it might adopt the weaker standard.

More than 30 years ago, the Food and Drug Administration adopted an emission standard of 1 mW/cm2 at 5 cm from the door of a new microwave oven and 5 mW/cm2 once it leaves the store.

Changes in biological standards. While the ICNIRP and the IEEE guidelines are based only on acute hazards and do not address possible long-term risks, such as cancer. At ELF frequencies, the standards seek to protect against shocks and burns, while for RF/MW radiation, they are designed to protect against thermal hazards. Both groups have discounted the well-documented childhood leukemia risk at power frequencies.

The ICNIRP standard specifies a general public limit of 1 G (1000 mG) and 5 kV/m for power frequency magnetic and electric fields, respectively. For workers, the limits are 5 G and 10 kV/m. The IEEE limits are more lenient: approximately 9 G and 5 kV/m for the public and 27 G and 20 kV/m for those in "controlled" environments, respectively (these latter limits are essentially equivalent to occupational standards).72

Given the enormous gulf between the general public limit of 1–9 G and the apparent threshold of 3–4 mG for a leukemia risk among children, there have been calls for a precautionary approach to reduce exposures to ELF EMFs73 similar to those for mobile phones and children. Others, for instance those at the World Health Organization, have opposed such proposals, arguing that they would undermine the scientific basis of exposure standards.74

In the United States, precautionary policies are framed in terms of "prudent avoidance," a term first applied to EMF health risks by a team at Carnegie Mellon University in the late 1980s in a report prepared by the Congressional Office of Technology Assessment (OTA—now disbanded).75 Prudent avoidance, like other precautionary policies, may be defined in various ways. The OTA proposed that ELF EMF exposures may be reduced by rerouting power lines and redesigning electrical systems and appliances when these actions entail "modest costs." Prudent avoidance is a low-cost variation of the ALARA (as low as reasonably achievable) strategy devised to limit exposures to ionizing radiation.

At RF/MW frequencies, the ICNIRP76 and IEEE77 standards are similar. They are both frequency dependent, based on the assumption that the threshold for ill effects is 4 W/Kg (averaged over a 6-minute interval). Each then applies a safety factor of 10 to determine the occupational or controlled exposure limits. These are thus based on an SAR of 0.4 W/Kg. For exposures of the general public, each then adds another safety factor of 5 for a resulting SAR of 0.08 W/Kg. When converted to ambient exposure limits, the two sets of guidelines are frequency dependent to take into account the changes in energy absorption. When plotted as a function of frequency, the limits have a well shape. At their most restrictive frequencies (10–400 MHz for ICNIRP and 100–400 MHz for IEEE) these SARs translate to 1 mW/cm2 for workers and 200 µW/cm2 for the general public.

Above 400 MHz, the ICNIRP public exposure limit rises to 1 mW/cm2 at 2 GHz (to 5 mW/cm2 for workers). The IEEE is less strict above 400 MHz, rising to 10 mW/cm2 at 15 GHz for the uncontrolled and at 2 GHz for controlled exposures. For frequencies below approximately 100 MHz, limits for contact currents are specified.

The guidelines also include looser limits for partial body exposures. ICNIRP and the IEEE allow a 25-fold (for the head and trunk) and a 20-fold increase, respectively. These less strict limits do not apply to the eyes or the testes, however. (The mobile phone exposure limits of 1.6 W/Kg [IEEE] and 2.0 W/Kg [ICNIRP] are derived by multiplying the 0.08 W/Kg guideline by 20 or 25, respectively.)

Some national governments, notably those of Italy and Switzerland, have adopted precautionary limits for both ELF EMFs and for RF radiation. In addition, China and Russia have their own sets of limits that are significantly stricter than those of ICNIRP and the IEEE. In 2000, for instance, Switzerland adopted a 10 mG (1 µT) exposure standard for magnetic fields from new power lines, substations, and electric railway lines in places where people spend time—a level that is 100 times stricter than the ICNIRP guidelines. For RF/MW radiation from mobile phone towers, the Swiss have an...
ambient limit of 4.2 \mu\text{W/cm}^2 (4 \text{V/m}), which is 100–150-times stricter than ICNIRP and the IEEE. Italy’s standard for mobile phone towers is 10 \mu\text{W/cm}^2 (6 \text{V/m}).

Individual countries cannot easily set strict standards for mobile phones because they would be seen as barriers to trade. Nevertheless, TCO Development, an arm of the Swedish white-collar union, is advocating an SAR limit of 0.8 W/Kg averaged over 10 g of tissue for mobile phones, with an additional specification on the communications efficiency.\(^\text{77}\) Using a similar strategy promoting a precautionary limit that is technologically feasible—TCO prompted an industry-wide reduction of operator exposures from video display terminals (VDTs). Today, essentially all large manufacturers market TCO-compliant displays, and concerns over radiation emissions have faded away. While this is good news for data entry workers and the huge number of other computer users, it has left unresolved the question as to whether or not EMFs from cathode ray tubes can lead to miscarriages and other adverse pregnancy outcomes.\(^\text{78}\)

\section*{FUTURE RESEARCH}

Health research on ELF EMFs and RF/MW radiation has come to a standstill in the United States. The only organizations doing any work are EPRI, the research arm of the electric utility industry, and the U.S. Air Force. Both organizations have clear conflicts of interest. EPRI is spending most of its budget trying to show that childhood leukemia is attributable to contact currents rather than the magnetic fields from their members’ power lines. The Air Force is developing crowd control weapons, for example “active denial technology”—one of a growing number of “nonlethal weapons.” Active denial uses millimeter waves (\sim 100 \text{GHz}) to cause heat-induced pain to disperse crowds. Air Force researchers argue that skin heating does not cause any long-term ill effects.\(^\text{82}\) The Air Force has played a leading role in the development of the IEEE safety standards, but few have raised objections to its simultaneous promotion of weapons and exposure limits.

The U.S. National Toxicology Program has proposed to undertake a major series of RF/MW-animal studies. At this writing, the studies are due to begin in the near future, possibly by late 2007. The situation in Europe is very different with both the EC and individual countries sponsoring their own sets of health studies.
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Effects of the Physical Environment: Noise as a Health Hazard

Aage R. Moller

Noise is hazardous to health mainly because it can damage the ear, but it may also influence other bodily functions. A temporary or permanent decrease in hearing acuity, such as that from noise exposure (noise-induced hearing loss, NIHL), may impair speech communication. Noise can also mask speech and warning signals and thus poses a risk to safety and to the general health of workers.

The most apparent and best-known health risk from noise is damage to hearing, so this will be addressed first. The other effects of noise are dealt with later in the chapter.

**EFFECT OF NOISE ON HEARING**

In this chapter, we use the word *noise* to describe sound that may be damaging to hearing, because this word has traditionally had negative connotations and thus will be identified more readily with health hazards. The potential of noise to damage hearing, however, is entirely related to its physical properties. The amount of NIHL that is acquired is related to the intensity and durations of the noise exposure and the character of the noise (spectrum and time pattern). The character of the noise—whether it is continuous or transient and its spectrum—also plays a role and different types of noise pose different degrees of risk to hearing, even though the overall intensity of the noises is the same; impulsive sounds such as that from gunshots generally pose a greater risk than continuous noise.

Low-frequency sounds are considered to be less damaging than high-frequency sounds of the same physical intensity. Therefore, when noise intensity is measured with a sound-level meter for predicting its effect on hearing, a frequency weighting is used. The commonly used weighting (A-weighting) gives energy at low frequencies less weight than energy at high frequencies. The importance of the temporal pattern of noise is more difficult to represent in standard measurement of noise level.

Since it is the physical characteristics of the sound that determines its potential for causing hearing loss, the origin of the sound has no influence upon the degree of risk it presents for hearing damage, and sounds to which people are exposed during recreational activities pose as great a risk to hearing as noise that is associated with work activities such as in industry. Activities where people are exposed to gunshot noise in particular pose a high risk of inducing NIHL. There is great variation in an individual person’s susceptibility to noise-induced hearing loss (NIHL) and, therefore, only the average probability for acquiring a hearing loss can be predicted on the basis of knowledge about the physical characteristics of noise and the duration of exposure to noise.

**Temporary Threshold Shift and Permanent Threshold Shift**

The first effect noticed when an ear is exposed to sounds above a certain intensity and for a certain time is a reduction in the ear’s sensitivity (elevated hearing threshold). This reduction in hearing is greatest immediately after the exposure and decreases gradually after the exposure has ended. If the noise has not been too loud or the exposure too long, hearing will gradually return to its original level. This kind of hearing loss is known as *temporary threshold shift* (TTS) (Fig. 37-1). TTS may be experienced after single exposures to high-intensity sounds such as from explosions and from gunfire. If the noise is more intense than a certain value and/or the exposure time longer than a certain time, the resulting hearing threshold never returns to its original value and a *permanent threshold shift* (PTS) has occurred. PTS is the stable threshold shift that is experienced after recovery from TTS (Fig. 37-1). PTS dominate in people who have been exposed to such noise for many years, and the TTS component after the end of the exposure is small. Individual variation in NIHL for the same noise exposure is considerable and the curves in Figure 37-1 represent the average course of hearing loss. While TTS probably results from temporary impairment of the function of the sensory cells in the cochlea (which is a part of the inner ear), PTS has been associated with irreversible damage to these cells. However, research has shown that the cause of NIHL (TTS and PTS) is more complex than just morphological changes in hair cells. While there are changes in the nervous system most likely contribute to the symptoms of NIHL. Animal studies have disclosed that activation of a particular neural circuit in the brainstem (the olivocochlear bundle) may protect the ear from noise-induced hearing loss. While the damage to the cochlear hair cells can be seen when the cells are examined histologically under high-power magnification, these other
Measurement of Hearing

Hearing loss is measured in decibels (dB) relative to a normative average hearing threshold obtained based on the hearing thresholds of young people who have had no known exposure to noise. Slightly different standards for “normal” hearing are used in different parts of the world. The difference between the hearing threshold of an individual and the “standard” hearing threshold is known as the “hearing threshold level” (HTL) and is measured in decibels. When the hearing level is plotted on the vertical axis as a function of the frequency tested, a graph results that is known as an audiogram. (Usually, the hearing thresholds are determined only in the frequency range of 125–8,000 Hz [8 kHz], despite the fact that a young person with normal hearing can hear sounds in the frequency range of about 18 Hz–20 kHz.)

Changes caused by noise exposure are more difficult to evaluate quantitatively.

The basilar membrane of the cochlea, along which the sensory cells are located, is a complex and intricate organ that performs spectral analysis of sounds so that specific groups of sensory cells become activated in accordance with the spectrum of a sound. There are two types of sensory cells (hair cells) in the cochlea, inner and outer hair cells. Although they are similar in appearance, they have totally different functions. The inner hair cells convert sounds into a neural code in the individual fibers of the auditory nerve, but the outer hair cells’ function is mechanical; they act as “motors” that amplify the motion of the basilar membrane and thereby increase the sensitivity of the ear. Destruction of outer hair cells from noise exposure is more extensive than destruction of inner hair cells. Destruction of outer hair cells reduces the sensitivity of the ear because the “cochlear amplifiers” have been destroyed also impairing the automatic gain control of the cochlea, resulting in an abnormal perception of loudness (recruitment of loudness). Damage to hair cells cannot be reversed.

**NATURE OF NOISE-INDUCED HEARING LOSS**

Hearing loss from noise exposure is normally greatest in the frequency range around 4 kHz. When the exposure time to noise is increased, or the level of the noise is increased (100 dB versus 90 dB), the magnitude of the hearing loss increases and the frequency range of the hearing loss widens. Most of the hearing loss that is expected after 40 years of noise exposure is already acquired during the first 10 years of the exposure (Fig. 37-2).
where the noise tends to be of a broad spectrum and continuous in nature. The reason that the hearing loss is greatest around 4 kHz is that the ear canal acts as a resonator that amplifies sounds in the frequency range of 3 kHz, and the half octave shift makes the greatest hearing loss to occur around 4 kHz (the exact frequency of the largest hearing loss in an individual person depends on the length of the ear canal which varies among individuals).1

**Individual Variation in Noise Susceptibility**

The susceptibility to NIHL varies among individuals and different people who are exposed to exactly the same noise for exactly the same period of time may suffer different degrees of hearing loss. Some people can tolerate high-intensity noise for a lifetime and not suffer any noticeable degree of hearing loss while other people may acquire a substantial hearing loss from exposure to much less intense noise (Fig 37.3). Notice that the average hearing loss as a result of exposure to continuous noise with a sound intensity of 90 dB(A) for 20 years in the study depicted in Fig 37.2 is less than 5 dB at 4,000 Hz, but that many people in this study experienced 30- to 40-dB hearing loss.

The noise emission level combines the two characteristics of noise—duration and intensity—which are assumed to be of the greatest importance in defining its potential for harm. The noise emission level \( E = L + 10 \log(T) \), where \( E \) represents the sound level (measured with A-weighting) that is exceeded during 2% of the exposure time, \( T \), in months. For example, exposure to 85-dB noise during 20 years of work corresponds to 85 + 10 log(20 * 12) = 85 + 10 log 240 = 85 + 24 = 109. For continuous noise, \( L \) deviates only slightly from the A-weighted sound intensity, but for noise that contains transient or intermittent noises (i.e., noises that vary considerably in intensity) the difference between these two values is great.

Susceptibility to noise exposure varies among individuals and attempts have been made to estimate an individual’s susceptibility to PTS by the degree of TTS evidenced on exposure to a test sound that is not loud enough to cause permanent hearing loss, but the results have been discouraging. It appears that there is only a weak correlation between susceptibility to PTS and the degree of TTS in any individual person. The only way to determine an individual’s susceptibility to noise-induced hearing loss is to test, at frequent intervals, the hearing of those who were exposed to loud noise.

Studies in animals have pointed toward some factors that may predispose to noise-induced hearing loss. For example, studies in rats showed that rats that were genetically predisposed to high blood pressure acquired a higher degree of hearing loss from noise exposure than normal rats when both groups were exposed to noise for their entire lifetimes. Although these findings have not been duplicated in humans, the results of some studies in humans support a relationship between high blood pressure and hearing loss from noise exposure. Alterations in cochlear blood flow may also affect susceptibility to noise-induced hearing loss. Research along these lines has provided important knowledge but has not resulted in the development of efficient ways to assess an individual’s susceptibility to noise-induced hearing loss or to effectively decrease a person’s susceptibility to noise-induced hearing loss.

Since NIHL usually first affects the hearing threshold at frequencies around 4 kHz thus above the range that is essential for perception of speech, NIHL often goes unnoticed until it becomes severe. Common hearing tests can easily reveal hearing loss before it affects the ability to understand speech. A beginning hearing loss may indicate that the person in question is particularly susceptible to noise-induced hearing loss. It is, therefore, important to do frequent hearing tests in workers who are exposed to noise. This testing is part of modern hearing conservation programs. In addition, to obtain pure tone audiograms, it is important to determine a person’s ability to understand speech because there are great individual variations in the relationship between the tone audiogram and the ability to understand speech. However, determination of speech discrimination is not standardized and the outcome depends on whether the tests are done in quiet or with a background of noise. Also, other effects of noise exposure on people with noise-induced hearing loss may include ringing in the ears (tinnitus) and headaches.

**NOISE STANDARDS**

To reduce the risk of noise-induced hearing loss, recommendations of acceptable noise levels have been established and appear in the form of “noise standards.” Different countries have adopted different

---

**Figure 37-2.** Median estimated noise-induced permanent threshold shift plotted as a function of frequency for two exposure levels (assuming 8-hour daily exposure) and four durations of exposure.

**Figure 37-3.** Individual age-corrected hearing levels, at 4 kHz as a function of the total amount of noise exposure (emission level), for 581 individuals. Each square represents an individual person, and the solid lines are the mean values of the threshold.
standards, and the ways in which the standards are enforced also differ. All presently accepted standards use a single value that is a combination of noise level and the duration of the exposure to calculate the risk of noise-induced permanent hearing loss. Some of these standards include correction factors regarding the nature of the sound (for instance, impulsive versus continuous sounds). Some standards take normal age-related hearing loss (presbycusis) into account while others do not.

Present Noise Standards
In the United States, legislation that covers noise includes the Federal Aviation Act of 1958, the 1969 Amendment of the Walsh-Healey Public Contracts Act, the Occupational Safety and Health Act of 1970, the Noise Control Act of 1972, and the Mine Safety and Health Act of 1978. These acts require certain agencies to regulate noise. In Europe, legislation in various countries regarding the limitations on industrial noise has largely been guided by recommendations made by the International Organization for Standardization (ISO).

The maximal noise level and duration accepted in most industrial countries is either 85 or 90 dB(A), for 8 hours a day, 5 days a week. In Europe the 85-dB(A) level is more common. In the United States 90 dB(A) is the accepted level stated by the Occupational Safety and Health Administration (OSHA), although certain measures have to be taken if workers are exposed to noise levels above 85 dB(A). The National Institute for Occupational Safety and Health (NIOSH) has recently issued a recommendation that has 85 dB(A) as the limit of accepted exposure level.

Noise Level and Exposure Time
Noise standards are based on exposure for 8 hours per day. If the exposure time is shorter, a higher level of noise can be tolerated. To estimate how much higher level of noise can be tolerated when the duration of the exposure to noise is less than 8 hours per day, a conversion factor is used. Europe has used a 3-dB “doubling factor” for a long time while the United States has used a 5-dB doubling factor.

Research indicates that a doubling factor of 5 dB may be adequate for relatively low noise levels, but that a smaller doubling factor (3 dB, i.e., equal energy) more correctly reflects the hazards presented by noise of a high level. NIOSH also recommend a 3-dB doubling factor for calculation of the time-weighted average exposure to noise. A 3-dB doubling factor implies that a reduction of the exposure time by a factor of 2 (e.g., from 8 to 4 hours), can allow a 3-dB higher sound level to be accepted. Thus 88 dB(A) for 4 hours is assumed to have the same effect on hearing as 85 dB(A) for 8 hours. If the exposure time to noise is 2 hours per day, a 6-dB higher sound level is assumed to be acceptable, and so on. This way of calculating an acceptable noise level reflects “the equal energy principle,” which assumes that it is the total energy of the noise that determines the risk for permanent hearing loss.

In the United States, standards have been tightened by stating that no worker should be exposed to continuous noise above 115 dB(A) or impulsive noise above 140 dB(A), independent of the duration of exposure. This action sets a ceiling for acceptable combination of noise intensity and exposure time.

Because the level of noise exposure usually varies during a work day, noise exposure is often described by its equivalent level (Leq), which is defined as the level of noise that has the same average energy as the noise that is measured during a work day. The equivalent level is measured by summing the total noise energy to which a person is exposed and dividing it by the duration of exposure. The calculation of this equivalent level assumes that the equal energy principle discussed above is valid.

The fact that the present noise standards are based on a simplified measure of noise, namely the A-weighted measure dB(A), adds to the uncertainty in predicting the risk of acquiring a hearing loss that may result from exposure to a certain noise.

Measurement of Noise
Sound level meters are available in many different forms, from simple devices consisting of basic components such as a microphone, amplifier with circuits that allow integration of the output of the amplifier and display of a single value. Noise level meters are now standardized by the International Electrotechnical Commission (IEC) (IEC 61672:1999), the International Organization for Standardization (ISO), and the American Standards Institute (ANSI) S1.4-1971 (R1976) or S1.4-1983 (R2001) with Amd.S1.4A-1985. S1.43-1997 (R2002) (Type 0 is used in laboratories, Type 1 is used for precision measurements in the field, and Type 2 is used for general-purpose measurements). (Standards are available from www.ansi.org).

Most sound level meters have at least one spectral weighting, namely A-weighting. The most sophisticated devices that have many options regarding weighting functions, spectral filtering (1/3- and 1-octave wide), and integration times and provide readings of Leq.

Measurements of sound levels are usually made at a location where people work, but the sound level at the entrance of the ear canal of a person in that location will be different because the head and the outer ear amplify sounds within frequencies between 2 and 5 kHz by as much as 10–15 dB. If the noise contains much energy in that frequency range, the sound that actually reaches the ear may be as much as 10–15 dB higher than the actual reading on a sound-level meter placed in the person’s location when the person is not present.

The noise level is often different at different locations and when a person walks around, the exposure varies and it becomes difficult to estimate the average exposure. Noise dosimeters have been developed to improve the accuracy of determination of the average noise exposure. These devices, worn by the person, function in a similar way as radiation monitors. They register the sound level near the ear or, sometimes, at other locations on the body and integrate the energy over an entire working day.

Impulsive Noise. Noise-level meters in earlier times were designed to integrate sound over about 100 millisecond (ms) in order to provide a reading that was in accordance with the perceived loudness of sounds. This integration time is appropriate for the purpose to assess the subjective intensity (or annoyance) of sound but that integration time is not appropriate for assessing what risk noise poses to hearing because the ear (cochlea) has a much shorter integration time than the brain, and injury from noise exposure occurs in the cochlea. The more sophisticated sound-level meters (so-called impulse sound-level meters) have integration time that is appropriate for measurement of impulsive sounds.

What Degree of Hearing Loss Is Acceptable?
Because the great individual variation in susceptibility to noise-induced hearing loss makes it impossible to predict what hearing loss an individual will acquire when exposed to a certain noise, noise standards at best merely predict the percentage of people in a population with normal hearing who will acquire less than a certain specified (acceptable) hearing loss when exposed to noise no louder than a certain value. The presently applied standards allow that a certain (small) percentage of a normal-hearing population will acquire a permanent hearing loss (threshold elevation) that is greater than a certain value.

In the beginning of the era in which efforts were made to reduce (or prevent) noise-induced hearing loss, the “acceptable hearing loss” was defined as the level of hearing loss at which an individual begins to experience difficulty in understanding everyday speech in a quiet environment. This definition was based on the American Academy of Ophthalmology and Otolaryngology (AAOO) guidelines for evaluation
The American Academy of Otolaryngology (AAO) but the American Medical Association (AMA)\(^\ast\) has recently provided its own guidelines. However, these guidelines follow the AAO 1979 guidelines.

It is puzzling that this degree of hearing loss given in the AAO (1979) recommendation to describe the hearing level at and above which disability occurs was later designated as acceptable. The estimated percentage of individuals who acquire hearing loss in excess of such hearing loss (Table 37-1) depends on the noise exposure.

It has been argued that these guidelines should be modified to include hearing loss at 3,000Hz.\(^\ast\) The AMA Guidelines include 3,000 Hz and if the average hearing loss at 500, 1,000, 2,000, and 3,000 Hz is equal or less than 25 dB, no impairment rating is assigned.

These values are based on studies of workers in the weaving industry, and research indicates that the number of people with noise-induced hearing losses may be higher in other industries. The difference between 85 and 90 dB(A) daily average exposure is, however, that the risk of hearing impairment doubles, regardless of which data are used as a basis.

The NIOSH 1998 Criteria Document\(^\ast\) (a revision of the 1972 criteria document) states that "an increase of 15 dB in the hearing threshold level (HTL) at 500, 1000, 2000, 3000, 4000, or 6000 Hz in either ear as determined by two consecutive audiometric tests" is a criterion for significant threshold shift. Using a criterion of the equivalent of 8-hour exposure to 85 dB(A)-weighted noise, it is estimated that 8% of exposed individuals will acquire more hearing loss over a 40-year work period, while exposure to 90 dB(A) noise will result in an average of 29% excess risk.

**Effect of Age-Related Hearing Loss.** Hearing loss from causes other than noise interacts with noise-induced hearing loss in a complex way. For instance, the "normal" progressive hearing loss that occurs with age (presbycusis) is not directly additive to hearing loss from noise. However, these guidelines follow the AAO 1979 guidelines.

With age (presbycusis) is not directly additive to hearing loss from noise. However, these guidelines follow the AAO 1979 guidelines.

### Table 37-1. Estimated Risk of Hearing Loss After 40 Years Working Lifetime

<table>
<thead>
<tr>
<th>Reporting Organization</th>
<th>Average Daily Exposure (dBA)</th>
<th>Excess Risk *</th>
</tr>
</thead>
<tbody>
<tr>
<td>ISO</td>
<td>90</td>
<td>21</td>
</tr>
<tr>
<td>65</td>
<td></td>
<td>10</td>
</tr>
<tr>
<td>80</td>
<td></td>
<td>0</td>
</tr>
<tr>
<td>EPA</td>
<td>90</td>
<td>22</td>
</tr>
<tr>
<td>85</td>
<td></td>
<td>12</td>
</tr>
<tr>
<td>80</td>
<td></td>
<td>5</td>
</tr>
<tr>
<td>NIOSH</td>
<td>90</td>
<td>29</td>
</tr>
<tr>
<td>85</td>
<td></td>
<td>15</td>
</tr>
<tr>
<td>80</td>
<td></td>
<td>3</td>
</tr>
</tbody>
</table>


Percentage with hearing loss greater than 25 dB at 500, 1000, and 2000 Hz after subtracting the percentage who would normally incur such impairment in an unexposed population.

**Models of Noise-Induced Hearing Loss.** Elaborate models of noise-induced hearing loss have been used for prediction of hearing loss from noise exposure, mainly for medicolegal purposes but some models have also been used to predict previous exposure on the basis of hearing loss.\(^\ast\) While such models may provide valid predictive values of the average hearing loss or average noise exposure, the large individual variation makes the accuracy of such predictions low when used for individual people. It is, therefore, questionable to use such models for prediction of the hearing loss that an individual will acquire, or for predicting what noise exposure a person has had on the basis of his or her hearing loss, which has been done for medicolegal purposes.

**Prevention of Noise-Induced Hearing Loss**

It has been advocated that noise standards be modified to reduce the number of people who acquire a hearing loss that can be regarded as a social handicap. The maximal tolerable noise level for an 8-hour exposure is around 75 dB(A) if significant noise-induced hearing loss is to be eliminated.\(^\ast\) The main obstacles in adopting a lower noise level are economic: the cost of having all workplaces comply with such regulations has been considered prohibitive. However, a much less expensive alternative,\(^\ast\) having all new equipment comply with regulations, has not been considered.

It is not the noise level that machinery emits that is important, but rather the noise level to which workers are exposed. Therefore, moving people to less noisy locations can reduce the exposure levels, which means that changes in operating machinery can, in fact, lead to reduction in the risk of noise-induced hearing loss.

**Personal Protection**

Two types of personal protection are in common use: earmuffs, which are attached to a helmet or worn on a headband, and earplugs. Earmuffs can be removed more easily than earplugs and are therefore better suited for intermittent use as in situations when people are walking in and out of noisy areas (such as airports). On the other hand, earplugs are more practical for people who spend long periods of time in noisy environments. The sound attenuation of different types of earplugs and earmuffs depends on the type of device and how well it fits the individual person. When measured in the laboratory, earplugs are found to attenuate sound more than earmuffs:

Insert ear protectors provide approximately 20 dB attenuation at 125 and 250 Hz, 20–25 dB for frequencies from 500–2000 Hz, and approximately 40 dB at 4000 and 8000 Hz. Some types of earplugs provide 4–5 dB more. Ear muffs provide less attenuation; 10–15 dB for 125 and 250 Hz, 20–25 dB at 500 Hz and 35–40 dB for 1000–8000 Hz.

Studies of hearing loss from noise exposure in workers who were exposed to high-intensity noise (shipyard) showed that those who wore earplugs had better protection than those who wore earmuffs.\(^\) The gain that is achieved in practice from wearing ear protection may be less than anticipated. The efficacy of ear protectors depends not only on their sound attenuation determined in the laboratory but also on compliance with the use of ear protectors, which is difficult to control and poorly documented. The beneficial effect is much reduced if the protective devices are not worn all the time.\(^\) Wearing ear protectors for long periods may be inconvenient especially in hot environments, and ear protectors impair speech communication, which makes it more difficult for people to hear alarm signals or other acoustic signs of danger.
For ethical reasons, it is not possible to do studies making use of a controlled situation where participants who wear ear protectors are randomized with control participants who do not wear ear protectors. Nilsson and Lindgren’s study in which the hearing loss in groups of people wearing ear protectors was compared with the hearing loss in people not wearing ear protectors found that people who did not wear ear protectors were almost twice as likely to acquire a hearing threshold shift of 15 dB or more than those who used earmuffs. Other studies showed similar results. Earmuffs are easier to remove and may not always be worn when indicated. When the efficacy of ear protectors was studied in shipyards, in combination with intense continuous noise and superimposed impulsive noise, thus presenting an extreme hazard to hearing, those who were exposed to low-intensity noise suffered more hearing loss than did those in the high-intensity noise group. This surprising result is likely due to workers’ different habits of wearing ear protectors: many more workers exposed to high-intensity noise rather than low-intensity noise wore ear protectors.

Active noise cancellation can reduce the sound that reaches the ear. Such devices amplify sounds and apply the sound through an earphone after being reversed. The amplification is set so that the sound from the microphone cancels out the sound that reaches the inside of the headset.

HEARING CONSERVATION PROGRAMS

Hearing conservation programs are based on understanding of the effect of noise on the ear, measurement of noise levels in the workplace and personal measurements (using dosimeters), and measurement of hearing (audiometry). Knowledge about noise standards and promotion of noise reduction at the source and promotion of personal protections (ear protectors) are also important factors in reducing the risk of acquiring NIHL. Regulations on noise-induced hearing loss by OSHA state that hearing conservation programs must be designed so that people who are exposed to noise levels of 85 dB(A) (8-hour weighted average) or more can be identified and that measures must be taken to reduce the noise. If these measures do not result in a reduction of the noise level to 90 dB(A) or lower, workers must participate in a hearing conservation program, and employers must make personal hearing protection devices (ear protectors) available to such workers and perform hearing tests at specified intervals during employment. If a hearing loss of 10 dB average over frequencies 2, 3, and 4 kHz is detected, then the person must be referred for further evaluation and action must be taken to avoid further deterioration of hearing. The progress of hearing deterioration can usually be halted by moving the person to a less noisy environment, thus preventing the effect of hearing loss before it becomes a social handicap.

EFFECTS OF NOISE ON OTHER BODILY FUNCTIONS

The effects of noise on bodily functions other than hearing are poorly understood. It has been reported that noise exposure can cause an increase in blood pressure and changes in other important bodily functions such as change (usually increases) in the secretion of pituitary hormones.

Some retrospective studies (i.e., Jonsson and Hansson) of the effects of exposure to noise on the blood pressures of industrial workers found that workers who were exposed to industrial noise had higher systolic and diastolic blood pressures, while other studies (i.e., Sanden and Axelsson) found no relationship between noise-induced hearing loss and blood pressure in shipyard workers. However, there is evidence that individuals with a predisposition for circulatory diseases acquire more PTS when exposed to noise than people in general. The observed correlation between PTS and elevated blood pressure may thus be the result of a higher susceptibility of people with hypertension. Studies in rats have shown that animals with a hereditary predisposition for hypertension developed considerably greater degrees of hearing loss from exposure to noise than did rats without this hereditary predisposition to high blood pressure.

If the results of these experiments in spontaneously hypertensive rats can be applied to humans, then the results of the study of hypertension reported by Jonsson and Hansson may have to be reevaluated. By using hearing loss as the criterion for degree of noise exposure, they may inadvertently have selected workers who were predisposed to hearing loss because of their hypertension and not vice versa, as was intended.

EFFECTS OF SOUNDS ABOVE AND BELOW THE AUDIBLE FREQUENCY RANGE (ULTRASOUND AND INFRASOUND)

Sounds that are not audible to humans because their frequencies are above or below our audible frequency range are known as ultrasound and infrasound, respectively. There is no evidence to indicate that exposure to sounds that are not audible can damage the ear, and there is little evidence that such sounds could have other untoward effects.

Ultrasounds are rapidly attenuated when transmitted in air and, therefore, decrease rapidly in intensity with distance from the source. Although very high intensities of ultrasound can kill furred animals such as mice, rats, and guinea pigs because of the buildup of heat by sound absorption in the fur, such an effect could not occur in humans because bare skin cannot absorb enough energy to cause damage.

Exposure to low-frequency sounds (infrasound) of high intensity has been reported to cause various diffuse symptoms such as headache, nausea, and fatigue. The results of some experiments indicate that infrasounds may give rise to a decrease in blood pressure, possibly mediated through stimulation of the vestibular part of the inner ear.
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Ergonomics and Work-Related Musculoskeletal Disorders

W. Monroe Keyserling • Thomas J. Armstrong

Ergonomics is the study of humans at work in order to understand the complex relationships among people, machines, job demands, and work methods in order to minimize gaps between task demands and human capacities in activities of work and daily living. All human activities, regardless of their nature, place both physical and mental demands on the worker. As long as these demands are kept within reasonable limits, performance will be satisfactory and health will be maintained. However, if stresses are excessive, undesirable outcomes may occur in the form of errors, accidents, injuries, and/or a decrement in health.

Occupational ergonomics is a discipline concerned with evaluating stresses that occur in the work environment and the ability of people to cope with these stresses. Its goal is to design facilities (e.g., factories and offices), furniture, equipment, tools, and job demands to be compatible with human dimensions, capabilities, and expectations. Ergonomics is a multidisciplinary science with four major areas of specialization:

Cognitive Ergonomics (sometimes called engineering psychology) is concerned with the information-processing requirements of work. Major applications include designing displays (e.g., gauges, warning buzzers, signs, instructions), controls (e.g., knobs, buttons, joysticks, steering wheels), and software to enhance human performance while minimizing the likelihood of error.

Anthropometry is concerned with the measurement and statistical characterization of body size in the context of workplace and task dimensions. Anthropometric data provide important information to the designers of clothing, furniture, machines, tools, and workstations.

Work Physiology is concerned with the responses of the cardiovascular system, pulmonary system, and skeletal muscles to the metabolic demands of work. This discipline is concerned with the prevention of whole body and/or localized fatigue that results from a mismatch between job demands and worker capacities.

Biomechanics is concerned with the transfer of forces through the musculoskeletal system and the corresponding deformation of tissues. Many mechanical stresses can cause overuse injuries (e.g., a concussion when a worker is struck in the head by a dropped object). In most cases, overuse hazards are readily recognized and can be controlled through safety engineering techniques such as machine guarding and personal protective equipment. Other stresses are more subtle and can cause chronic or cumulative injuries and disorders. These stresses may be external (e.g., a vibrating tool that causes white finger syndrome) or internal (e.g., tension in a tendon when the attached muscle contracts).

This chapter is concerned primarily with physical work activities and prevention of work-related musculoskeletal disorders (WRMSDs). Typical examples of WRMSDs include:

- A poultry worker develops numbness and tingling in the hand and fingers due to the repetitive hand motions associated with dismembering chickens.
- A farm worker experiences pain in the lower back attributed to the awkward stooping posture required to harvest vegetables.
- A nurse’s aide suffers a back strain when transferring a patient from a hospital bed to a wheelchair.

It is important to note that the health problems described above typically are not the result of an accident. (An accident is defined as an unanticipated, sudden, and discrete event that results in an undesired outcome such as property damage, injury or death.) Instead, they can be generally classified as overexertion or overuse disorders and syndromes caused by performing work tasks that are regular and predictable requirements of the job.

Anthropometry, work physiology, and biomechanics are the ergonomic disciplines which are most relevant to the development of programs for ameliorating overexertion injuries and chronic musculoskeletal disorders. The following sections present some of the tools used for measuring and analyzing physical work requirements so that they can be compared to recommended human capacity as shown in Fig. 38–1. It will consider not only the ability to merely perform a given task, but also the ability to perform it repeatedly and safely, day in and day out, over the course of many years. Readers who desire additional information pertaining to cognitive ergonomics are directed to the References section for a short list of general survey texts.

> ANTHROPOMETRY

Anthropometry is concerned with measuring the size of the human body and using this information to design facilities, equipment, tools, and personal protective equipment (e.g., gloves, respirators, etc.) to accommodate the physical dimensions of the user. As illustrated in Fig. 38–2, most anthropometric design problems are nontrivial due to the large variation in body dimensions within the working population.

In this example, a designer must specify the height of an overhead conveyor used to transport parts between two areas of a plant. If the conveyor is too high, short workers would not be able to load or unload parts without elevating the shoulder to an extended reach posture. On the other hand, if the conveyor is too low, tall workers could sustain head injuries from collisions with hung parts.
Ergonomics entails analysis of jobs so that job demands can be compared with worker capacities and job/task design enhancements.\textsuperscript{13}

Suppose that the designer’s primary goal is to avoid head injuries to tall workers. To accomplish this, she decides to provide sufficient overhead clearance to accommodate 95 percent of the U.S. male population by positioning the conveyor so that the lowest point of the hung parts is 190.5 cm (75 in) above the floor. (Note: This dimension is computed using nude stature data for a 95th percentile male from Table 38-1 and adding 2.5 cm [1 in] as an adjustment for shoes.)\textsuperscript{5,10} With this design, a short worker (a 5th percentile female is illustrated) can reach the parts only by raising the shoulder into an elevated, awkward position which may cause fatigue and/or musculoskeletal injury in the shoulder region.\textsuperscript{11} In this situation, there is no simple solution that will simultaneously satisfy the needs of persons who are very tall or very short.

The characterization of body size must consider the large variations in dimensions from person to person and from population to population. Consequently, statistical methods are used to analyze body dimensions, and the results are typically reported as means and standard deviations for various body segments.\textsuperscript{12} Extensive tables of these statistics are available in reference texts.\textsuperscript{4–6,10,12} Table 38-1 and Fig. 38-3 present a summary of useful body dimensions for anthropometric applications.

In the following sections, several examples are presented which illustrate how awkward postures can contribute to the onset of fatigue and musculoskeletal and nerve disorders. Body posture is frequently determined by the physical dimensions of a workstation and the location and orientation of equipment and tools. Anthropometric methods can be used during the design of workstations in order to avoid situations which require the use of awkward working postures.

\section*{FATIGUE}

Repeated or sustained exertions are associated with a constellation of performance impairments and symptoms collectively referred to as fatigue. Fatigue is typically characterized as “whole body” or “localized.” Whole body fatigue is associated with activities where the work load is distributed concurrently over many parts of the body (e.g., legs, torso, and arms), causing high rates of energy expenditure, such as when walking briskly, shoveling snow, or stacking containers. Localized fatigue is associated with tasks in which one segment of the body performs repeated or sustained work, for example, forearm fatigue when using a hand tool, shoulder fatigue associated with overhead work, or back fatigue resulting from sustained trunk flexion.

Fatigue not only affects how workers feel; it also affects their ability to manipulate parts and tools precisely, and may increase their risk of an accident. Symptoms of localized fatigue include localized discomfort, a sense of tiredness, reduced strength, reduced motor control, and tremor.\textsuperscript{14} In addition, there are circulatory, biochemical, and electrical changes within the muscle tissue. Localized fatigue entails physiological and biomechanical processes.\textsuperscript{14,15} Muscle contraction results in consumption of substrates and accumulation of byproducts. At low-level exertions, blood flow increases and these concentrations are maintained at work levels. At high-exertion levels, increased muscle pressure and deformation of the vascular bed impede circulation, and concentrations of substrates and metabolites become excessive. In addition to increased muscle pressure, there also is deformation of connective tissues that causes pain and may be a precursor to chronic soft tissue injuries. Localized fatigue can develop over periods as short as several seconds or as long as several hours. Similarly, recovery occurs within periods of seconds, minutes, or hours and should be complete after a night of rest, or in extreme cases, after a few days. Altering the work activity will generally provide prompt relief of fatigue symptoms. For example, a seated operator usually gets relief from stretching, changing seat position, standing up, or from a night of rest. If altering the work activity or posture does not provide prompt relief, if symptoms persist from one day to the next, or if the symptoms interfere with activities of work or daily living, then the affected person should be referred to a health-care provider for evaluation. Chronic localized fatigue may be a harbinger of more clinically significant muscle, tendon, and nerve disorders.\textsuperscript{16–20}

Localized fatigue may also have an impact on work performance because fatigue may limit the endurance time prior to the onset of objectionable discomfort during a sustained exertion. Numerous laboratory studies have shown that endurance time increases as the intensity (forcefulness of the exertion) decreases. At an exertion level of 100% of a muscle’s maximum strength, the endurance time is only a few seconds before exhaustion occurs. Reducing the exertion level to 50% maximum strength extends the endurance time to approximately
1 minute.21,24–25 These studies led investigators to conclude that exertions below 15% maximum strength could be sustained indefinitely without fatigue. This conclusion was also supported by studies showing that intramuscular blood flow is unimpeded in exertions below 15% maximum strength.24–25 It is not desirable for workers to exert themselves to the point of exhaustion used in laboratory experiments (i.e., task termination), as objectionable levels of discomfort are experienced well before this endpoint.21,24–25

Significant fatigue occurs within parts of muscles for even the lowest levels of exertion; it is recommended that work activities be designed so that workers can rest or alter their work activities.15,23 It is not desirable for workers to show that intramuscular blood flow is unimpeded in exertions below 15% maximum strength could be sustained indefinitely without fatigue. This conclusion was also supported by studies showing that intramuscular blood flow is unimpeded in exertions below 15% maximum strength.24–25 It is not desirable for workers to exert themselves to the point of exhaustion used in laboratory experiments (i.e., task termination), as objectionable levels of discomfort are experienced well before this endpoint.21,24–25

Significant fatigue occurs within parts of muscles for even the lowest levels of exertion; it is recommended that work activities be designed so that workers can rest or alter their work activities.15,23 It is not desirable for workers to show that intramuscular blood flow is unimpeded in exertions below 15% maximum strength could be sustained indefinitely without fatigue. This conclusion was also supported by studies showing that intramuscular blood flow is unimpeded in exertions below 15% maximum strength.24–25 It is not desirable for workers to exert themselves to the point of exhaustion used in laboratory experiments (i.e., task termination), as objectionable levels of discomfort are experienced well before this endpoint.21,24–25

Significant fatigue occurs within parts of muscles for even the lowest levels of exertion; it is recommended that work activities be designed so that workers can rest or alter their work activities.15,23 It is not desirable for workers to show that intramuscular blood flow is unimpeded in exertions below 15% maximum strength could be sustained indefinitely without fatigue. This conclusion was also supported by studies showing that intramuscular blood flow is unimpeded in exertions below 15% maximum strength.24–25 It is not desirable for workers to exert themselves to the point of exhaustion used in laboratory experiments (i.e., task termination), as objectionable levels of discomfort are experienced well before this endpoint.21,24–25

Table 38-1. Body Dimensions for the 5th, 50th, and 95th Percentiles of the U.S. Civilian Population

| Multiplier | Dimension Description | U.S. Civilian Females | | | U.S. Civilian Males | | | | |
|-----------|----------------------|----------------------|---|---|----------------------|---|---|---|---|---|
| 1.0       | Stature (cm)         | 150.4                | 161.8 | 173.0 | 163.6                | 175.5 | 188.0 |
| 0.285     | Floor-knee           | 42.9                 | 46.1  | 49.3  | 46.6                 | 50.0  | 53.6  |
| 0.53      | Floor-hp             | 79.7                 | 85.8  | 91.7  | 86.7                 | 93.0  | 99.6  |
| 0.63      | Floor-shoulder       | 95.2                 | 101.7 | 108.6 | 103.1                | 110.4 | 117.7 |
| 0.818     | Floor-eye            | 123.6                | 132.1 | 140.9 | 133.8                | 143.4 | 152.9 |
| 0.936     | Floor-shoulder       | 141.4                | 151.2 | 161.2 | 153.1                | 164.1 | 174.9 |
| 0.377     | Floor-finger         | 57.0                 | 60.9  | 64.9  | 61.7                 | 66.1  | 70.5  |
| 0.485     | Floor-wrist          | 73.3                 | 78.3  | 83.5  | 79.3                 | 85.0  | 90.6  |
| 0.129     | Sag. plane-shld.     | 19.5                 | 20.8  | 22.2  | 21.1                 | 22.6  | 24.1  |
| 0.186     | Shoulder-elbow       | 28.1                 | 30.0  | 32.0  | 30.4                 | 32.6  | 34.8  |
| 0.146     | Elbow-wrist          | 22.1                 | 23.6  | 25.1  | 23.9                 | 25.6  | 27.3  |
| 0.108     | Wrist-finger         | 16.3                 | 17.4  | 18.6  | 17.7                 | 18.9  | 20.2  |
| 0.152     | Foot length          | 23.0                 | 24.5  | 26.2  | 24.9                 | 26.6  | 28.4  |
| 0.056     | Foot breadth         | 8.5                  | 9.0   | 9.6   | 9.2                  | 9.8   | 10.5  |


Figure 38-3. Link lengths of body segments expressed as a proportion of stature. (Adapted from Drillis R, Contini R. Body Segment Parameters. Report No. 1166-03 [Office of Vocational Rehabilitation, Dept. of HEW]. New York: NYU School of Engineering and Science; 1966.)

Byström and Fransson-Hall29 concluded that intermittent hand exer- tions (5 seconds of static work at 10–40% maximum strength alternating with rest periods of 3–7.5 seconds) with mean contraction intensity greater than 17% maximum strength were unacceptable, while continuous exertions greater than 10% maximum strength were also unacceptable. These results, based on strength, electromyography, blood potassium and lactate concentrations, muscle blood flow, heart rate, and perceived strain during the exertions and up to 24 hours following the exertions, provide guidance for design of work activities. They also demonstrate how fatigue is a complex process involving multiple physiological and biomechanical mechanisms, which are dependent on the intensity and temporal qualities of exertion.

Fatigue can be assessed through the intensity, location, and consistency of discomfort.24–25 Advantages of using discomfort for assessing fatigue are (a) it is relevant to how workers feel, (b) it provides information about many tissues and parts of the body, and (c) it requires minimum equipment. Disadvantages are (a) it requires worker cooperation, (b) it can be hard to separate the symptoms of work-related fatigue from other causes, and (c) it is necessary to study multiple workers to control intra- and intersubject variability.

In its simplest form, assessment of effort or discomfort entails asking workers how they feel; however, it is important to ask the question in a way that does not suggest they should be experiencing discomfort or pain. It also is important to ask the question so that the actual areas of discomfort can be identified. Several scales and procedures have been suggested and used for this purpose. The Borg scale of perceived exertion showed a high correlation with heart rate among subjects running on a treadmill.26 As illustrated in Fig. 38-4a, the Borg scale uses ordinal numbers with verbal anchors. It can be argued that perceived exertion data should be treated as ordinal data and analyzed using nonparametric statistics, but many investigators utilize parametric analyses. Borg characterized these scales as categorical with analog properties.26 An alternative to the Borg scale is a body map and visual analog scale, shown in Figs. 38-4b and c. Visual analog scales are lines with verbal anchor points at various locations.26,31 The subjects place a check at the location on the line that corresponds to the level of their perceived discomfort or effort at a specific body location. Studies by Harms-Ringdahl et al.26 found that subject ratings of elbow pain using the 10-point Borg scale and a visual analog scale agreed favorably; Ulin et al.26 reported similar findings for subjects using powered hand tools. The scale shown in Fig. 38-4c was used to rate back discomfort during...
sustained trunk flexion. A mark placed at a distance of 20% of the scale length measured from the left anchor point corresponded to "distracting discomfort" (the point where a worker would choose to take a momentary rest pause if permitted by job demands) for an average subject. A mark placed at a distance of 50% of the scale length corresponded to the maximum level of discomfort considered to be acceptable for routine work activities. As a practical matter, the visual analog scale may be the easiest to use in work settings where subjects do not have time to read and contemplate all of the verbal anchor points.

Another technique for evaluating localized fatigue in muscles involves the use of electromyography, or EMG. EMG uses electrodes, preamplifiers, amplifiers, rectifiers, frequency analyzers, and recorders to measure electrical responses of muscles to work. EMG measurements are considered by some to be more objective than discomfort surveys. However, it is difficult to obtain reliable EMG measurements on some subjects and in certain work environments; and the intra- and intersubject variability of those measurements may be quite high. EMG responses are most useful after the affected muscles have been identified using discomfort surveys or other methods. Use of EMG is beyond the scope of this discussion.

To summarize, localized fatigue is characterized as discomfort and/or performance decrement caused by repeated or sustained exertions. The development of and recovery from localized fatigue can occur in seconds, minutes, or hours. Failure to control localized fatigue through the proper design of work equipment and/or the effective management of work activities may lead to more-severe, long-lasting pain or recognized medical conditions. Workers who experience persistent symptoms should be referred to a qualified health-care provider.

**WORK-RELATED MUSCULOSKELETAL DISORDERS OF THE UPPER EXTREMITY**

Morbidity

One of the earliest references to these disorders is that of Bernardino Ramazzini, who in 1713 attributed "diseases reaped by certain workers" to "violent and irregular motions and unnatural postures." Gray in 1893 described "washerwomen's spain," which is commonly referred to as "de Quervain's" disease, or tendinitis of the extrinsic abductor and extensor muscles of the thumb near the radial styloid process. Reports of insurance claims due to tendinitis were recorded in the early twentieth century. For example, in 1927 Zollinger reviewed Swiss insurance records and reported 929 cases of crepitant tenosynovitis attributed to repeated strain. The work-relatedness and compensability of musculoskeletal disorders have been surrounded with controversy starting with the implementation of workers’ compensation laws in the early part of this century. Conn reported that the State of Ohio amended its state workers’ compensation rules in 1931 to include musculoskeletal disorders following 12 years of debate in the state legislature.
The controversy centers on how causation is divided between personal and work-related factors. WRMSDs are now compensable in most states of the United States; however, the rules and reporting behavior may vary considerably from one state to another. In most cases, workers must initiate a claim against their employer to receive compensation. This often results in an adversarial relationship, which may inhibit some workers from taking action. While workers’ compensation claims provide valuable documentation of the severity of WRMSDs, only in a few cases have investigators been able to develop meaningful generalizations from compensation data.  

The reporting of WRMSDs increased substantially at the end of the twentieth century in the United States, reaching a peak of 41.1 lost time cases per 10,000 workers in 1994 and then decreasing to 23.8 cases in 2001 according to the Bureau of Labor Statistics. Due to changes in guidelines for reporting work-related illnesses and injuries implemented in 2004, new data for musculoskeletal disorders cannot be directly compared to the rates reported above. 

In summary, the overall prevalence, incidence, and severity of various WRMSDs of the upper extremity in the United States are difficult to determine. The data that are available suggest that while there is significant underreporting, these disorders are a major cause of impairment and work disability. 

Individual and Work-Related Risk Factors 

Commonly cited individual risk factors include age, female gender, acute trauma, rheumatoid arthritis, diabetes mellitus, hormonal factors, wrist size or shape, and vitamin deficiency. These factors should be evaluated as possible causes in each reported case; however, the sensitivity and specificity of these factors is not sufficient for use as a screening test at the time of employment to identify workers at risk. Even if such tests were available, affirmative action regulations would require employers to show that workplace modifications to accommodate “at-risk” workers are unfeasible before they could be denied employment. Attempts to use individual risk factors for worker selection or screening should be regarded as experimental and must include appropriate safeguards for risks and rights. It may be advisable to monitor workers with recognized personal risk factors and to counsel these individuals in regard to the potential risks of certain types of work.

Work-related factors include repeated and sustained exertions, forceful exertions, certain postures, mechanical contact stress, vibration, low temperatures, and work organization. It has been shown that the prevalence of WRMSDs increases with exposure to certain risk factors; however, it is not known at what level the risk becomes significantly elevated for a single factor or combination of work factors. While it is not yet possible to state specific design standards for equipment and work procedures; it is possible to identify some of the most conspicuous risk factors, to identify possible work-related causes when new cases are reported, and to modify jobs in order to accommodate affected workers and prevent future cases.

Control of Upper Extremity WRMSDs 

The process for controlling WRMSDs includes (a) surveillance of worker health, (b) treatment and follow-up of new cases, (c) inspections and analyses of workplaces and jobs for possible risk factors, (d) proactive design of new jobs, (e) corporate support, including strong management commitment, (f) education of company personnel and health-care providers, and (g) worker involvement. Detailed information on ergonomics program management is beyond the scope of this chapter; however, several useful publications are listed in the References section. Employers and workers are referred to their respective trade organizations, unions, and workers’ compensation carriers for guidance on implementation of a control program.

Surveillance of Worker Health 

Surveillance includes (a) to the extent possible, identifying and evaluating all musculoskeletal disorders for possible work relatedness, (b) reviewing available medical records for musculoskeletal disorders, and (c) proactive surveys of the workplace for risk factors at the time of program implementation or following a substantive change in work equipment or procedures. While analysis of available injury and illness data is recommended, it is often difficult to identify areas or processes with statistically elevated risks because of the small numbers of workers. In addition, at least several months are generally required for the effects of a given job, method, or tool change to stabilize. Unfortunately, most work populations are not stable enough to rigorously evaluate all possible factors. There is turnover in the work force, due to work and nonwork causes, changes in production schedules, plant shut downs, etc. For this reason it is recommended that all cases be identified and investigated.

Surveillance may also be supplemented with worker surveys and medical examinations. Surveys provide information about overall discomfort or morbidity patterns; however, most survey instruments do not yet have sufficient sensitivity or specificity to be used for case screening or medical diagnosis.

Job Analysis 

The number of jobs at a given work site may vary from only a few to several thousand, and there may not be sufficient resources to examine them all in detail. The level of detail required for analyzing jobs depends on the purpose of the analysis. In some cases, it will be better to obtain a little information about a lot of jobs rather than a lot of information about a few jobs. A walk-through inspection of the production facility may be sufficient to confirm that the production process has not changed since a previous study or to find out about the types of equipment, materials, and methods used. In some cases, these walk-through inspections may be supplemented with critiques of representative jobs. If high levels of exposure to risk factors are found, it may be desirable to perform more-detailed analyses to quantify those stresses, understand their causes, and design interventions.

Job analysis is divided into four steps: (a) documentation of the job, (b) analysis of stresses, (c) design of interventions, and (d) evaluation of intervention effectiveness. Documentation is the collection of the information necessary to identify and quantify risk factors for WRMSDs. Documentation is based on traditional industrial engineering work methods analysis and entails collection of data for a systematic evaluation of the job. The following items are determined during job documentation:

- **Objective**: why the job is performed
- **Standards**: production quantity and quality expectations
- **Staffing**: the number of workers performing the job
- **Method**: the steps required to perform each task
- **Workstation layout**: blueprints or a sketch of the workplace with dimensions that can be used to determine reach distances
- **Materials**: parts and substances used in the production process
- **Tools**: devices used to accomplish the work
- **Environment**: conditions at and near the workstation

Analysis of Work Factors 

The ergonomic assessment of work factors entails characterization of stresses that may contribute to WRMSDs. Stresses can be identified, ranked, and rated from observations by the analyst. Jobs may be analyzed from direct workplace observations and measurements, or from videotapes. An advantage of videotapes is that they may be played repeatedly and/or slowed down. A disadvantage is that it may be hard to see the entire job in a videotape. Worker ratings also may be used to supplement observations; however, care should be exercised not to ask workers leading questions. Quantitative physical measurements, such as the cycle time, weights of tools, and locations of work objects, should also be taken. In some cases, these can be supplemented with physiological and biomechanical measurements such as muscle activity and joint position. The best method of assessing work stress depends on the purpose of the analysis and available resources.
Repeated and Sustained Exertions

The number of exertions per hour or shift can be estimated from the work standard and methods analysis. Assessments of repeated exertions should take into consideration the frequency and speed of exertions as well as the recovery time between exertions. An exertion is defined as a movement or action to gain control of or to work on an object (e.g., picking up a part, placing a part into a machine, twisting a screw once with a screwdriver, pressing a control to activate a machine, etc.). Figure 38-5 shows a workstation for packing notebooks into cases. Table 38-2 provides a time line of the steps required to perform this job. The job entails a series of reaches and grasps to obtain and erect the case (a corrugated carton) and to transfer notebooks. Each step that involves an exertion is identified by the letter “E.” This job requires 12 exertions during a work cycle with a duration of 13.7 seconds (a rate of 0.88 exertions/s). It is also possible to calculate the time spent working (exertions) versus the total cycle time. The ratio of the work time to the total time is called the duty cycle. For the notebook job, this is computed as 70% (9.6 sec/13.7 sec) for the left hand and 66% (9.0 sec/13.7 sec) for the right hand.

An observational scale for rating repeated exertions is presented in Fig. 38-6. The verbal anchor points consider the frequency of motion, recovery time, and the speed of motion. This repetition scale has been adopted by ACGIH Worldwide as a measure of Hand Activity Level (HAL) and is used as a basis of a Threshold Limit Value (TLV) for hand-intensive work described later in this chapter.

Forceful Exertions

Forceful exertions can be identified by inspecting the work methods for steps that involve resisting gravity, surface finishing operations (e.g., grinding, polishing, or trimming), or tool reaction forces (using a manual or powered tool to tighten a screw or nut). On most jobs, exerted forces are not constant throughout the work cycle; there are usually distinct periods of exertion and periods of recovery, and the magnitude of exertions vary from step to step. Returning to the notebook-packing job (Fig. 38-5), each step was inspected for exertion of force (identified by the letter “E”). The magnitude of the force was estimated based on task attributes. Force estimates can be expressed in conventional force units or normalized on a scale of 0–100% or 0–10.

<table>
<thead>
<tr>
<th>Step Description</th>
<th>Left Hand</th>
<th>Right Hand</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reach for flat case</td>
<td>0.00</td>
<td>Reach for flat case</td>
</tr>
<tr>
<td>Pinch/move flat case</td>
<td>0.60</td>
<td>Pinch/move flat case</td>
</tr>
<tr>
<td>Pinch/move</td>
<td>0.80</td>
<td>Pinch/move</td>
</tr>
<tr>
<td>Move (fold) flap</td>
<td>1.93</td>
<td>Hold/move (fold) flap down</td>
</tr>
<tr>
<td>Release/reach for flap</td>
<td>2.63</td>
<td>Release/reach for flap</td>
</tr>
<tr>
<td>Press/move (fold) flap</td>
<td>3.36</td>
<td>Release/reach for flap</td>
</tr>
<tr>
<td>Press/move</td>
<td>3.60</td>
<td>Press/move (fold) flap down</td>
</tr>
<tr>
<td>Pinch/move</td>
<td>3.96</td>
<td>Release/reach for bottom of case</td>
</tr>
<tr>
<td>Release/reach for flap</td>
<td>4.33</td>
<td>Press/move</td>
</tr>
<tr>
<td>Press/move flap</td>
<td>4.86</td>
<td>Press/move</td>
</tr>
<tr>
<td>Pinch/hold case</td>
<td>5.03</td>
<td>Pinch/move (rotate) case</td>
</tr>
<tr>
<td>Release/reach for flap</td>
<td>5.40</td>
<td>Release/reach for flap</td>
</tr>
<tr>
<td>Grasp/move flap</td>
<td>5.50</td>
<td>Grasp/move flap</td>
</tr>
<tr>
<td>Release/reach for notebooks</td>
<td>6.13</td>
<td>Release/reach for notebooks</td>
</tr>
<tr>
<td>Pinch/move notebooks to case</td>
<td>7.16</td>
<td>Pinch/move notebooks to case</td>
</tr>
<tr>
<td>Release/reach</td>
<td>8.53</td>
<td>Release/reach</td>
</tr>
<tr>
<td>Pinch/move notebooks to case</td>
<td>9.40</td>
<td>Pinch/move notebooks to case</td>
</tr>
<tr>
<td>Release/reach for flap</td>
<td>10.26</td>
<td>Release/reach for flap</td>
</tr>
<tr>
<td>Press/move flap</td>
<td>11.26</td>
<td>Press/move flap</td>
</tr>
<tr>
<td>Press/hold flaps closed</td>
<td>11.50</td>
<td>Release/reach</td>
</tr>
<tr>
<td>Grasp/move flap</td>
<td>11.86</td>
<td>Grasp/move flap</td>
</tr>
<tr>
<td>Release/reach for flap</td>
<td>12.13</td>
<td>Move/hold flap</td>
</tr>
<tr>
<td>Press/move flap</td>
<td>12.46</td>
<td>Hold/flip down</td>
</tr>
<tr>
<td>Press/move (guide)</td>
<td>12.80</td>
<td>Move (push) case to taping machine</td>
</tr>
<tr>
<td>Reach for next carton</td>
<td>13.66</td>
<td>Release reach for next case</td>
</tr>
</tbody>
</table>
For example, it was estimated that the pinch force required to “get and erect the cases” was 5N based on size and weight of the carton and how it was handled. Normalized for a female with 50N pinch strength, 5N corresponds to 10% on a 0–100% scale or to 1 on a 0–10 scale. The force to move a bundle of notebooks to the case (“Pinch/move notebooks to case”) was 25N per hand, corresponding to normalized values of 50% or 5. Considering all of the steps required to perform this job, the peak force is associated with the “Pinch/move notebooks to case” step. As shown later in this chapter, the ACGIH TLV considers peak force when evaluating a job.

Forces can be determined from biomechanical calculations, estimated from knowledge of task attributes and observations, estimated using worker ratings or measured using instrumental methods. Fig. 38-6 shows a 10-point visual analog scale for estimating peak and average hand force. Assessments of force requirements should take the following factors into consideration:

- The magnitude of weight, resistance, and reaction forces
- The effects of friction
- Balance (well-balanced tools require lower exertions than poorly balanced tools)
- Posture (pinch grips require higher exertions than power grips)
- Pace
- Gloves

Jobs that require workers to get, hold, or use heavy objects will require more force than jobs that require workers to get, hold, or use light objects in the same way. Ratings should be adjusted upward if objects or glove surfaces are slippery or if objects are poorly balanced or supported with the ends of the fingers. Ratings also should be increased for rapid movements or if stiff or bulky gloves are used.

Forceful exertions can be averaged across the entire length of the work cycle, but they must be weighted for time durations. As pointed out before, most people cannot sustain an average force exertion
greater than 10–20% of maximum strength without excessive fatigue. For example, consider a job in which a worker gets parts one at a time and installs them onto a passing unit on an assembly line. The hand force required to reach for the part is negligible, the force required to transfer the part is 20% of maximum muscle strength, and the force required to install the part is 60% of maximum strength. The average force across all tasks (including nonexertion tasks and recovery time) is 10% of maximum strength. Using a 10-point scale for rating force, this job would be given average and peak ratings of 1 and 6, respectively.

Force can also be assessed using electromyography and direct measurements. Jonsson has proposed a method in which the normalized EMG measurements (0–100% of maximum) are presented as a cumulative frequency histogram, called an amplitude probability distribution. Armstrong et al. utilized force gauges under keyboards to measure forces exerted during typing.

**Posture Stresses**
Stressful postures can be identified by inspecting work elements for steps that involve repeated or sustained maximum reaches, elevation of the elbows, reaching behind the torso, full elbow flexion, full forearm rotation, ulnar/radial wrist deviation, wrist flexion, full wrist extension, or a pinch grip. Posture analysis may be performed by directly observing the job or from videotapes that are played back in slow motion. The analysis should examine each joint, for example, neck, shoulder, elbow, wrist, and hand (see Fig. 38-6). Posture stress ratings increase as deviations from neutral position, duration, and frequency increase. Posture, like force, varies from the beginning to the end of the work cycle. Consequently, the maximum and average values should be considered in the analysis. Postures can also be assessed with computers using goniometers attached to the joint of interest.

**Localized Mechanical Stresses**
Localized contact stresses can be calculated as the force acting on the body, divided by the area of contact. Consequently, the average contact stress will be higher if the weight of the arm is distributed over a padded surface than if it is rested on the sharp edge of a work surface. Stresses may not be uniformly distributed due to the irregular shapes of the workstation and tools, as well as the bones. Stresses can be identified by inspecting work methods for steps that involve contact of the body with external objects. Average and peak stresses should be considered in the analysis. Contact forces can be rated based on observations (see Fig. 38-6), however, there may be significant variation from one rater to the next.

**Low Temperature**
Exposure to low temperature affects how workers hold and use tools, peripheral circulation, and neurological symptoms of existing nerve disorders. Adverse effects may occur when the skin temperature falls below 20°C. Exposure to low temperatures can be identified by inspecting work methods for steps that result in exposure to cold air, tools, and/or materials. Rankings may be based on temperature, but should be adjusted for thermal conductivity and protective equipment. Ratings also should be adjusted for clothing, as fingers’ skin temperature is affected by the body’s core temperature.

**Vibration**
Vibration refers to the cyclical displacement of an object and has properties of frequency and amplitude. Available evidence suggests that vibration exerts a direct action on soft tissue and that it affects the way workers hold and use work objects. Vibration is often reported as a velocity or an acceleration. Acceleration is often reported because accelerometers are widely used to measure vibration. Instrumental measurements are beyond the scope of this discussion, but vibration exposure can be identified by inspecting work methods for steps that involve the use of stationary or hand-held power tools, impact tools, or controls connected to vibrating equipment. In the absence of proper instrumentation, ratings may be based on the duration and amplitude of contact with vibrating objects. For example, a grinding or buffing job would probably be rated higher in terms of vibration stress than an assembly job that requires periodic use of a powered wrench.

**Worker input**
Assessment of ergonomic stresses may be supplemented by worker interviews. Interviews should be carefully designed to avoid suggesting to workers how they should feel. Also, it is important that all workers be asked the same questions. One way of doing this is through the use of surveys in which workers rate discomfort or perceived exertion. An example of a survey in which a visual analog scale was used to assess the weights used in an automobile trim shop is shown in Fig. 38-7. These data show a significant increase in ratings toward “too heavy” as the tool mass increases above 2 kg. It cannot be said that workers will not develop a WRMSD if they use tools less than 2 kg, but in the absence of better data, worker ratings may be used as a design or selection benchmark. Designing lifting tasks to match acceptable levels of perceived exertion has been reported to reduce the risk of overexertion disorders of the back. While this has not been shown for upper limb disorders, it is a tenable hypothesis.

**Exposure Limits for Jobs with Upper Extremity Exertions**
A number of tools or procedures have been proposed that can be used to quantify the risk factors described above so that they can be compared with worker capacities or recommended exposure limits. A discussion of all of the tools is beyond the scope of this chapter. Please refer to the reference list for additional information on tools and job analysis methods.

**ACGIH TLV for Monotask Handwork**
ACGIH Worldwide defines itself as a “scientific organization”—“not a standards setting body.” The ACGIH maintains committees of qualified experts who review peer-reviewed literature and develop guidelines known as Threshold Limit Values—TLVs. TLVs are intended to help health professionals make decisions about safe levels of worker exposure. Information regarding the TLVs can be found in the ACGIH TLV guide and their documentation.

The TLVs for HAL apply to monotask hand work that is performed for four or more hours per shift. It considers HAL and peak finger force (Fp). Hand described above. “Monotask” means that the worker repeats a similar set of motions or exertions for 4 or more hours. At the present time, the TLV does not consider work durations beyond 5 hours, awkward posture, mechanical contact stress, vibration, and/or psychosocial stresses; these are left to professional judgment.

![Figure 38-7. Ratings of 33 tools by 22 workers show that tools in excess of 2 Kg were considered “Too Heavy” in an automobile trim shop. (Source: From Reference 59, Armstrong TJ, Punnett L, Ketner P. Subjective worker assessments of hand tools used in automobile assembly. 1989;50:639–45. Reproduced with permission of American Industrial Hygiene Association Journal.)](image-url)
judgment. TLV users are cautioned that some transient discomfort is a normal part of all physical activity (see the discussion of fatigue) and may not be prevented by the TLV. Also, there are many nonoccupational exposures that may contribute to the development of MSDs.

The TLV is shown graphically in Fig. 38-8. Peak finger force (Fp) is plotted on the vertical axis and HAL is plotted on the horizontal axis using scales ranging between 0 and 10. The TLV is depicted as a line that goes from a peak finger force of 7 for an HAL value of 1 to a peak finger force of zero for an HAL value of 10. There is also an action limit (AL) that goes from a peak finger force of 5 for an HAL value of 1 to zero for an HAL value of 10.

Figure 38-8. ACGIH TLV for hand activity level provides guidance for determining acceptable peak finger force (Fp) levels for a given hand activity level (HAL). (Adapted from American Conference of Governmental Industrial Hygienists [ACGIH]. 2005 TLVs and BEIs. Cincinnati: ACGIH Worldwide; 2005.)

The TLV can be applied using observations and ratings as described above. If additional information and certainty are desired, it also can be applied from a work methods analysis like the one shown for the notebook-packing job in Table 38-2. The ACGIH provides a table for estimating HAL based on exertion frequency and duty cycle. (See Table 38-3.) In the notebook-packing job, the frequency of exertions was estimated as 0.88/sec and the duty cycle as 70%. Using Table 38-3, the HAL can be estimated as 5. The peak finger force during notebook packing was estimated as 5. In Fig. 38-8, the maximum acceptable hand force for an HAL of 5 is 3.8. Clearly, the TLV is exceeded and engineering enhancements should be implemented to reduce peak finger force and/or HAL.

### TABLE 38-3. HAL CAN BE ESTIMATED FROM EXERTION FREQUENCY (EXERTIONS PER SECOND) OR PERIOD (CYCLE DURATION IN SECONDS) AND WORK DUTY CYCLE TIME*

<table>
<thead>
<tr>
<th>Frequency</th>
<th>Period</th>
<th>0–20%</th>
<th>20–40%</th>
<th>40–60%</th>
<th>60–80%</th>
<th>80–100%</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.12/s (0.09–0.18)</td>
<td>8.0s (5.66–11.31)</td>
<td>1</td>
<td>1</td>
<td>3</td>
<td>4</td>
<td>6</td>
</tr>
<tr>
<td>0.25/s (0.18–0.35)</td>
<td>4.0s (2.83–5.66)</td>
<td>2</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>6</td>
</tr>
<tr>
<td>0.5/s (0.35–0.71)</td>
<td>2.0s (1.41–2.83)</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>6</td>
<td></td>
</tr>
<tr>
<td>1.0/s (0.71–1.41)</td>
<td>1.0s (0.71–1.41)</td>
<td>4</td>
<td>5</td>
<td>5</td>
<td>6</td>
<td></td>
</tr>
<tr>
<td>2.0/s (1.41–2.83)</td>
<td>0.5s (0.35–0.71)</td>
<td>4</td>
<td>5</td>
<td>6</td>
<td>6</td>
<td></td>
</tr>
</tbody>
</table>

*Adapted from American Conference of Governmental Industrial Hygienists (ACGIH). 2005 TLVs and BEIs. Cincinnati: ACGIH Worldwide; 2005.

*Values extrapolated by author—not from ACGIH.

### OCCUPATIONAL LOW BACK PAIN

Low back pain is a nonspecific condition that refers to perceptions of acute or chronic pain and discomfort in or near the lumbar-sacral spine that can be caused by inflammatory, degenerative, neoplastic, gynecologic, traumatic, metabolic, and other types of disorders. A large number of disease conditions have been associated with low back pain, including sciatica, lumbago, spondylosis, osteoarthrosis, and degenerative disc disease. However, most episodes of work-related back pain cannot be associated with a specific lesion. Therefore, in most epidemiologic studies of occupational low back pain, the specific cause is not identified. Typically, all categories are grouped together as an idiopathic condition with similar reported symptoms.

There is no objective measurement of back pain, it can only be assessed using subjective self-reports such as pain/discomfort diagrams and visual-analog scales. In some cases, back pain may affect activities of daily living and/or result in occupational disability (lost work time or work restrictions). However, disability is a complex process that is affected by a variety of occupational, socioeconomic, and personal factors (e.g., physical job demands, psychosocial climate, compensation systems and insurance benefits, personality, etc.). As a result, there is a poor correlation between back pain and disability.
Because the causes of back pain are so poorly understood, it is difficult to specify a treatment plan. In most episodes, people with back pain are able to continue working and cope with the problem without seeking medical treatment. Most disabling cases are temporary and typically resolve themselves within a few weeks using only conservative treatment such as reduced physical activity and OTC pain medication. More invasive interventions such as surgery should not be considered during the first three months unless indicated by a specific diagnosis.77

Low back pain is one of the most common and costliest health problems in industrialized societies. Studies in the United States and Scandinavia have shown that 60–80% of adults experience at least one episode of back pain during their adult working life (ages 18–65).78,79 Other studies have found the one-month prevalence rate to be approximately 35% and the one-year prevalence rate to be approximately 50%.80,81 (It is important to note that most episodes reported in these prevalence studies did not result in occupational disability.) It is estimated that over 2% of U.S. workers file injury claims for back pain each year.82,83 When workers’ compensation indemnity payments and other indirect costs are added to medical expenditures, the total cost of occupational low back pain in the United States is estimated to be $50–$100 billion per year.80

Occupational risk factors associated with the development of back pain include the following:

- **Forceful exertions during manual materials handling**, such as lifting, pushing, and/or pulling of heavy loads20,84–93
- **Awkward trunk postures**, such as flexion, lateral bending, axial twisting, and/or prolonged sitting20,88–90,93–96
- **Whole body vibration**, usually transmitted through a vibrating seat or platform20,89,90,97,98
- **Repetitive or prolonged exposure** to any of the above risk factors75,85,86,92
- **Work-related psychological or psychosocial stress**80,100,101
- **Slips and falls**77,102

*Note:* For the first five risk factors listed above, workers are typically exposed on a continuing or ongoing basis, and it may be difficult to associate a back complaint with a specific incident or accident. Back pain complaints associated with slips and falls are different in the sense that the complaint can almost always be associated with a specific event.

Truck drivers experience elevated rates of back pain when compared to other occupational groups.75,77,105 Many truck drivers load and unload their own rigs; this activity often requires heavy lifting combined with awkward posture (e.g., trunk flexion when bending down to grasp an object on the floor of the trailer). Truck drivers also spend a considerable portion of their workday in a sustained seated posture and may be exposed to high levels of whole body vibration if the vehicle and seat suspension systems do not adequately isolate the driver from roadway bumps and shocks. Finally, slips and falls are common in the truck driving population due to the need to regularly ingress and egress tractors and trailers, working and walking outdoors on slippery surfaces in inclement weather, and maneuvering hand trucks on ramps and other irregular surfaces, sometimes with impeded vision (due to the size of packages that can partially block the visual field).82

Other high-risk occupations include nurses and nurses aides, garbage collectors, warehouse workers, and mechanics.91,105 All of these occupations require heavy lifting and associated materials handling tasks.

**Lifting and Back Pain**

Because of the hazards associated with manual lifting, the National Institute for Occupational Safety and Health (NIOSH) developed guidelines for evaluating lifting tasks in 1981.85 These guidelines were updated in 1993 in a monograph titled *Applications Manual for the Revised NIOSH Lifting Equation.*86 This document discusses risk factors associated with lifting and describes procedures for analyzing and designing manual tasks to keep biomechanical, physiological, and psychophysical loads within acceptable limits.

To use the NIOSH lifting guidelines, it is necessary to measure the following eight task variables:

1. **Load Weight (L)**—measured in kilograms.
2. **Horizontal Location (H)**—the distance from the midpoint of a line connecting the ankles to a point on the floor directly below the load center as shown in Fig. 38-9. This distance is measured in centimeters at the origin and destination of the lift.
3. **Vertical Location (V)**—the location of the hands at the origin of the lift, measured vertically from the floor or working surface in centimeters. See Fig. 38-9.
4. **Vertical Travel Distance (D)**—the vertical displacement of the object (origin to destination) over the course of the lift, measured in centimeters.
5. **Asymmetry Angle (A)—angular displacement of the load from the front of the body (the midsagittal plane) at the origin and destination of the lift, measured in degrees as shown in Fig. 38-10.
6. **Lifting Frequency (F)—the average number of lifts per minute.
7. **Duration of lifting activities**—measured in hours.
8. **Coupling Classification (C)—quality of the hand to object coupling (i.e., gripping surface), classified as good, fair, or poor.

These variables are substituted into the NIOSH Lifting Equation to compute the Recommended Weight Limit (RWL):

\[
RWL = 23 \times HM \times VM \times DM \times AM \times FM \times CM
\]

where:

- **HM** is the horizontal multiplier computed as (25/H), where **H** is the horizontal location (defined above). Table 38-4 presents values of HM for various horizontal locations. If **H** is ever less that 25 cm (10 in), the

![Figure 38-9. Definition of horizontal and vertical locations of the hands when using the NIOSH Lifting Equation. (Adapted from Waters TR, Putz-Anderson V, Garg, A. Applications Manual for the Revised NIOSH Lifting Equation. Publication No. 94-110. Cincinnati: National Institute for Occupational Safety and Health; 1994.)](image-url)
multiplier is set to a value of 1.0. If H exceeds 63 cm (25 in), HM is set to zero since this is greater than the reach capability of some workers.

VM is the vertical multiplier computed as 
$$[1 - (0.003 \times |V - 75|)]$$, where V is the vertical location (defined above). Values of VM for various vertical locations are presented in Table 38-5. VM is set to zero if the vertical location is higher than 175 cm since this exceeds the vertical reach capability of some workers.

DM is the distance multiplier computed as 
$$[0.82 + (4.5/D)]$$ where D is the vertical travel distance (defined above). DM cannot exceed a value of 1.0 even if the actual vertical travel distance is less than 25 cm. Table 38-6 presents values of DM for selected travel distances.

AM is the asymmetric multiplier computed as 
$$[1 - 0.0032 \times A]$$, where A is the angle of asymmetry (defined above). Values of AM for selected asymmetry angles are presented in Table 38-7.

FM is the frequency multiplier from Table 38-8. The purpose of the frequency multiplier is to adjust for fatigue that results from frequent and/or prolonged lifting. Note that it is necessary to consider both the frequency and duration of lifting activities in order to use Table 38-8. It is also necessary to consider the vertical location since low lifts involve lowering and raising the weight of the trunk and the head. This requires additional energy and may contribute to fatigue.

(See: NIOSH has not yet determined multipliers for jobs where the duration of lifting activities exceeds 8 hours.)

CM is the coupling multiplier. A “good” coupling (CM = 1.0) exists if the object is equipped with handles or hand-hole cutouts of sufficient size and clearance to accommodate a large hand. For loose objects without handles, a “good” coupling exists if the object has no handles or hand-holes, but the size, shape, and rigidity are such that the worker can

---

**TABLE 38-4. VALUES OF THE HORIZONTAL MULTIPLIER (HM) FOR VARIOUS HORIZONTAL DISTANCES (H)**

<table>
<thead>
<tr>
<th>Horizontal Distance (H) (in)</th>
<th>Horizontal Multiplier (HM)</th>
<th>Horizontal Distance (H) (cm)</th>
<th>Horizontal Multiplier (HM)</th>
</tr>
</thead>
<tbody>
<tr>
<td>&lt;10</td>
<td>1.00</td>
<td>&lt;25</td>
<td>1.00</td>
</tr>
<tr>
<td>11</td>
<td>0.91</td>
<td>28</td>
<td>0.89</td>
</tr>
<tr>
<td>12</td>
<td>0.83</td>
<td>30</td>
<td>0.83</td>
</tr>
<tr>
<td>13</td>
<td>0.77</td>
<td>32</td>
<td>0.78</td>
</tr>
<tr>
<td>14</td>
<td>0.71</td>
<td>34</td>
<td>0.74</td>
</tr>
<tr>
<td>15</td>
<td>0.67</td>
<td>36</td>
<td>0.69</td>
</tr>
<tr>
<td>16</td>
<td>0.63</td>
<td>38</td>
<td>0.66</td>
</tr>
<tr>
<td>17</td>
<td>0.59</td>
<td>40</td>
<td>0.63</td>
</tr>
<tr>
<td>18</td>
<td>0.56</td>
<td>42</td>
<td>0.60</td>
</tr>
<tr>
<td>19</td>
<td>0.53</td>
<td>44</td>
<td>0.57</td>
</tr>
<tr>
<td>20</td>
<td>0.50</td>
<td>46</td>
<td>0.54</td>
</tr>
<tr>
<td>21</td>
<td>0.48</td>
<td>48</td>
<td>0.52</td>
</tr>
<tr>
<td>22</td>
<td>0.45</td>
<td>50</td>
<td>0.50</td>
</tr>
<tr>
<td>23</td>
<td>0.40</td>
<td>52</td>
<td>0.48</td>
</tr>
<tr>
<td>24</td>
<td>0.42</td>
<td>54</td>
<td>0.46</td>
</tr>
<tr>
<td>25</td>
<td>0.40</td>
<td>56</td>
<td>0.45</td>
</tr>
<tr>
<td>&gt;25</td>
<td>0.00</td>
<td>58</td>
<td>0.43</td>
</tr>
<tr>
<td></td>
<td></td>
<td>60</td>
<td>0.42</td>
</tr>
<tr>
<td></td>
<td></td>
<td>63</td>
<td>0.40</td>
</tr>
<tr>
<td></td>
<td></td>
<td>&gt;63</td>
<td>0.00</td>
</tr>
</tbody>
</table>

TABLE 38-5. VALUES OF THE VERTICAL MULTIPLIER (VM) FOR VARIOUS VERTICAL LOCATIONS (V)

<table>
<thead>
<tr>
<th>Vertical Locations (V) (in)</th>
<th>Vertical Multiplier (VM)</th>
<th>Vertical Locations (V) (cm)</th>
<th>Vertical Multiplier (VM)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.78</td>
<td>0</td>
<td>0.78</td>
</tr>
<tr>
<td>5</td>
<td>0.81</td>
<td>10</td>
<td>0.81</td>
</tr>
<tr>
<td>10</td>
<td>0.85</td>
<td>20</td>
<td>0.84</td>
</tr>
<tr>
<td>15</td>
<td>0.89</td>
<td>30</td>
<td>0.87</td>
</tr>
<tr>
<td>20</td>
<td>0.93</td>
<td>40</td>
<td>0.90</td>
</tr>
<tr>
<td>25</td>
<td>0.96</td>
<td>50</td>
<td>0.93</td>
</tr>
<tr>
<td>30</td>
<td>1.00</td>
<td>60</td>
<td>0.96</td>
</tr>
<tr>
<td>35</td>
<td>0.96</td>
<td>70</td>
<td>0.99</td>
</tr>
<tr>
<td>40</td>
<td>0.93</td>
<td>80</td>
<td>0.99</td>
</tr>
<tr>
<td>45</td>
<td>0.89</td>
<td>90</td>
<td>0.96</td>
</tr>
<tr>
<td>50</td>
<td>0.85</td>
<td>100</td>
<td>0.93</td>
</tr>
<tr>
<td>55</td>
<td>0.81</td>
<td>110</td>
<td>0.90</td>
</tr>
<tr>
<td>60</td>
<td>0.78</td>
<td>120</td>
<td>0.87</td>
</tr>
<tr>
<td>65</td>
<td>0.74</td>
<td>130</td>
<td>0.84</td>
</tr>
<tr>
<td>70</td>
<td>0.70</td>
<td>140</td>
<td>0.81</td>
</tr>
<tr>
<td>&gt;70</td>
<td>0.00</td>
<td>150</td>
<td>0.78</td>
</tr>
<tr>
<td>160</td>
<td>0.75</td>
<td>10</td>
<td>0.72</td>
</tr>
<tr>
<td>170</td>
<td>0.72</td>
<td>175</td>
<td>0.70</td>
</tr>
<tr>
<td>&gt;175</td>
<td>0.00</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>


TABLE 38-6. VALUES OF THE DISTANCE MULTIPLIER (DM) FOR VARIOUS LIFT TRAVEL DISTANCES (D)

<table>
<thead>
<tr>
<th>Travel Distance (D) (in)</th>
<th>Distance Multiplier (DM)</th>
<th>Travel Distance (D) (cm)</th>
<th>Distance Multiplier (DM)</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>1.00</td>
<td>0</td>
<td>0.78</td>
</tr>
<tr>
<td>15</td>
<td>0.94</td>
<td>40</td>
<td>0.93</td>
</tr>
<tr>
<td>20</td>
<td>0.91</td>
<td>55</td>
<td>0.90</td>
</tr>
<tr>
<td>25</td>
<td>0.89</td>
<td>70</td>
<td>0.88</td>
</tr>
<tr>
<td>30</td>
<td>0.88</td>
<td>85</td>
<td>0.87</td>
</tr>
<tr>
<td>35</td>
<td>0.87</td>
<td>100</td>
<td>0.87</td>
</tr>
<tr>
<td>40</td>
<td>0.87</td>
<td>115</td>
<td>0.86</td>
</tr>
<tr>
<td>45</td>
<td>0.86</td>
<td>130</td>
<td>0.85</td>
</tr>
<tr>
<td>50</td>
<td>0.86</td>
<td>145</td>
<td>0.85</td>
</tr>
<tr>
<td>55</td>
<td>0.85</td>
<td>160</td>
<td>0.85</td>
</tr>
<tr>
<td>60</td>
<td>0.85</td>
<td>175</td>
<td>0.85</td>
</tr>
<tr>
<td>65</td>
<td>0.85</td>
<td>&gt;175</td>
<td>0.00</td>
</tr>
<tr>
<td>70</td>
<td>0.85</td>
<td></td>
<td></td>
</tr>
<tr>
<td>&gt;70</td>
<td>0.00</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>


NIOSH defines the Lifting Index (LI) as the ratio of the Load Weight (L) to the computed Recommended Weight Limit: LI = L/RWL (39-2)

The LI can be used to compare the relative hazard of two or more jobs, or to prioritize lifting jobs for ergonomic interventions. There is limited epidemiological evidence that the rate of back injury increases as the LI increases from 1.0 to 2.0. NIOSH suggests that jobs should be designed to achieve an LI of 1.0 or less. For additional information on using the NIOSH Lifting Equation, including numerous detailed examples, refer to the Applications Manual for the Revised NIOSH Lifting Equation.

The most effective way for reducing injuries and disorders associated with manual lifting is to implement engineering controls (i.e., changes in equipment, workstation layout, work methods, etc.) that reduce exposure to one or more of the risk factors discussed above. Possible approaches are briefly outlined below:

1. Reduce the weight of lifted items. For example, is it possible to put fewer parts in a tote pan or to reduce the size and weight of bags containing granular or powdered materials?
2. If the weight of the load cannot be reduced, provide mechanical assistance (e.g., hoist or articulating arm) to reduce the forces exerted by workers.
3. Eliminate low reaches by delivering objects to the worker at knee height or above. Provide an adjustable-height lift table to allow the worker to pick up objects without excessive trunk flexion.
4. Reduce horizontal reach distances by eliminating or relocating barriers that prevent a worker from getting as close to the object as safely as possible prior to starting the lift. Forward reaches should require no trunk flexion.
5. Reduce carrying distances by changing the workstation layout or by installing mechanized equipment (e.g., conveyors). Eliminate twisting by changing the layout or changing the task sequence.

If engineering controls do not reduce the LI to less than 1.0, administrative controls should be considered. A rotation scheme that allows workers to alternate between jobs with heavy lifting requirements and jobs with insignificant lifting requirements reduces cumulative exposure to lifting stresses. Although NIOSH does not endorse the use of worker selection tests, a limited number of studies have indicated that strength testing and/or aerobic capacity testing may be used to identify workers who can perform work activities with moderate to high lifting without significantly increasing their risk of work-related injury. Employee selection testing, however, is a
Awkward Posture and Back Pain

Awkward trunk posture during work can be caused by poor workstation layout. The neutral position of the trunk occurs when it is in a vertical upright position with no axial twisting. Trunk flexion (forward bending in the sagittal plane) can usually be attributed to one of two causes: (a) reaching down to grasp an object that is lower than knuckle height (the level of the hands when standing upright with the arms hanging vertically), or (b) reaching forward to grasp an object that is too far in front of the body. Lateral bending (in the frontal plane) and axial twisting are usually associated with reaching for objects that are located either to the side of or behind a worker’s body. Laboratory and field studies have shown that these nonneutral postures are associated with local muscle fatigue and excessive rates of back pain.45–57,107,112,113 Nonneutral postures can prove particularly challenging for persons with preexisting and chronic back pain, and workplace accommodations to reduce postural demands are essential to successful placement.52 Workstations should be designed to avoid trunk postures that deviate more than 30° from the neutral, upright position, and highly dynamic trunk motions should be avoided.

Because working posture is a function of an individual’s anthropometry, a workstation layout that is good for one person may not be appropriate for workers who are considerably larger or smaller. For this reason, adjustability should be incorporated into the workstation wherever possible.

Seated Work and Back Pain

Due to the rapid growth of service and information industries and technological advances in manufacturing methods, an increasing number of workers are spending a major fraction of their workday in a seated posture.114 Sitting provides many ergonomic benefits, such as a reduction in the amount of body weight borne by the tissues of the feet and lower extremities, a reduction in whole-body energy expenditure due to decreased muscle activity, and stabilization of the body for tasks that require precise manual dexterity. The primary disadvantage of sitting is increased stress on the spine.8

Clinical and epidemiological studies have shown that prolonged sitting is associated with increased rates of lower back pain.94,115 A possible explanation is that when a person moves from a standing to a sitting posture, the pelvis rotates backward, flattening the normal lordotic curve of the lower spine.118,119 This flattening has the following effects: compression on the anterior portion of the disc, tension on the exterior portion of the disc, increased intradiscal pressure, tension on the apophyseal joint ligaments, and tension on the erector spinae muscles.118,119 These stresses affect the supply of nutrients to the disc and surrounding tissue and may be related to the development of back disorders.

Spinal stresses associated with sitting are affected by the design of the chair. An important design consideration is the angle between the backrest and the seatpan. As this angle is increased, pelvic rotation and lumbar flattening is reduced.117 This can be accomplished by tilting the seatpan slightly below the horizontal or by rotating the backrest in a rearward direction from the vertical. Jobs which require the worker to lean forward while sitting (e.g., sewing, many bench assembly tasks, microscope work, etc.) should have forward-slanting seatpans. A study of full-time sewing-machine operators found that comfort was enhanced and fatigue reduced by tilting the seatpan to slant forward at an angle 15° below the horizontal.136 Furthermore, laboratory experiments have demonstrated that intradiscal pressures can be reduced up to 50% by increasing the included angle between the backrest and seatpan.

TABLE 38-8. VALUES OF THE FREQUENCY MULTIPLIER (FM) FOR VARIOUS LIFTING FREQUENCIES (F)∗

<table>
<thead>
<tr>
<th>Frequency (F) lifts/min.</th>
<th>≤8 hrs</th>
<th>≥8 hrs</th>
<th>≤2 hrs</th>
<th>≥2 hrs</th>
<th>≤1 hr</th>
<th>≥1 hr</th>
</tr>
</thead>
<tbody>
<tr>
<td>V&lt;30</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>V&gt;30</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>≤0.2</td>
<td>0.85</td>
<td>0.85</td>
<td>0.95</td>
<td>0.95</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>1</td>
<td>0.81</td>
<td>0.81</td>
<td>0.92</td>
<td>0.92</td>
<td>0.97</td>
<td>0.97</td>
</tr>
<tr>
<td>2</td>
<td>0.75</td>
<td>0.75</td>
<td>0.88</td>
<td>0.88</td>
<td>0.94</td>
<td>0.94</td>
</tr>
<tr>
<td>3</td>
<td>0.65</td>
<td>0.65</td>
<td>0.84</td>
<td>0.84</td>
<td>0.91</td>
<td>0.91</td>
</tr>
<tr>
<td>4</td>
<td>0.55</td>
<td>0.55</td>
<td>0.79</td>
<td>0.79</td>
<td>0.88</td>
<td>0.88</td>
</tr>
<tr>
<td>5</td>
<td>0.45</td>
<td>0.45</td>
<td>0.72</td>
<td>0.72</td>
<td>0.84</td>
<td>0.84</td>
</tr>
<tr>
<td>6</td>
<td>0.35</td>
<td>0.35</td>
<td>0.60</td>
<td>0.60</td>
<td>0.80</td>
<td>0.80</td>
</tr>
<tr>
<td>7</td>
<td>0.27</td>
<td>0.27</td>
<td>0.50</td>
<td>0.50</td>
<td>0.75</td>
<td>0.75</td>
</tr>
<tr>
<td>8</td>
<td>0.22</td>
<td>0.22</td>
<td>0.42</td>
<td>0.42</td>
<td>0.70</td>
<td>0.70</td>
</tr>
<tr>
<td>9</td>
<td>0.18</td>
<td>0.18</td>
<td>0.35</td>
<td>0.35</td>
<td>0.60</td>
<td>0.60</td>
</tr>
<tr>
<td>10</td>
<td>0.00</td>
<td>0.15</td>
<td>0.30</td>
<td>0.30</td>
<td>0.52</td>
<td>0.52</td>
</tr>
<tr>
<td>11</td>
<td>0.00</td>
<td>0.13</td>
<td>0.26</td>
<td>0.26</td>
<td>0.45</td>
<td>0.45</td>
</tr>
<tr>
<td>12</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.23</td>
<td>0.41</td>
<td>0.41</td>
</tr>
<tr>
<td>13</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.21</td>
<td>0.37</td>
<td>0.37</td>
</tr>
<tr>
<td>14</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>15</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>16</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
</tbody>
</table>

the seatpan and backrest from 90° to 110°. Adding a lumbar support to the backrest also reduces intradiscal pressure.123

The height and shape of the seatpan are also important considerations in chair design. If the seat is too high, the worker’s feet dangle, causing pressure on the underside of the thigh. This can interfere with circulation and cause swelling in the feet and lower legs. If the seat is too low, the thighs do not make good contact with the seatpan and an excessive amount of body weight will be borne by the ischial tuberosities and surrounding tissue. This may cause considerable discomfort, particularly if sitting on an unpaded seat or if sitting for a prolonged period. To accommodate the range of body sizes found in the working population, it is suggested that seat height be adjustable from 38 cm to 53 cm, measured from the floor to the front of the seatpan.121 This adjustment should be easy to perform and not require any special tools. Ease of adjustment is particularly important if the chair is used by more than one person (e.g., where the same workstation is used by both day-shift and night-shift workers). Where feasible, the workstation and job demands should be designed to avoid prolonged seated postures.122

For example, the job can include occasional tasks that must be performed away from the primary workstation. This allows the worker to periodically stand up and walk during the shift.

When selecting or designing a work seat, it is important to match the characteristics of the chair to the requirements of the job. For example, workers who must periodically reach behind or to the side of the body typically prefer seatpans that swivel, while workers who perform precision assembly tasks prefer seatpans which are stable.123

► MANAGEMENT ISSUES

As discussed above, stresses that result in musculoskeletal disorders of the upper limb and low back can frequently be controlled through redesign of equipment, tools, and/or work methods. While these interventions may reduce the incidence and severity of WRMSDs, it is unrealistic to prevent all disorders. They are multifactorial in nature and their causation is not yet understood well enough to achieve zero risk. In addition, there will continue to be some cases due to individual factors. It is necessary to provide accommodations for people who experience these impairments so that they do not become long-term disability cases. The details of such a program are beyond the scope of this chapter, but are described elsewhere.60-69 It suffices to say that the worker, supervisor, engineer, and health-care provider must work together as a team to determine what the worker can do, and to find or modify jobs to accommodate any limitations.

Control of WRMSDs involves health professionals, supervisors, engineers, and workers. Thus, an ergonomics program is best managed by a team of persons from each of these areas. The team should meet regularly to review health data, new and old cases, set goals, recommend allocation of resources to control ergonomic stresses, and review the progress of ergonomic interventions.

► SUMMARY

Many worker health and safety problems can be attributed to failure to anticipate the capacity and behavior of the entire work population. Fatigue, accidents, and back and upper limb disorders are all too common examples of these problems. Ergonomics is the application of epidemiology, anthropometry, biomechanics, physiology, psychology, and engineering to the evaluation and design of work for preventing injury and illness while maximizing productivity. Ergonomics is not yet an exact science, therefore, all interventions should include appropriate evaluations to ascertain their effectiveness.
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Industrial Hygiene

Robert F. Herrick

BACKGROUND

Within the scope of public health practice, industrial hygiene is the health profession devoted to the recognition, evaluation, and control of hazards in the working environment. These include chemical hazards, physical hazards, biological hazards, and ergonomic factors that cause or contribute to injury, disease, impaired function, or discomfort. Throughout the world, the profession that addresses these hazards is known as occupational hygiene; however, the United States has not yet adopted this newer, more accurate term. In this chapter, the term industrial hygiene is used as the equivalent of occupational hygiene.

Industrial hygiene principles have evolved over many years with accelerated development since the Industrial Revolution. Industrial hygiene is a young profession, which traces its name to Hygeia, the goddess of health and prevention, daughter of Aesculapius, god of medicine in Greek mythology. The modern history of industrial hygiene starts with the organization of manufacturing processes into industrial sectors. This history was chronicled by Theodore Hatch, who summarized the “Major Accomplishments in Occupational Health in the Past Fifty Years” on the 50th anniversary of the Division of Occupational Health of the U.S. Public Health Service in 1964. Hatch noted that, prior to World War I (about 1914), the United States was a rural, agricultural society, where the industrial processes were few and conducted by manual labor. The only plastic available was celluloid, petroleum refining dumped most of the product to waste, and Henry Ford had just introduced the radical concept of a $5 daily wage. This was the industrial world that Alice Hamilton discovered when she began to trace the health problems she found among immigrant families back to the husbands’ workplaces.

In the 50 years that Hatch reviewed, industrial hygiene had emerged as one of the core disciplines in public health. In 1964, he attributed the progress that had been made in improving workplace conditions to the application of the principle of “epidemiologic assessment of occupational health hazards.” Progress in the identification of these hazards resulted from “... the joining of skills from the health sciences and medicine on the one hand, and from the physical sciences and engineering on the other, with the two groups cemented together by biostatistics and epidemiology."

This approach taken by the pioneers in industrial hygiene resulted in remarkable progress. Not only did they identify important questions, they had the vision to develop interdisciplinary approaches to solve them. This vision places industrial hygiene in the larger field of public health. The industrial hygienist’s work in the recognition, evaluation, and control of hazardous exposures in the workplace environment is a practice of primary prevention, and the identity of industrial hygienists as public health practitioners is clear. Prevention is the key to a safe and healthful workplace, and industrial hygiene is a practice of primary prevention.

The steps that are involved in the prevention of occupational and environmental diseases are hazard recognition, hazard evaluation, and hazard control/intervention.

Hazard Recognition

The human health hazard resulting from an occupational exposure is determined by both the toxicity of an agent or factor and the extent or magnitude of human exposure. Successful industrial hygiene practice has been defined to include a step that is in some ways preliminary to hazard recognition: the anticipation of hazardous exposures and conditions before they actually occur. Toxicological testing in animals produces information that is an important component of hazard anticipation and early recognition. In combination with human health data that may be generated through environmental/occupational medicine and surveillance programs, or through epidemiological studies, this information provides the basis for a strategy of hazard anticipation and recognition. For established workplace conditions, surveillance of both exposure and disease provides clues and hypotheses for further evaluation.

Hazard Evaluation

Hazard evaluation is a type of risk assessment, developed from the information gained in the hazard recognition and identification process and the characteristics of the (exposed) population at risk. The series of steps in reaching a conclusion about the degree of hazard associated with a particular exposure or work condition is known as hazard evaluation. Hazard evaluations are essential to determine the need for control measures to minimize exposures and to identify clues to the etiology of an adverse health condition observed in a worker or group of workers.

Hazard Control/Intervention

Primary prevention involves identification and evaluation of environmental hazards that are factors or cofactors in disease production, followed by application of methods to reduce or eliminate human exposures. This is the classical public health approach. Principles and methods for controlling occupational hazards include a range of techniques from substitution or elimination of hazardous materials and processes, to engineering and administrative exposure controls, to exposure reduction using personal protective equipment at the level of individual workers.

Recognition of Occupational and Environmental Hazards

Principles of Hazard Recognition

Hazard recognition involves a systematic review of a worker’s occupational environment to identify exposures and potential exposures. This review should include information on the materials used and produced, the characteristics of the workplace including the equipment used, and the nature of each worker’s interaction with the sources of workplace hazards. Specific information is obtained on the...
raw materials used in a process, materials produced or stored, and the by-products formed during the production process. Sources of this information are described in the following section. Hazard recognition also includes gathering information on the types of equipment used in the workplace, the cycle of operation and/or frequency of exposure, and the operational methods and work practices used. Information such as this is available from industrial hygiene reference sources.\(^2\) A workplace review for the purpose of hazard recognition also includes identification of health and safety controls in place, including use of personal protective equipment.

The Occupational Safety and Health Administration (OSHA) Hazard Communication Standard provides a valuable information resource for hazard identification and evaluation. This standard requires employers to: (a) develop a written hazard communication program, (b) maintain a list of all hazardous chemicals in the workplace, (c) make available to workers Material Safety Data Sheets (MSDSs) for each hazardous chemical, (d) place labels on containers as to the chemical identity and precautions in handling, and (e) provide workers with education and training in the handling of hazardous chemicals.

**Classification of Hazards**

For purposes of hazard control and disease prevention, contaminants are classified largely on the basis of their physical and chemical characteristics, as these characteristics determine the route of exposure. Workers may be exposed to contaminants by inhalation, by absorption through the skin, by ingestion, or by injection, as in the case of accidental puncture wounds. Inhalation and skin absorption are the primary routes of exposure for most materials in the occupational environment. In cases where poor hygiene practices such as consumption of food and beverages in contaminated work areas are allowed, ingestion may be an important source of exposure. Environmental agents can be classified as either physical hazards or health hazards.

**Physical Hazards.** In its hazard communication standard, OSHA classifies materials such as explosives, flammable or combustible liquids, oxidizers, compressed gases, organic peroxides, pyrophoric chemicals, and unstable (reactive) chemicals, or water-reactive chemicals as physical hazards. Other exposures in the workplace such as excessive noise, ionizing and nonionizing radiation, and temperature extremes are other examples of physical hazards.

There is a rapidly growing recognition that ergonomic factors are important causes of injury in the workplace. Repetitive motions, conducted in awkward positions, result in a variety of chronic trauma disorders, including carpal tunnel syndrome.

**Health Hazards.** Chemical and biological materials capable of producing adverse acute or chronic health effects are defined as health hazards. Exposures to chemical mists, vapors, gases, or airborne particles (dusts and fumes) occur through inhalation, ingestion, or by absorption through the skin. OSHA classifies hazardous chemicals as carcinogens, toxic or highly toxic agents, reproductive toxins, irritants, corrosives, sensitizers, hepatotoxins, nephrotoxins, agents that act on the hematopoietic system, and agents that damage the lungs, skin, eyes, or mucous membranes. Biological hazards include exposures to infectious or immunologically active agents such as molds, fungi, and bacteria.

**Types of Airborne Contaminants**

Aerosols. Liquid droplets or solid particles in a size range that allows them to remain dispersed in air for a prolonged period of time are known as aerosols. Aerosols are also known as airborne particulate matter. The hazard associated with airborne particulate matter is determined by three factors: (a) the biological activity of the material, (b) concentration of the airborne material, and (c) airborne particle size. Particle size is an important determinant of hazard, because it strongly influences the site of deposition within the respiratory system. Many occupational diseases, including silicosis and asbestosis, are associated with material deposited in specific regions of the respiratory tract. Criteria\(^1\) have been developed to define critical size-fractions most closely associated with various health effects and are defined as follows:

- **Inhalable fraction:** This is the fraction of airborne particulate matter that can present a hazard when deposited anywhere within the respiratory tract. Most particles of diameter less than 100 µm are considered inhalable.
- **Thoracic fraction:** Those particles that are hazardous when deposited anywhere within the lung airways and the gas-exchange region. Particles in this size range are generally less than 25 µm in diameter.
- **Respirable fraction:** Those particles that are a hazard when deposited in the gas-exchange region of the lungs. These particles are less than 10 µm in diameter.

**Gases and Vapors.** In general, materials are considered gases if they are predominantly in the gaseous state at temperatures and pressures normally found in ambient or occupational environments. Vapors are the gaseous form of substances normally present in the solid or liquid state at room temperature and pressure. Liquids undergo phase transformation to the vapor state by the process of evaporation and mix with the surrounding atmosphere. In the workplace environment, organic solvents volatilize to form vapors at normal temperatures and pressures. In many industrial applications, solvents are heated, which results in increased vaporization and elevated airborne solvent concentrations.

**Measures of Airborne Concentration**

A number of terms and units are used to describe airborne concentrations and exposures to contaminants. The form of the contaminant and the sampling and analytical method used to measure the airborne concentration dictate the choice of terms that are used. The following terms are used to describe airborne concentrations and exposure:

- **Ppm (ppb):** parts of vapor or gas per million (or billion) parts of contaminated air by volume at room temperature and pressure.
- **Mppcf:** millions of particles of a particulate per cubic foot of air.
- **Mg/m\(^2\) (µg/m\(^2\)):** milligrams (or micrograms) of a substance per cubic meter of air.
- **Vapor %:** parts of vapor or gas per 100 parts of contaminated air by volume at room temperature and pressure.
- **Fibers/cc:** a measure of the numbers of fibers longer than 5 µm in length per cubic centimeter of air. This measure is used for asbestos and other fibers.

**Sources of Hazard Information**

**Toxicological Reviews.** There are many sources of information on hazardous properties of materials found in the workplace environment. These reviews and evaluations are prepared by private organizations as well as government agencies in the United States and internationally. The U.S. National Institute for Occupational Safety and Health (NIOSH) prepares several sets of criteria and recommendations for limiting exposure to occupational hazards. These are not legally enforceable themselves, but NIOSH recommendations are transmitted to OSHA, where they can be used in promulgating legal standards. The Agency for Toxic Substances and Disease Registries (ATSDR) of the U.S. Department of Health and Human Services develops toxicological profiles for compounds commonly found at hazardous waste sites. The National Institute of Environmental Health Sciences (NIEHS) of the U.S. Department of Health and Human Services prepares an Annual Report on Carcinogens, which reviews and evaluates information on evidence of carcinogenicity. The report provides a listing of chemicals classified on the basis of the strength of the evidence of carcinogenic risk. The American
Conference of Governmental Industrial Hygienists (ACGIH) prepares a listing of Threshold Limit Values (TLVs) and Biological Exposure Indices (BEIs), which are updated annually. Several international organizations review scientific information for purposes of evaluating risks resulting from human exposure to chemicals. The International Agency for Research on Cancer (IARC) prepares critical reviews of information on evidence of carcinogenicity for chemicals. The International Programme on Chemical Safety (IPCS) is a joint venture of the United Nations Environment Program, the International Labor Organization, and the World Health Organization. This program develops Environmental Health Criteria Documents, which are summaries and evaluations of the information on toxic effects of specific chemicals and groups of chemicals.

A number of information sources are now available on CD-ROM and the World Wide Web. For example, the OSHA Standards, Letters of Interpretation, Environmental Protection Agency (EPA) Standards, and Hazardous Substances Databanks from the National Library of Medicine, Medline, TOXLINE, etc. can all be accessed directly from a personal computer. The use of Internet-based resources is one of the industrial hygienist’s greatest information and communication assets. The following list is a sample of some of the readily available information on the World Wide Web. It is not an exhaustive list, and due to the dynamic nature of internet-based resources, general search tools (such as Google) should be used to locate the most current information sources on any subject. The OSHA “Safety/Health Topics” webpage contains a wide variety of information on hundreds of topics to provide users relevant reference materials including standards, directives, training materials, etc. The site also covers timely topics such as molds, ergonomics, and anthrax. On the OSHA eTools webpage there are a wide range of downloadable “Expert Advisors” and “eTools” for example, expert advisors available on topics such as: asbestos, confined space, fire safety, hazard awareness, lead in construction, respiratory protection, and lockout/tagout. The National Library of Medicine (http://www.nlm.nih.gov/) includes links to Medline (a large database of peer-reviewed publications in medicine and toxicology; Hazardous Substances Databank (HSDB), (including ~4500 detailed reviews); Integrated Risk Information System (IRIS) (including Cancer Slope Factors, and a variety of other information); Toxicology Database of Peer Reviewed Toxicology Publications (TOXLINE); Developmental and Reproductive Toxicology Data (DART); Chemical Carcinogenesis Research Information System (CCRIS); Toxic Release Inventory (TRI) of chemicals released by companies into the environment, by name, location etc.). Other information sources include INCHEM from the World Health Organization (WHO) in Conjunction with the International Labour Organization (ILO) and the United Nations (UN). This database includes Chemical Safety Data with references (www.inchem.org); and INTOX Toxicological information (www.intox.org). Additional information is found at Work Safe (Australia) (www.worksafe.gov.au); the Canadian Center for Occupational Safety and Health (CCOHS) (www.ccohs.ca); and North Carolina Occupational Safety and Health Education and Research Center (OEM Web Resource http://occhealthnews.net/index2.htm).

Resource Hotlines. A number of emergency response services are in operation, some of which are primarily intended to provide information on environmental aspects of chemical hazards. These services are good sources of information on the toxicity and risk of exposure to a wide range of chemicals, regardless of whether exposure takes place in an environmental or an occupational setting. NIOSH operates a toll-free technical service to provide information on workplace hazards. The service is staffed by technical information specialists who can provide information on NIOSH activities, recommendations and services, or any aspect of occupational safety and health. The number is not a hotline for medical emergencies, but is a source of information and referrals on occupational hazards. The NIOSH toll-free number is 800-35-NIOSH (800-356-4674).

CHEMTRE is a 24-hour hotline to the Chemical Transportation Emergency Center operated by the Chemical Manufacturers Association (800-262-8200). CHEMTREC assists in the identification of unknown chemicals and provides advice on proper emergency response methods and procedures. It does not provide emergency treatment information other than basic first aid, however.

CHEMTREC also facilitates contact with chemical manufacturers when further information is required.

The National Pesticides Telecommunications Network Hotline is jointly operated through Oregon State University and the U.S. Environmental Protection Agency (800-858-7378). The hotline provides information on pesticide-related health effects on approximately 600 active ingredients contained in over 50,000 products manufactured in the United States since 1947. It is also a source of information on pesticide product formulations, basic safety practices, health and environmental effects, and cleanup and disposal procedures.

Several hotline and information lines are available for response to information requests on toxic materials and environmental issues. The Toxic Substances Control Act (TSCA) Assistance Information Service (TAIS) provides information and publications about toxic substances, including lead and asbestos (202-554-1404). The EPA also operates a National Response Center, which is a source of information on oil discharges and releases of hazardous substances (800-424-8802). In addition, each of the 10 U.S. EPA Regional Offices has a hotline telephone number.

EVALUATION OF HAZARDS

The series of steps followed to assess the hazard associated with a particular exposure or work condition is known as hazard evaluation. Hazard evaluations are essential to determine the need for control measures to minimize exposures. They are also conducted in search of clues to the etiology of an adverse health condition observed in a worker or group of workers. Hazard evaluation is founded upon the information gained in the hazard recognition and identification process just described and requires knowledge and information on:

1. Workplace activities and processes, and potential exposures to contaminants
2. Properties of contaminants and potential routes of human exposure
3. The actual magnitude and frequency of worker exposures to a contaminant. In the absence of quantitative exposure information, estimates of the potential for human exposure are often useful for hazard evaluation
4. Potential adverse health effects resulting from an exposure and the approximate level of exposure at which adverse effects occur

While the techniques for evaluation are tailored to each type of hazard, the principles of evaluation can be generalized. Exposure is evaluated in its role as an underlying cause of disease, so in these investigations, exposure may be regarded the measure of contact with the potential causal agent(s).

Measurements of Environmental Contaminants

Over the range of types of exposures (gases and vapors, aerosols, and biological and physical agents), there are two general classes of measurement techniques. One class is termed the extractive methods, in which the contaminants of interest are removed from the environment for laboratory analysis. With these methods, a sampling device is used to collect the contaminants, usually from air in the vicinity of the worker’s breathing zone. This sort of measurement of exposure is termed a personal sample, as it attempts to characterize the composition of the environment at the point the worker contacts it by inhalation. Because of the importance of inhalation exposures, measurement methods assess airborne contaminants. However, methods to measure contamination of surfaces, as well as the exposure of the skin, are available. These methods are described later in this section. A large number of sampling and analytical methods are available for measurement of personal exposures. Both NIOSH and OSHA
The measurement made in biological media may be for a particular chemical itself or its metabolites. Another type of measurement used to evaluate workplace exposure is reversible biological change, which is characteristically induced by chemical exposure. These measurements can be made in blood, urine, exhaled breath, or other biological liquids. Biological monitoring methods are usually used to complement measurements of inhalation exposures, as they provide information on the total exposure from all sources (nonoccupational and workplace) and by all routes (i.e., skin and gastrointestinal absorption). The medium that is selected for sampling can be chosen to suit a particular purpose, as materials such as organic solvents may be eliminated by several pathways. There are reference values for measurements made in biological media. The ACGIH has prepared these values, known as BEIs, with documentation for their measurement and interpretation of results, for approximately 45 chemicals.3

**Interpreting Exposure Measurement Information**

Exposure measurements are usually compared with a legal or recommended exposure limit. There are several sources of exposure limits, as discussed earlier. While the exposure limit values vary between sources, virtually all these limits are specific to the airborne concentration of a single chemical, and the vast majority set a level that is not to be exceeded as a time-integrated average over an 8- to 10-hour work shift. While this data lends itself to determining compliance with a limit, measurements of levels below a limit should not be considered conclusive for purposes of hazard evaluation. None of the exposure limit values, including the OSHA Permissible Exposure Limits (PELs), which are legally enforceable, are intended to be used as fine lines to distinguish between safe and dangerous working conditions. When interpreting the results of exposure measurements, an environment should not be considered to be free from risk when exposure levels are below the limit value. In the case of individual workers in the environment, reported symptoms should not be considered non-work related only because measured exposure levels are below a limit. The extent of individual variability in response to workplace exposure is not well known, and a conservative approach to the interpretation of exposure is appropriate. The ACGIH has thoroughly described the factors that must be considered in interpreting exposure information, including simultaneous exposure to mixtures of toxic agents, variability in the composition and levels of exposure over time, exposure by multiple routes, and unusual working conditions.7

**Mixed Exposures**

Most exposures in the working environment are comprised of mixtures of potentially hazardous materials. In general, very little is known about the combined effects of exposure to multiple agents. The combined effects of some materials that act upon the same organ system are recognized in the ACGIH TLVs for Mixtures. A common example is an atmosphere containing a mixture of solvents. While each solvent may have neurotoxic effects, it may be that no single chemical exceeds its recommended exposure limit. The hazard should be evaluated in consideration of the additive effect of the exposure. The TLVs provide guidelines for assessing the effect of exposure when the components of a mixture have similar toxicological properties.

**Exposure Variability**

The variability in exposure can be broken down into components. The characteristics of a contaminant in the environment are described by its composition and intensity. The composition, that is, the chemical makeup, and the distribution of particle sizes changes through time. The intensity of exposure, expressed as its concentration (such as parts per million of air, or number of asbestos fibers per cubic centimeter of air) may also change through time, resulting in a highly variable exposure over a workday. Exposure variability is also introduced by the characteristics of the individuals in the exposure environment. Even for jobs at fixed workstations, where workers perform similar tasks, there can be substantial exposure differences between individuals because of personal work practices.

When interpreting exposure information for hazard evaluation, these sources of exposure variability must be considered. For example,
consider two workplaces where benzene exposure is of concern. In one workplace, there is a steady concentration of 1 ppm, so the exposure of a worker spending a full shift in this area would be measured as 1 ppm as an 8-hour time-weighted average exposure. A worker in the second workplace could be in an environment in which the level of exposure to benzene varies widely from periods of no detectable exposure to very high but short-term peaks of exposure. For example, if this second worker experienced a single, high, peak exposure level of 48 ppm of the solvent, for only 10 minutes a day, then spent the remainder of the shift in an unexposed area, this worker’s 8-hour time-weighted average exposure would also be 1 ppm. Classifying these two workers as equally exposed could result in an erroneous conclusion in hazard evaluation. When exposure varies widely over time, the time course of exposure must be considered in order to develop an appropriate hazard-control strategy. Industrial hygiene sampling methods can be used to measure the high, short-term exposure and identify the work activities that cause it, as well as to measure exposure integrated over the time of sampling.

**Exposure by Multiple Routes**
While inhalation is an important route of exposure for many occupational hazards, skin exposure may also be a significant route of entry for industrial chemicals. Most exposure guidelines and limits include notations indicating cases in which skin contact may be a significant route of exposure. In the case of the ACGIH-TLVs, this notation appears for approximately 10% of the chemicals listed. Unlike measurements of airborne contaminants, the interpretation of information obtained by measuring dermal contact is complicated by the absence of guidelines or reference values. Measurement of skin contact does not necessarily provide a direct indication of the quantity of a chemical that may be absorbed, as the relationship between the material found on the skin and the absorbed amount depends on several factors. The physical and chemical properties of the material, the anatomical area of contact, the duration of contact, and the individual characteristics of the exposed individual can all influence the relationship between the amount of material on the skin and the amount that may be dermally absorbed. The importance of dermal exposure should not be underestimated; however, as in some occupational settings, materials such as pesticides have been shown to enter the body primarily by dermal absorption. In these cases, measurements in biological media can be very helpful in hazard evaluation, as they can integrate the contribution of exposures from a number of routes.

**Unusual Working Conditions**
Any interpretation of exposure information should recognize that there is uncertainty associated with both the measurement of exposure, as well as the limit value to which it is compared. Information on exposure should be interpreted in view of the overall conditions in the working environment. For example, exposure measurements are generally made with the expectation that the individuals are in the working environment for the “normal” 8-hour day, and 40-hour work week. Many jobs operate on a schedule that varies from this. The potential effect of extended duration on occupational exposure is rarely recognized in exposure limits, however. Of the over 600 materials for which there are OSHA PELs, only the lead standard specifies that the maximum daily allowable exposure level be adjusted down in proportion to the time by which the length of the daily exposure exceeds 8 hours. For purposes of hazard evaluation and decisions about the need for exposure controls, however, duration of exposure should be considered for any exposure situation.

**CONTROL OF HAZARDS**

**Principles and Limitations of Controls**
Recalling the public health basis of industrial hygiene practice, exposure control is a means of primary prevention. The elimination or reduction of hazards to the extent feasible is the primary means of prevention for occupational disease and injury. The strategy for effective hazard control is an ordered hierarchy. The three elements of this effective ordered hierarchy of control solutions are:

1. First, prevent or contain hazardous workplace emissions at their source
2. Next, remove the emissions from the pathway between the source and the worker
3. Last, control the exposure of the worker with barriers between the worker and the hazardous work environment

This strategy mandates the use of environmental controls as the primary means of exposure prevention. These controls may take several forms and are frequently used in combinations as part of an overall prevention strategy. Specific control methods include substitution of materials with less hazardous substances, modification of the working environment to contain the source of the hazard, isolation of the worker from the hazardous environment, removal of the hazardous substance by ventilation, modification of work practices to reduce exposure, and use of personal protective equipment to reduce exposure. It should be noted that the use of protective equipment, including respirators, is intentionally mentioned last. Personal protective equipment should be considered the least preferable means of hazard control, implemented only when other means of control are not feasible or effective.

**Material Substitution**
The practice of reducing risk in the workplace by the removal of a toxic material and its replacement with a less toxic substitute is well established. Elimination or reduction of extremely toxic materials, such as asbestos as an insulating material, or benzene in solvents, adhesives, and gasoline, illustrates the principle of substitution. These examples also illustrate the risk of replacing one hazard with another. As more information is discovered about their toxicity, some of the materials used to replace asbestos as an insulating material, such as artificial mineral fibers and fibrous glass, are suspected of having effects similar to asbestos. The replacement of benzene with another chemical, such as hexane, with similar solvent properties may reduce the risk of exposure to a carcinogen, but increase the hazard of exposure to a neurotoxin. Substitution is an important method of primary prevention of workplace exposures, but it should be practiced with a recognition of the effect the replacement material may have on the work environment. The result of substitution should not be the replacement of one hazard with another.

**Process Modification**
The application of engineering control technology to modify the design of industrial processes is a very effective method of intervention to reduce exposures. Spray painting is an example of a process in which technology has changed, substantially reducing solvent exposures by using airless atomization systems instead of compressed air spray guns. Many common industrial processes, such as material handling procedures, can be redesigned to minimize the release of contaminants. Exposure control should be included as a central design element at the design stage of a new industrial process or in the modification of existing operations. The anticipation and control of potential hazards at the design stage is more efficient than redesign of existing systems.

**Isolation**
By considering exposure to be the result of personal contact with a source of contamination, we can easily see the effectiveness of isolation to interrupt the pathway between the source of a hazard and the worker. This approach can be implemented in two ways: by enclosure to isolate a source from the working environment or by isolating the workers from a contaminated environment. Both approaches may be part of a comprehensive exposure-control strategy; however, containment of the source is generally preferable. The glove box used in
handling infectious materials is a common example of containment for hazard control. This approach is particularly well suited to control individual point sources of contaminants, or physical hazards such as noise. By preventing the release of a hazardous agent into the work environment, exposure is controlled at the source.

Isolation of the workers from the contaminated environment may be preferable, and more feasible, in cases where contaminants are released from multiple sources dispersed through the work environment. While this approach does not prevent the release of the hazard into the environment, it is possible to protect workers through isolation. The use of clean air-supplied control rooms in chemical production facilities is an example of isolation of workers from general environmental contamination.

**Ventilation**

Ventilation is a very common method of workplace hazard control. There are two general types of ventilation: dilution ventilation (also known as general or comfort ventilation) and local exhaust ventilation. There is some amount of dilution ventilation in any indoor space, even if it is only the natural infiltration of outside air. Most workplaces require additional ventilation, known as local exhaust, to capture contaminants at or near their source and remove them from the work environment. Although they are frequently used together, the two types of ventilation are very different in design and performance.

**Dilution Ventilation.** Dilution (also known as general) ventilation is the replacement of contaminated air with fresh air. In its most simple form, general ventilation is provided by the natural entry of outdoor air through windows, doors, and other openings. Most indoor workplaces require some means of providing mechanical air movement to supplement the natural airflow. Mechanical roof ventilators or wall fans are common in buildings used as workplaces. The human occupants of office buildings may be the primary source of indoor pollution in cases where there are no industrial processes. General building air provided by a heating, ventilation, and air conditioning (HVAC) system may be the only means of controlling the carbon dioxide, water vapor, particulate material, and biological aerosols that are the result of human occupancy. Ventilation guidelines for general dilution are provided by the American Society of Heating, Refrigerating and Air-Conditioning Engineers (ASHRAE) to specify minimum ventilation rates and indoor air quality that provide an acceptable work environment; however, these guidelines are based more on perceptions of comfort by building occupants than on prevention of adverse health effects.

Dilution ventilation is generally not sufficient to provide effective control in workplaces where there are sources of contamination in addition to human occupancy. This is clearly the case where major industrial processes are conducted, but it can also be true where the contaminant sources are limited to office equipment such as photocopy machines. The volume of air needed to dilute contaminants to acceptable levels is usually large, requiring large and expensive air handling systems to move the air, as well as to heat and cool it. These systems may reduce the amount of contaminant present in the work environment, but they do not control its release. Local exhaust systems, described in the following section, are generally preferable for a variety of reasons.

**Local Exhaust Ventilation.** Local exhaust systems differ fundamentally from dilution systems. Rather than allowing contaminants to escape, then reducing their concentration by dilution with clean air, local exhaust ventilation systems capture air contaminants at the source and prevent their dispersion in the environment. By interrupting the pathway between the source of the contaminant and the worker, these local systems control emissions and prevent exposures. These systems typically include a hood, which may partially enclose the source and facilitate the entry of contaminated air entry into the exhaust system. The force to move air into the system is provided by a fan, connected to the hood with duct work. Many systems also include an air cleaning device, such as a filter, to remove contaminants before the air is released to the environment. The design and testing of local exhaust systems is a specialized aspect of industrial hygiene, and the ACGIH’s manual and text by Burgess should be consulted as sources of further information.

**Personal Protective Equipment**

Personal protective devices are at the lowest level of the hierarchy of exposure control methods. These devices are intended to provide a barrier between workers and contaminated environments. They include equipment to protect the eyes (safety glasses, goggles, and face shields); the skin (gloves, aprons, and full body suits made of impervious materials); and the respiratory tract (a wide variety of respiratory protective devices). The selection and use of these devices is largely driven by the particular application, and there is a large number of choices available to protect against chemical, physical, and biological hazards.

The specification and use of respiratory protective devices is more complex than is the case for other personal protective equipment. This is due to the legal requirements, as well as the importance of matching the choice of respiratory protection with both the hazard and the individual respirator user. OSHA has a specific regulation for respirator use (Code of Federal Regulations, 29 CFR 1910.134). In addition, some OSHA standards for specific air contaminants such as asbestos and lead include requirements for respiratory protection programs.

Respiratory protective devices may be classified into two general types. Respirators that operate by removing contaminants from air by filtration, adsorption, or chemical reaction are known as air-purifying respirators. Respirators that supply air from a source other than the surrounding environment (such as from a cylinder of compressed air) are known as atmosphere-supplying respirators. Both types of respirators are tested and certified for use by NIOSH.

NIOSH has developed a full respirator decision logic, which is a recommended procedure to guide to the selection and use of respiratory protection. The correct choice of a respirator requires consideration of the particular contaminants that may be present and the concentrations at which they will be found in the working environment. OSHA has an internet-based eTool that guides users through the respirator selection process at http://www.osha.gov/SLTC/etools/respiratory/index.html, and NIOSH has updated its respirator decision guidelines as of 2005. The ability of an individual worker to wear the respirator in a manner that will provide adequate protection must also be determined as part of a respirator selection and use program. Individual workers vary widely in the degree of protection that a respirator will provide in actual use in the working environment, and the decision logic includes requirements for comprehensive respiratory protection programs with respirator fit testing to ensure that each respirator performs effectively for the individual user.

**Education and Training**

Worker education and training are essential components of effective programs of primary prevention and exposure control. Any of the control strategies just described function best when workers understand the physical and chemical hazards associated with their work, as well as methods for controlling these hazards. In the OSHA substance-specific regulations (for asbestos, lead, arsenic, cotton dust, etc.), worker education and training are required, although these regulations often lack detailed training specifications. Training requirements also are contained in several OSHA process-specific standards such as the respiratory protection standard, the blood-borne pathogens standard, and the standard concerning process safety management for highly hazardous materials. In addition, the OSHA Hazard Communication Standard, which was promulgated in 1985, establishes generic training requirements for hazardous substances. The OSHA Hazard Communication Standard requires chemical manufacturers and importers to provide hazard information to users of their products. Information must be provided in the form of MSDSs and product labels. The standard requires that employees be provided with information and training on hazardous chemicals in the workplace. Training must include
information concerning requirements of the OSHA standard, identification of hazardous materials in the work area, information on the company’s written hazard communication standard, methods for detecting presence or release of hazardous chemicals in the work area, specific hazards of chemicals in the workplace, measures to protect workers from exposure to hazardous chemicals, and details concerning the employer’s hazard-labeling system for chemicals in the workplace. Although the sort of training required by the hazard communication standard is not legally required for all occupational hazards, it contains the elements of a model program that can be adapted to a variety of workplace situations where hazard control is needed.
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Surveillance and Health Screening in Occupational Health
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INTRODUCTION
This chapter will discuss surveillance and health screening in occupational health and the common principles that guide program performance.

SURVEILLANCE IN OCCUPATIONAL HEALTH
Surveillance in occupational health, as in other public health endeavors, involves the systematic and ongoing collection, evaluation, interpretation, and reporting out of health-relevant information for purposes of prevention. Surveillance can help establish the extent of a problem, track trends, identify new problems or causes, help set priorities for preventive interventions, and provide the means to evaluate the adequacy of the interventions. Surveillance programs can focus on an enterprise, an industry, or on the general population.

At the national level, surveillance data can be used to identify high-risk industries. One of the few sources of national data is collected by the Bureau of Labor Statistics (BLS) in the Department of Labor, which surveys a representative sample of private sector employers with more than 11 employees each year.1 The number of occupational illnesses and injuries is collected from each surveyed employer. This system is periodically revised to improve the classification of occupational diseases and to collect more information about the etiology of diseases and injuries.

The most effective workplace surveillance systems have both health and hazard or exposure components. While hazard surveillance may be less common than health surveillance, it is vital. Hazard surveillance provides the opportunity to identify and intervene on hazardous exposures before an injury or disorder develops. Both health hazard surveillance efforts are often characterized by their speed and practicality. Indications of abnormality generally need confirmation or further validation.

Health Surveillance
Health surveillance within an enterprise often involves analysis of the information gathered in baseline or pre-placement examinations and periodic screening testing. In addition, administrative records such as health insurance data, work absence records, workers’ compensation claims, or worksite “incident reports” may provide insight into the health of the workforce. Records from poison control centers and from emergency room visits have been used for population-based occupational injury surveillance as well. Population-based workforce data can be analyzed for rates of disease or injury, so areas of unusual occurrence within an enterprise, a community, or a country can be identified and investigated. Some conditions such as silicosis are so characteristically occupational that all cases should be investigated. These are known as sentinel events.2

Hazard Surveillance
Hazard surveillance (systematic monitoring of the workplace for hazardous exposures) is an important part of occupational surveillance activities. The identification of potentially harmful levels of exposure to hazardous substances or conditions before work-related diseases or injuries have developed or are recognized provides the opportunity for prevention through workplace redesign and implementation of engineering or administrative controls to reduce risk.

Hazard surveillance information can be collected by worker interview, walk-through inspections, or environmental sampling. As a result of hazard surveillance and other health surveillance information, jobs can be prioritized for more intensive evaluation to identify hazardous exposures. The purpose of the more complete evaluation is to precisely assess the nature of the exposures and to evaluate possible methods to reduce exposures. Sometimes, exposures identified by hazard surveillance will be so clearly hazardous and ways to reduce the level of exposure will be so obvious that more sophisticated evaluation will be unnecessary.

In most contemporary U.S. workplaces, when hazardous exposures involve only small groups of workers, serious work-related health problems are infrequent. It is particularly difficult to detect increased occurrence of common diseases that may be caused by occupational and nonexposures factors (alone or in combination) based on health surveillance alone. In contrast, with hazard surveillance data, hazards may be readily identified regardless of the number of exposed workers. The ability of a hazard surveillance system to identify hazardous exposures depends on the overall accuracy of methods used to identify the nature and the intensity of the exposures.

TYPES AND PURPOSES OF WORKPLACE HEALTH EXAMINATIONS

Pre-placement Examinations
After an offer of employment is made, but before or soon after work is initiated, workers may undergo selective or comprehensive health examinations. Ethically and legally, these examinations may not be used to exclude the worker from employment but may be used to guide proper placement for the worker, identify educational and training needs, assist in the selection of personal protective equipment,
and identify necessary work-station design or other kinds of accommodations needed for workers with disabilities. These examinations are more likely to take place when known hazardous exposures are anticipated, and some are mandated by legal health standards. For example, each coal miner is mandated by the Mine Safety and Health Act (MSHA) to have a chest radiograph prior to starting underground coal mine work. Pre-placement examinations provide an opportunity for education concerning work hazards and an orientation to occupational health services.

**Medical Screening**

Medical screening examinations attempt to identify health effects from work exposures at an earlier stage than they would ordinarily be detected by the worker without the examination. In general, after a positive screening test is confirmed, available, acceptable interventions must be able either to reverse the detected abnormality or to reduce the severity of the outcome. Screening is intended to benefit the screened individuals. Screening programs may also indirectly benefit other similarly exposed workers if the detection of work-related health effects triggers an investigation of the workplace and efforts to reduce hazardous exposures or change unsafe working conditions. If large groups are tested periodically, the resulting data can be analyzed to identify group trends as part of a surveillance program as described above. Screening examinations may include administration of questionnaires, physical examinations, and clinical tests such as tests of pulmonary or liver function. Screening examination should be voluntary and are intended to benefit the individual worker who is screened. Therefore, the screening tests used in these one-time or periodic examinations should be evaluated to ensure that the tests are effective for screening objectives and pose minimal risk.

**Biological Monitoring**

Biological monitoring involves the measurement of workplace agents or their metabolites in biological specimens, usually blood or urine, for the purpose of monitoring the level of exposure and absorption. It is a common adjunct to medical monitoring or screening. This approach to exposure assessment is particularly useful when dermal absorption is possible. Biological monitoring should not be used to replace careful assessment of exposure conditions by other effective methods such as environmental air measurements.

**Susceptibility Screening**

Another type of screening, where ethical issues are particularly important, is the attempted identification of individuals who may be more susceptible to workplace toxins from individual characteristics such as genetic or phenotypic factors common in the general population. There is currently no regulatory mandate to perform any such testing, and the performance of examinations for genetic or other susceptibility factors raises significant legal issues. Few validated tests are currently available, and the predictive value of proposed tests is limited. Employers continue to have a legal and ethical responsibility to maintain a workplace free of recognized hazards for the entire workforce, not just the least susceptible.

**General Health Appraisal**

Some employers offer limited or comprehensive health examinations at work as a component of an overall effort to promote employee health. These examinations may include structured questionnaires (investigating diet, exercise, tobacco use, etc.) and medical testing (e.g., blood pressure, cholesterol, BMI calculation) to appraise risk and assist in general health promotion counseling. Although general health appraisal examinations have traditionally been separate from examinations focused on occupational risk factors, there is growing interest in exploring the value of integrating programs for protection of the workforce from occupational hazards with efforts at individual health promotion.

### Table 40-1. SELECTED EXPOSURES WITH OSHA-MANDATED MEDICAL EXAMINATIONS

<table>
<thead>
<tr>
<th>Exposure</th>
</tr>
</thead>
<tbody>
<tr>
<td>Acrylonitrile</td>
</tr>
<tr>
<td>Arsenic, inorganic</td>
</tr>
<tr>
<td>Asbestos</td>
</tr>
<tr>
<td>Benzene</td>
</tr>
<tr>
<td>Blood-borne pathogens</td>
</tr>
<tr>
<td>Cadmium</td>
</tr>
<tr>
<td>Coke oven emissions</td>
</tr>
<tr>
<td>Ethylene oxide</td>
</tr>
<tr>
<td>Noise</td>
</tr>
<tr>
<td>Lead</td>
</tr>
</tbody>
</table>

**Legally Mandated Medical Examinations**

Some OSHA and MSHA standards mandate medical examinations as part of a comprehensive approach to prevention. For example, people exposed to asbestos or cotton dust in general industry must be offered periodic pulmonary examinations; lead-exposed workers must undergo periodic blood lead analyses; and workers exposed to excessive noise must be offered periodic audiometry. Examinations either focus on the primary “target organ” of the toxin, as with asbestos, or involve biological monitoring as with lead. Table 40-1 lists selected substances from among approximately 30 OSHA standards requiring medical screening or surveillance. Generally, examinations are required if a worker is exposed above a specific level of exposure, which is often one-half of the 8-hour permissible exposure limit (PEL). For example, OSHA requires baseline annual audiometry testing in employees exposed to noise at an average of 85 dBA or above for a typical 40-hour work week. NIOSH recommends health examinations for a broader list of agents than those covered by OSHA or MSHA standards.

**ETHICAL ISSUES IN HEALTH EXAMINATIONS IN THE WORKPLACE**

The relationship between the health-care provider and the examinee in occupational settings is different from the traditional physician-patient relationship. In the traditional physician-patient relationship, the health-care provider serves the interests of the patient and the health-care provider’s only loyalty is to the patient. When the employer hires or contracts for the occupational health-care provider, the provider may have difficulty resolving conflicts of interest between the employer and the employee-patient. This conflict is one of the most important ethical concerns of occupational health.6,7 Ethical codes have been developed by professional organizations such as the American College of Occupational and Environmental Medicine (ACOEM) and the International Commission on Occupational Health (ICOH).6,7 Rothstein has proposed a Bill of Rights of Examinees.5 ICOH codes explicitly deal with many of the issues related to screening and surveillance activities, and the ACOEM has a position on medical surveillance in the workplace.8 All of these codes recognize the need to maintain the confidential nature of most medical-screening information.

Legal responsibilities to maintain medical information confidentially is reinforced by the Americans with Disabilities Act (ADA)5 and mandated by the Health Insurance Portability and Accountability Act (HIPAA).10 All medical information must be collected confidentially and stored in separate, secure medical files. Under ADA, management may be informed of workers’ restrictions that limit their ability to perform the job duties. In addition to ADA and HIPAA, other federal and state laws or regulations such as the Occupational Safety and Health Act, Department of Transportation examinations for interstate truck drivers, or state laws on human immunodeficiency virus (HIV), or drug testing deal with the issue of medical confidentiality. While the OSHA
mandates various pre-placement and periodic medical examinations that employers must offer employees, the employees have the right to refuse to participate in these OSHA-mandated examinations unless participation is specified in an employee-employer contract. Maintaining the confidentiality of medical data is not only important from legal and ethical perspectives but is critical in facilitating the employee’s participation in the program.

One of the best methods to address the ethical issues in workplace examinations and to ensure a high level of voluntary participation in a workplace screening program is to carefully educate workers about the program. Rothstein has suggested a number of issues that should be addressed in any education effort (Table 40-2).

### DATA ANALYSIS

Effective health screening and surveillance programs depend on data analysis, although this analysis does not need to be sophisticated. In some instances, confirmation of any occurrence of an abnormal potentially occupational condition such as tuberculosis in a healthcare setting should immediately stimulate further evaluation and response. In other settings, calculation of rates and analysis of trends is needed to target work areas requiring intervention. Screening and surveillance can identify problems but do not prevent them. The analysis of the data and the response to findings are critical steps for reducing the burden of disease and injury in individuals and groups.

One of the features of an effective surveillance program is the use of a standard coding system for recording health outcomes. Standardized coding permits more homogeneous disease categories comparable across an industry or among industries with common exposures. For example, the ILO disseminates a standardized method for classification of chest x-rays for the presence of pneumoconiosis13 and the
WHO disseminates an International Classification of Diseases, facilitating common coding of medical records. Surveillance systems generally have to be as cost effective as possible to be widely used. The principal advantage of using existing data sources such as workers’ compensation records is low cost. Supplementing an existing surveillance system with an additional component such as symptom questionnaires should be considered when observations of the workplace suggest that there are potentially hazardous common exposures, but the existing surveillance data suggests that there are no problems.

The apparent absence of problems will commonly occur for two reasons: the exposures are not high enough to cause any health complaints or underreporting. Underreporting of problems is likely to be more common where there are obstacles or disincentives to the reporting of a possible disorder to supervisors or health professionals. For example, if an organization gives awards to departments without lost time injuries or work-related disorders, either supervisors or coworkers may discourage reporting. More active collection of surveillance data is indicated when there is simply no existing health surveillance information to determine if a problem exists but substantial exposures are common. For example, in many sectors of the economy, OSHA logs are not required.

Symptom questionnaires are used frequently for workforce surveillance and may be administered by a number of methods. The analysis of questionnaire data requires some training. Generally, the case definition must be defined prior to analysis. The purpose of these definitions is to improve the uniformity or consistency of the data collected, thereby improving the quality of the surveillance data. The goal is to ensure that cases have a common set of characteristics. Symptom questionnaires are generally not used to establish a clinical diagnosis unless supplemented by other more definitive health examinations.

The analysis of health surveillance data is conceptually similar to the analysis of epidemiological research data. In the analysis of surveillance and epidemiological data, issues of misclassification and random or systematic errors in assessing either exposures or health outcomes should be considered. Errors due to misclassification are likely to be more common with surveillance data compared to epidemiological research data. When the goal of the analysis is to determine if a specific group of workers or jobs is associated with an elevated risk, use of an internal comparison reference group from the same organization rather than some external comparison is useful since the identification of cases within an organization and their reporting are likely to be similar. While random and systematic errors in surveillance data limit the conclusions that can be drawn, these limitations are less important, since the goals of the surveillance analyses are the identification of a possible problem than in hypothesis-testing epidemiological research. Changes in requirements for case reporting may occur over time in surveillance systems, making longitudinal analyses difficult.

Frequently in the analysis of surveillance data, the variation in risk between jobs, departments, or industries is so large that real differences in risk can be characterized by simple statistical analyses and are unlikely to be explained principally by errors in the classification of disease, confounding factors, or random errors. Nevertheless, surveillance data should always be interpreted cautiously, given its limitations. The goal of the analysis of surveillance data is to trigger further investigation if a problem is detected, not to definitively establish its presence or absence.

The magnitude of the occupational injury or disease problem can be estimated at the national, state, or enterprise level. Local surveillance systems are typically based on one or more of the following data sources: (a) OSHA 200 log, an important source of data for the BLS surveillance system; (b) in-plant medical records or logs; or (c) workers’ compensation records. Analytic methods such as capture-recapture methods using different data sources to examine the same outcome in the same population can be helpful in improving the validity of estimates of the magnitude of disease occurrence.

Analyses of surveillance data for the purpose of determining the magnitude of a problem may suggest a possible cause for the problem. Since resources for evaluating exposures and implementing possible prevention strategies are commonly limited, surveillance data identifying the magnitude of the problem should be used to guide resource allocation for further investigation and preventive activities.

The goal of many surveillance systems is to track trends in the number of workers exposed to occupational hazards, or the number of workers with injuries, disorders, and diseases over time. A major use of trend data is to qualitatively evaluate the effectiveness of prevention activities. However, an important limitation of surveillance data is that changes in the rate of disorders may be due to changing levels of exposure or changes in reporting of disorders independent of their level of occurrence. Despite the limitations of surveillance data systems, the opportunity they provide for evaluation of preventive efforts is often unique because large-scale research evaluations of intervention programs are difficult and costly to undertake.

### CONCLUSIONS

Occupational health surveillance can contribute to improved prevention of occupational disease and injury. Health examinations at work are the “inputs” for programs aimed at early identification of adverse effects to reduce disease in individuals and for programs of surveillance designed to identify new hazards, track trends, and evaluate the adequacy of interventions for groups of workers. Hazard surveillance is another significant element in comprehensive occupational disease and injury prevention efforts. The development and conduct of any successful program that includes health examinations must address critically important ethical issues including those of worker autonomy and confidentiality. The results of health examinations and hazard information, thoughtfully analyzed, can help target preventive interventions. Surveillance systems can contribute to prevention but do not, in themselves, prevent disease or injury. This is done through the recognition and control of hazardous exposures at work.
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FRAMEWORK FOR DEFINING DISABILITY

The term disability is defined in various ways. In some contexts it is defined in terms of health conditions; in other contexts it is defined in terms of functional limitations; and in still other settings it is defined in terms of activity and role limitations. These varying definitions of disability have in some cases been codified into law, into standardized data collection instruments, and into the practice framework of professionals and organizations that serve people with disabilities. One consequence of the different ways in which disability is defined is that before the characteristics and needs of people with disabilities can be discussed, the parameters of the disability definition being used must be addressed. Whatever the specific components of the definition, there does appear to be some consensus that a person with a disability is someone who experiences limitations in function as a consequence of a permanent physical or mental impairment or a chronic health or mental health condition in interaction with the person’s environment. The health condition or impairment may be one that is visible, or it may be invisible. Onset may occur at any age or if it may be present at birth. Finally, the severity of disability may vary, even among people with the same condition or impairment, such that some individuals may find it difficult to participate in many life activities, while others experience the effects of disability in a single area.

Among the many definitions of disability used by professionals, government programs, service agencies, and individuals with disabilities, there are three that are most dominant. The first definition involves the extent of limitation in the Activities of Daily Living (ADL) and Instrumental Activities of Daily Living (IADL). The second construct for defining disability is based upon a model developed by Saad Nagi that defines disability in terms of the interaction of environment, functional limitation, and impairment. The third definition is embodied in the International Classification of Functioning, Disability, and Health (ICF) of the World Health Organization (WHO). A fourth measure, used in epidemiological contexts, does not define disability, but it tries to account for the severity of disability by measuring what is referred to as “disability adjusted life years” (DALY).

ADL and IADL

The ADL scale measures disability in terms of limitations in the Activities of Daily Living. This scale was developed by Katz and coworkers in the 1950s, and has been used extensively by researchers studying the elderly. The ADL scale asks about the need for assistance in the activities of eating, bathing, dressing, transferring, and toileting. A related measure, developed by Lawton and Brody in 1969, is the IADL scale. The items in this scale ask about the need for assistance in such activities as everyday household chores, managing finances, shopping, and getting around outside one’s home. The scales are now used to define levels of disability among all adults. Both the ADL and IADL approaches measure disability by examining tasks or activities that are limited or prevented by an impairment or health condition. The items do not directly address work, although people with ADL and IADL limitations report low rates (approximately 25%) of employment.

Functional Limitation Model

Saad Nagi’s work has served as the basis for a model with three components: impairment, functional limitation, and disability. Impairment is defined as the chronic or permanent anatomical or physiological problem (i.e., health conditions) that results from injury or illness. Functional limitations are the restrictions or functional inabilities that result from an impairment. Functional limitations include the inability to climb stairs or lift objects weighing more than 20 pounds. Finally, disability is defined as the consequence of functional limitation in terms of the activities of normal or expected roles. Although people may have many different roles in their lives, it is the work role that has been most often used to assess whether impairments and functional limitations are disabling. Someone whose employment is affected by functional limitations is often labeled disabled. More recent elaboration of the model has included consideration of the impact of environment on role performance and quality of life. One implication of this model is that the determination of disability rests on the particular activities required by different roles—as well on the presence or absence of environmental barriers that support or impede role (work) performance. In this framework, it is possible for two people with the same impairments and functional limitations to be rated differently in terms of disability.

ICF

The ICF is part of the “family” of international classifications developed by the WHO that are intended to provide codes that can be applied internationally to describe health conditions and compare prevalence of morbidity, mortality, and health outcomes. The ICF is intended to complement the WHO International Classification of Diseases-10 (ICD), which focuses on diseases and disorders that are often used to classify death, by offering a classification system that describes health conditions and related health outcomes as a means of describing population health.

The ICF is a substantially revised and modified version of the first disability-related classification system issued by the World Health Organization in 1980, called the International Classification of Impairments, Disabilities, and Handicaps (ICIDH). The ICIDH used a framework consisting of four main categories: disease, impairment, disability, and handicap. Disease was not really defined in the ICIDH, but was implicitly based upon the definitions contained in the ICD. While the ICIDH was similar to the Nagi model because it separated the medical condition from its functional and social consequences, it was not as well accepted. Part of the reason was the lack of conceptual...
clarity in the different classifications and categories and the use of the term “handicap.”

The World Health Organization’s new ICF is a “biopsychosocial model” (p. 9) of disability that is a synthesis of the two previously dominant disability models, the medical model and the social model. It is structured with two major parts, each with two components. Part 1 is titled Functioning and Disability, and within it the two components are (a) Body functions and structure and (b) Activities and participation. Part 2 is called Contextual Factors, and within it the components are (c) Environmental factors and (d) Personal factors. Within each of the components are domains, and within the domains are the categories that are the units of classification. Without detailing how the exact classification code is implemented, the overall conceptual model is illustrated in Fig. 41-1.

What is significant about the ICF is its utilization of information about the body function and structure along with information about the individual’s activities, participation, and environmental circumstances to arrive at a coded description of health outcome. This may have limited utility in determining interventions for a specific individual; however, it has the potential to provide a global description of the prevalence of disability in a population that takes into account not only medical condition, but societal barriers and individual expectations for social participation. Since the ICF is in the early stages of implementation, it is too early to evaluate its utility, utilization, or impact in the United States and internationally.

Disability Adjusted Life Years (DALYs)
As part of the Global Burden of Disease study, the World Health Organization, in collaboration with the World Bank, supported the development of a measure that provides a quantitative estimate of the burden of disease and disability across populations in different nations. The measure, disability adjusted life years, or DALY, is a single number calculated for an individual based upon a formula that considers the impact of a health condition on life expectancy, the age of the individual, and a measure of the quality of life for someone with that condition or disability. When aggregated, disability adjusted life years for a nation or population represent the gap between the population’s health and a hypothetical ideal.

The DALY measure has generated considerable controversy, and there are a number of critiques of its underlying assumptions and calculation methodology. DALYs calculations are built upon an estimate of the negative impact upon quality of life of various diseases and chronic conditions by a panel of experts, mostly without disabilities, a fact defended by the DALYs’ developer because the goal is to indicate social valuations, not individual valuations which may be affected by a person’s ability to adjust over time. DALYs weight the impact of conditions by age; young children and older persons receive smaller weights for a condition than working-age persons. In their summary of the ethical issues raised by the DALYs, Gold, Stevenson, and Fryback point out that if DALYs are used to determine health intervention investments, the computational structure gives lower priority to those with preexisting disability or illness, who are young or elderly, and whose poor health may be related to low social class. Thus, while DALYs are viewed as a way of determining an appropriate allocation of resources for health care and rehabilitation, the assumptions built into the measure must be understood. Also, the DALYs methodology ties life with a disability to lower quality of life, at odds with the other disability definitions that treat disability as a characteristic with rights to equal access in the built and social environments.

Disability Defined for Workers
The most common definition of disability in the research literature on employment is that of work disability. Work disability is present when an individual reports that a mental or physical condition “limits the kind or amount of work, or prevents work” (understood to be paid work). This work disability definition comes out of the Nagi functional limitation model, and has been used to identify people with disabilities in surveys since 1966. It also is implicit in the definition of disability utilized by the Social Security Administration to determine eligibility for income support. As a result of its wide usage, many of the statistics on the prevalence of disability in the United States are actually reports of work disability.

While the work disability construct has been useful because it focuses on role performance, not medical condition, it is increasingly inadequate as the demand for information about the labor market experience of people with disabilities increases. This is because disability is only recorded if employment is limited or prevented by a chronic condition or impairment. If an assistive device or workplace accommodation enables someone to work without limits in the kind or amount of work, then no disability may be deemed present. This may be an appropriate outcome—the presence of a disability is not noteworthy because it is not a relevant fact about the skills and value of the worker. However, it prevents a full estimation of the number of working Americans with chronic health or other conditions that constitute disabilities. A second problem with the work disability construct is that it may not sufficiently distinguish work from occupation. Asked whether they are limited in the kind or amount of work they can do, do respondents answer with reference to their usual occupation or kind of work, or do they view this as asking about limitations to any kind of work, even work they would not consider doing if there were no disability? The work disability construct may be vulnerable to the attitudes, aspirations, life experiences, and opportunities of the respondents.

In recognition of the problems posed by the work disability construct, the U.S. Census Bureau has introduced some additional indicators of disability, both in the decennial census and the more frequent Current Population Survey. These indicators ask whether the respondent experiences a disability in broad physiological categories (sensory, physical, or mental) and whether the individual’s condition results in limitation in self-care, going outside the home, and/or employment. The prevalence of disability based upon these several indicators is displayed in Table 41-1. Table 41-1 indicates that the percentage with any disability is higher than the percent of persons who report that disability results in employment disability. Overall, nearly 12% of the U.S. population aged 16–64 report employment disability, with a small difference between men and women (the percentage is slightly higher for men). The presence of any disability varies by race and ethnicity (Table 41-1), with higher prevalence rates among African-Americans, Latinos, and American Indians and Alaskan Natives. The differences in disability prevalence are larger across race than between the genders. The prevalence for whites is 16.8%, while it ranges from 24% to 27% for the other race/ethnic groups. Disability is

---

**Figure 41-1. Disability model of the International Classification of Functioning. (Source: World Health Organization, ICF: Introduction, p. 18.)**
associated with a substantially higher prevalence of poverty compared to persons without disability, across all age groups. For working-age persons (16–64 years), the poverty rate difference is 9.6% for those without disability compared to 18.8% for persons with disability. Work disability prevalence increases with age and decreases with increasing years of education. Among those 16–24 years, 4.1% report work disability (2.8% severe work disability); among those 45–54 years, 13.6% report work disability (9.4% severe); and among those 55–69 years, 21.6% report work disability (15.6% severe for ages 55–64 and 8.4% severe for ages 65–69). Differences in the prevalence of work disability by demographic characteristic illustrate that work disability is associated with other social, economic, and environmental factors. Age is a factor because health may decline with age, and because older persons have had more years in which to experience an impairment or health problem. While those with higher levels of education may work in occupations that pose fewer risks to health, it is also the case that the occupations associated with higher levels of education are less physical so that impairments may have only a modest impact on the ability to continue working. Racial difference in the prevalence of disability may reflect racial differences in education and occupation. With respect to poverty status, disability affects earnings and income; however, for a variety of social and economic reasons associated with low income, people with low incomes also experience impairments and health problems that have a disabling impact to a greater degree than persons at higher levels of income.

Table 41-2 displays the most prevalent conditions reported by people age 18–69 who also report work limitation. Musculoskeletal conditions, especially involving the back, are the most common; heart disease and arthritis and related joint disorders also are prevalent. Most of the conditions listed in Table 41-2 are conditions with onset in midlife or later. Some of the conditions are the consequence of disease, while others are the result of injury, on or off the job. For many of the conditions there may have been a period of acute illness; however, it is not the case that all people with disabilities are sick. Finally, it is possible for people to experience more than one disabling condition. An additional risk faced by people with a disability is the onset of a secondary condition that is a consequence of or related to the primary condition.

### EMPLOYMENT AND DISABILITY

The labor force participation rates of people with disabilities are substantially lower than the labor force participation rates of people without disabilities. Of those who are employed, a large proportion work part-time. Data from the 2004 Current Population Survey find that 28.7% of men and 23.7% of women aged 16–64 with a work disability are in the labor force. This contrasts with a labor force participation rate for men and women without disabilities of 87.1% and 74.2%, respectively. Among persons with disabilities who are employed, 13.3% work full-time; 62.1% of employed persons without disabilities work full-time. The unemployment rate for people with a work disability is also higher than for other labor force participants. Across both men and women aged 16–64 with a work disability, the unemployment rate was 15.2% in 2004, compared to 5.8% for men and women without a work disability. Another national survey of people with disabilities, conducted by Louis Harris and Associates for the National Organization on Disability, found that 63% of their respondents with disabilities said they preferred to be working; however, only 28% actually had a job or were self-employed.

When people with disabilities are asked what they believe are the most significant barriers to employment, they name factors that include the limitations imposed by their impairments, the absence of transportation and accommodations, labor market discrimination, and the concern that employment might cause them to lose their disability.

### TABLE 41-2. MOST PREVALENT CONDITIONS CAUSING WORK LIMITATION, 1992

<table>
<thead>
<tr>
<th>Main Cause of Limitation</th>
<th>Number of People (1,000s)</th>
<th>% of People with Work Limitation</th>
</tr>
</thead>
<tbody>
<tr>
<td>All conditions</td>
<td>19,023</td>
<td>100.0</td>
</tr>
<tr>
<td>Orthopedic impairments, deformities, and disorders of the spine or back</td>
<td>2181</td>
<td>11.5</td>
</tr>
<tr>
<td>Heart disease</td>
<td>2071</td>
<td>10.9</td>
</tr>
<tr>
<td>Arthritis and allied disorders</td>
<td>1818</td>
<td>9.6</td>
</tr>
<tr>
<td>Orthopedic impairments, deformities, and disorders of other extremities</td>
<td>1775</td>
<td>9.3</td>
</tr>
<tr>
<td>Intervertebral disc disorders</td>
<td>1479</td>
<td>7.8</td>
</tr>
<tr>
<td>Asthma and other respiratory diseases</td>
<td>1072</td>
<td>5.6</td>
</tr>
<tr>
<td>Diseases of the nervous system</td>
<td>1029</td>
<td>5.4</td>
</tr>
<tr>
<td>Mental disorders, excluding learning disability and mental retardation</td>
<td>925</td>
<td>4.9</td>
</tr>
<tr>
<td>Speech, hearing, and visual impairments (including disorders of the eye)</td>
<td>743</td>
<td>3.8</td>
</tr>
<tr>
<td>Diabetes</td>
<td>624</td>
<td>3.3</td>
</tr>
<tr>
<td>Cancer</td>
<td>529</td>
<td>2.8</td>
</tr>
</tbody>
</table>

and health benefits. Among those who are employed, nearly one-half feel their jobs do not utilize the full extent of their talents or abilities. About 22% of people with disabilities also report that they have encountered job discrimination, mostly in the form of being refused a job interview, refused a job, or denied a workplace accommodation due to disability. Economists also have measured wage differences between people with and without disabilities to assess what portion of the wage differential is due to productivity differences associated with limitations, and what portion can be attributed to wage discrimination. Baldwin and Johnson find larger discriminatory wage differentials among men whose impairments are subject to greater prejudice compared to those with impairments associated with less prejudice. Most of the impairments classified in the less prejudiced group are invisible impairments, such as back or spine problems and heart trouble, while those in the more prejudiced group tend to be visible impairments, such as paralysis or missing legs, feet, arms, hands, or fingers. Also included in the group that is subject to more prejudice are persons with mental illness, alcohol or drug problems, and cancer. Although wage discrimination has been observed, Johnson and Baldwin conclude that employment discrimination is the more significant problem for workers with disabilities.

**Policies for Workers with Disabilities**

Policies for workers with disabilities can be placed in one of three categories: (a) policies to protect employment by prohibiting employment discrimination, (b) policies to enable employment through rehabilitation and training, and (c) policies to replace income for workers no longer able to work. While these policies are implemented at the federal, state, community, and firm level, only the federal policies in these areas will be described in the following sections.

**Nondiscrimination**

The principal source of protection from discrimination in employment on the basis of disability is through Title I of the 1990 Americans with Disabilities Act (ADA), which applies to employers of 15 or more employees. The enforcement structure relies on the Equal Employment Opportunity Commission (EEOC) and the methodology developed to enforce the 1964 Civil Rights Act. The ADA defines persons protected from disability-based employment discrimination as (a) people with a mental or physical impairment that substantially limits a major life activity, (b) persons with a record of such impairment, and (c) those who are perceived to have such an impairment. Title I protects a “qualified person with a disability,” who is someone who can perform, with or without “reasonable accommodation,” the “essential functions” of the job. An employer who can show that a requested accommodation would cause the firm undue hardship will not be required to hire the individual and make the accommodation. Undue hardship is judged in terms of the expense of the accommodation in the context of size of the firm, the extent of change required, and the potential hazard posed to self or other people. These provisions of the ADA require that employers articulate the essential functions of their jobs, take action to ensure that the job application process does not improperly screen out people with disabilities, and have a means through which they can respond to requests for reasonable accommodation.

Between July, 1992, when the ADA went into effect, and September 30, 2004, there were 204,997 complaints of discrimination filed with the EEOC under Title I of the ADA. Data from the EEOC through September 2003 indicate that of the complaints filed, 31.5% were about discharge, 17.8% involved failure to provide reasonable accommodation, 8.7% involved terms and conditions of employment, and 7.8% charged harassment. Altogether, 90% of the complaints were about issues that arise from current employment (e.g., promotion, discipline, wages, demotion). Only 6% of all complaints charged failure to hire. This pattern of complaints reflects the large percentage of people with disabilities who experience the onset of disability in midlife, many of whom are employed at the onset of disability. For employers, this means that some people who already work for them will become people with disabilities on whose behalf they must comply with the requirements of the ADA.

**Rehabilitation and Training**

Rehabilitation services were first authorized under federal and state law to enable veterans with disabilities to obtain and maintain employment. The system of services has been expanded to include all persons with disabilities with the aim of assisting first-time employment for persons with disabilities, as well as the maintenance of employment for workers post disability onset. Some rehabilitation services are financed by private insurance, under an individual’s health insurance or through workers’ compensation, but many rehabilitation services are financed by public funds at the state and federal level. Until July 2000, the Rehabilitation Act was the main vehicle for specifying federal policy and expenditures for rehabilitation services. Various titles under this act supported programs to provide job counseling, retraining, and the provision of prosthetic and assistive devices with much of the service activity delivered through a network of state agencies. The Workforce Investment Act of 1998 (PL 105-220) consolidated most of the federal employment and training programs into a single statute, with much of the prior Rehabilitation Act incorporated into Title IV. The Workforce Investment Act (WIA) requires states to establish One-Stop service delivery systems to provide employment assistance to all workers, including those with disabilities. State vocational rehabilitation agencies are to be an integral part of the services available through the One-Stops, ideally with on-site vocational rehabilitation staff. Assessments of the new structure, which serves workers with disabilities in a manner integrated with other workers seeking employment assistance, indicate that the One-Stops have yet to be fully accessible, with staff sufficiently familiar with disability issues. Moreover, performance measures for One-Stops appear to create a disincentive to serve people for whom obtaining or maintaining employment may be difficult. The services of the One-Stop centers are not well known by people with disabilities. Less than 50% of those surveyed by the National Council on Disability/Harris Poll had heard of the One-Stops, and of those, 26% had ever used the services. For those who used special equipment or assistive devices, nearly 50% reported learning about them through their doctors.

**Income Support**

The main source of replacement income for workers whose disabilities prevent continued employment is Social Security Disability Insurance (DI). Coverage for DI is earned at the same time that workers earn coverage for the social security retirement benefit, with part of the social security payroll tax (FICA) directed to the DI Trust Fund. To be eligible, a worker must have contributed to Social Security for 20 of the past 40 quarters (essentially 5 of the past 10 years) and have a condition meeting the medical criteria that prevents “substantial gainful activity.” The disability need not be the result of a work injury or work related. Because it defines disability as the inability to engage in substantial gainful activity (measured as earnings in excess of $900 per month in 2007, $1500 if statutorily blind), and includes a 5-month waiting period before the start of benefits, DI essentially requires complete labor force withdrawal to establish eligibility. The DI benefit amount is based on a formula that is a variant of the one used to calculate monthly social security retirement benefits. After 2 years as a DI beneficiary, health insurance coverage under Medicare is available. Less than 0.5% of DI beneficiaries on the program at a point in time ever leave DI for employment. The Social Security Administration has several policy provisions within DI and other service initiatives to try to increase the rates of reemployment. One initiative involves placing a “Navigator” at the One-Stop centers to help people with disabilities access needed services, training, or other information.
to facilitate employment. Another initiative is a new structure for financing rehabilitation services, called the “Ticket to Work,” that reached full implementation by the Social Security Administration in 2005. The Ticket to Work Program and Work Incentives Improvement Act of 1999 involves a voucher for rehabilitation services (i.e., ticket), sent to the DI beneficiary. That individual uses the ticket to contract for services with a traditional state vocational rehabilitation agency or one of a number of other organizations registered with the Social Security Administration as an employment network. In contrast to the past, the service providers are paid based on outcome, with partial payment early and full payment occurring after the client has been employed for 60 months. It is too soon to judge whether this alternative structure to financing rehabilitation facilitates rehabilitation and the return to work. Early evaluation results indicate beneficiaries are slow to utilize the tickets and some of the providers are considering withdrawing because they cannot cover their costs.25

Workers with work-related disabilities usually receive workers’ compensation. Workers’ compensation programs are state laws that require employers to carry insurance to compensate workers for injuries or illnesses obtained on the job. In some states, employers purchase workers’ compensation insurance from private insurance carriers or self-insure. In other states, employers must purchase the insurance through a state-run insurance fund. The intent of workers’ compensation is to replace lost earning capacity. People with a permanent impairment may receive a lump sum or a monthly payment in perpetuity; otherwise workers are paid a portion of their wage for the period they are out of work recovering from the injury or illness. Workers’ compensation also pays the medical expenses associated with the treatment of the work-related condition.

A small proportion of workers with disabilities also receives income support from the Supplemental Security Income Program (SSI), an income-tested public assistance program for low-income persons with disabilities. Many SSI recipients have no work history or have work attachment insufficient to meet DI eligibility, or earnings so low they are dually eligible for DI and SSI. The SSI program is administered by the Social Security Administration and financed out of general revenues (some states add a supplemental amount). SSI recipients are eligible for health-care coverage under the public assistance Medicaid program.

UserRole of Clinicians

Clinicians play an integral role in the diagnostic, rehabilitation, and return-to-work plan of workers with disabilities. Rehabilitation is a dynamic process, which is most effective when provided through a comprehensive transdisciplinary team approach. Rehabilitation deals not only with physical restoration, but recognizes the importance of psychosocial health and support. The disability evaluation process requires medical evaluation in preparation for hiring, the development and direction of a rehabilitation and return-to-work plan, and the determination of impairment or disability. Of significant importance is recognition that a worker with a disability is not ill or in poor health, but rather can participate in ongoing health maintenance and prevention of further disabilities and secondary conditions.

Acute and Chronic Medical Care

Acute medical management of worker injuries offers the clinician a range of challenges with distinct differences from those posed by chronic management. However, the attitudes, knowledge, and skills required of the practitioner in each area have broad overlap. The process of decision-making and support of worker needs should vary principally in respect to the weight assigned to input elements in each circumstance. The most obvious feature of acute management is the possibility of the abrupt onset of a catastrophic problem which forces an emergency course of treatment. In that circumstance the physician

provides triage, diagnosis, and treatment, directing care until stability is restored. This process should ideally lead to the transition into rehabilitation where worker involvement and empowerment become key elements.

The physician’s role in the acute management of problems with a less dramatic presentation, such as back injury or repetitive use disorders, is established through the dynamic interaction among worker, physician, employer, and the compensation system. The clinician should be attuned to address the worker’s interests as he individually, or through referral and transfer, moves through the responsibility for triage, diagnosis, treatment, and rehabilitation. Where the worker has knowledge of medical issues, she can influence the clinician’s role even more significantly. A knowledge of similar work site problems and workers’ experiences increases the likelihood that the worker will utilize the health-care system more effectively, a de facto self-selection of the physician role by the worker.

Acute and chronic management of occupational problems share the need for specific knowledge of signs, symptoms, etiology, treatment, rehabilitation, and prognosis of problems encountered in the workplace. While acute management may favor a greater proficiency in some diagnostic and intervention procedure skills, it is in the realm of attitude that clinicians most differ in the spectrum of acute to chronic care. In the chronic phase, maintenance, adjustment, support and accommodation, and prevention of secondary conditions are more prominent than direct intervention. Worker values, rather than medical pathways, determine the proper course. The physician serves to facilitate and to advise, not to effect change, and to intervene only when new factors emerge.

Rehabilitation

Rehabilitation programs are termed comprehensive when they function in an integrated manner to address the full spectrum of medical, functional, and psychosocial needs of the client throughout the time of need. They are transdisciplinary when they are organized across traditional disciplinary boundaries for services. Core members of comprehensive teams include a rehabilitation physician and nurse, physical, occupational, and vocational specialists, a psychologist, and a social worker. The team develops rehabilitation goals through formal team conferences that meet regularly to update goals, to discover and address evolving issues, and to devise means to leverage the team via transdisciplinary synergy. The team approach offers benefits through the initiative and knowledge resulting from wide participation, and from the efficiency of extending patient learning, reinforcement of skills, endurance, and confidence building throughout the full day through the close integration of the nursing unit with all services in the total plan. The rehabilitation process can be separated into two broad conceptual categories. The first is composed of those cases in which the anticipated rehabilitation outcome is the ability to resume life and work roles with little or no accommodation. The second involves cases for which significant accommodation and perhaps residual impairment is likely. In each instance, rehabilitation proceeds through three general phases: establishment of goals, worker focused programming, and transition to the workforce.

Rehabilitation goal setting requires the translation of the medical prognosis into a function-based worker profile, the identification of resources, and the integration of worker options and preferences into practical outcome targets. Defining goals also separates expectations into broad programmatic categories, and promotes a rationale and consistency when selecting among options related to service intensity, intervention risks, and accommodations. Goal setting requires an understanding of both the personal and material resources available for rehabilitation.

The worker-focused phase is the process usually identified as medical rehabilitation—the transdisciplinary delivery of medical, physical, psychosocial, and vocational services to maximize the physical and psychological function of the worker in the context of the established goals. Here specific skill acquisition, adjustment and the determination of specific vocational targets, and accommodation requirements are emphasized.
The transition phase is relatively straightforward where function is well restored. Work site assessment is helpful in ensuring that worker preparation is appropriate or where return to work can be facilitated by minor or temporary accommodations or a phased return. Transition is often a longer process where major accommodation is required. Frequently a gradual shift occurs from a medically directed team management approach to a vocationally directed one. Here skill assessment and training for the worker, resource acquisition, job site analysis, and negotiation for job site accommodation and its funding take center stage.

Psychological Care

Psychological variables have an effect on the rehabilitation process and outcome, and can modify the expression of disability or determine the impact on function. In particular, cognitive impairment and functional limitation as a result of brain injury or mental retardation can determine initiation of or return to work capability. Issues of role or performance change can be difficult for the worker with the disability, the family or other support system, and the employer. Psychological evaluation of cognitive functioning involves standard intelligence and achievement tests, and batteries or individualized approaches for neuropsychological testing. The evaluation provides information regarding cognitive performance of executive functions, relative strengths and weaknesses, possible direction for cognitive related services, and useful strategies for cognitive compensation.

A worker with a disability may require psychological support during the acute medical phase and through the rehabilitation process. A psychological assessment is a combination of standardized testing and interview information that determines attributes (e.g., personality, intellectual, and cognitive factors) that may influence the rehabilitation process and outcome, and that identifies the presence or magnitude of certain other psychological factors (e.g., depression, anxiety, anger, disinhibition, denial) that may have an impact on return to work. Following a medical event, such psychological forces begin to play an increasingly important role in overall level of disability. Coincidental and independent sources of distress from family, employer, or vocational settings can be incorporated into the sense of impairment. The impact of the patient’s altered social behavior on families can be substantial. Psychological intervention can be direct counseling, skill building in coping and adjustment strategies, and training in social skills. Families and other support systems should be a part of this process to better understand the psychological status of the patient, reinforce appropriate behaviors or coping strategies, and maintain personal psychological health to continue what may be a prolonged course of impairment and disability.

ASSESSING THE ABILITY TO WORK AND ACCOMMODATIONS TO ENABLE WORK

Determination of work capability requires evaluation of the worker as well as the workplace. The physician becomes involved with issues of work disability in the context of medical evaluations of workers in preparation for hire, for the development and direction of a return-to-work plan, or for the determination of impairment or disability. A workplace assessment involves job description and on-site evaluation.

In the recent past, a number of employers have engaged in selection screening to identify a healthier workforce with the use of medical criteria in the selection and maintenance of a workforce. This involves worker fitness evaluations (e.g., current health, ability to perform job functions, required modifications) and risk evaluations (e.g., prediction of increased risk for illness or injury based on health history, work history, or behavioral patterns). In most instances, few data exist to support such determinations.26-27

The disability evaluation process may require a clinician to assume one or more of three different roles that are potentially in conflict. The physician may act as an advocate and counselor to the patient, a source of information for the agencies that determine benefits, and adjudicator and certifier of impairment or disability.28 As advocate and counsel, the physician can advise the patient of disease or injury-specific issues related to initiation of or return to work. In this role, the physician can outline the process of rehabilitation and discuss possible accommodations. The physician also may provide information about the advantages and potential pitfalls of the various compensation and rehabilitation programs and make referrals to appropriate services.

For those patients who have applied for benefits, the physician will likely be asked to provide medical records and documentation of impairment. During the phases of reporting on initial, interim, and maximal medical improvement (MMI), the achievement of maximal benefit from intervention with stabilization of impairment, the physician is asked to complete return-to-work status reports, including a date of MMI.

Evaluation of the patient’s impairment places the physician in the role of certifier. Impairments can be expressed in terms of functional loss of a unit or to a whole person. The impairment rating system most commonly employed for musculoskeletal impairments is the American Medical Association (AMA) Guides to the Evaluation of Permanent Impairment.29-30 The AMA Guides are anatomically based (description and quantifiable physical examination measurements) and diagnosis related (history plus objective diagnostic findings). However, there are concerns related to validity and reliability,31,32 inference of functional limitation from anatomically based impairment scales or findings,29 and the issue of pain as it relates to impairment.33 In cases involving a dispute between claimant and insurer concerning MMI determination or impairment rating, a physician examiner unfamiliar with the case can review the case records, examine the patient, and render a second opinion, referred to as an Independent Medical Examination (IME).

A number of standardized assessment tools are available to assist the physician in determining physical performance expectations for a disabled worker. A Functional Capacity Evaluation (FCE) is a comprehensive assessment of an individual’s strength, flexibility, endurance, and job-specific functional abilities. This is perhaps the most valid predictor of appropriate restrictions to activities throughout the rehabilitation course and at the MMI. When no specific job is available, a more generic Functional Capacity Assessment (FCA) can provide more global information to assist in job placement. A Job Description is a formal listing of the essential job functions, and provides the basis of specific performance requirements. A Job Site Evaluation (JSE) determines optimal ergonomic design and validates performance requirements of the job. A JSE in conjunction with a FCE may be useful in determining work restrictions, need for accommodation, and employer/employee willingness to comply.

There is a wide range of possible workplace modifications. Many modifications made for the worker with disabilities also may benefit other workers or even customers. Architectural barriers can be modified with ramps, railings, more easily opened doors, modified bathroom fixtures, and space to accommodate wheelchair turning radius, to name a few. Work site adjustments, like ergonomic seating, placement of equipment for ease of use or reach, telephone headsets, use of switches, or lift assist devices, can allow improved productivity. Print adjustment (larger size, Braille, raised lettering) and improved lighting will assist persons with vision impairment, and also an aging population. Amplification systems, telephone devices for the deaf (TTD), and the use of vibration or lighting to alert individuals to surrounding activities are among the accommodations helpful to hearing-impaired workers. Schedules to assist with cognitive and physical performance (e.g., focused tasks, routine breaks, schedule) and to allow for needed health activities (e.g., intermittent catheterization for healthy urinary management, allowance for position changes). The Job Accommodation Network (JAN), a federally-financed consultation service, provides specific advice and information about various methods of accommodation.34 Independent Living Centers, regional ADA information centers, and many of the organizations that focus on a specific condition (e.g., National Spinal Cord Injury Association) also provide advice regarding workplace accommodation.
PREVENTION AND WELLNESS

With disability ranking among the nation’s largest public health problems, prevention is pertinent. Primary prevention of unintentional injuries, occupationally related injuries or exposures, and other medically or health-related etiologies of disabilities are a part of the national agenda. However, primary prevention of other health issues or secondary conditions of persons with disabilities should be acknowledged. This requires use of traditional public health prevention strategies and the clinician’s index of suspicion regarding possible secondary conditions. Secondary prevention is aimed at early recognition of disability or disability-producing activities, with reduction of risk factors for work disabilities and improvement in the quality of life. Appropriate modification of the workplace for a worker with a disability who has initiated or returned to work also is a secondary prevention strategy. Tertiary prevention is centered on the rehabilitation aspects of a return-to-work plan.

Despite the medical complications and implications of disabling conditions, workers with disabilities are not ill or in poor health. There has been a paradigm shift from illness and disease to health and wellness. It is important to recognize health promotion for the worker with a disability, in spite of the disabling condition.

CONCLUSION

Workers with disabilities make an important contribution to the support of their families and to the economy as a whole. While the care, services, and policies for workers with disabilities in the past often worked to push these individuals out of the labor force, there is now a stronger focus on facilitating continued employment. This focus is reinforced by the ADA, which prohibits discrimination and requires workplace accommodation, and by the increasingly wide acceptance of the functional/environmental model to define disability and disability policy. Challenges remain to achieve fuller inclusion in the workforce of workers with disabilities. Key issues include the need to increase insurance coverage for accommodations and assistive devices crucial to the maintenance of function, and reduce the inaccessibility and inadequacy of transportation systems so that workers with disabilities can reach the workplace. There also is a continuing need to educate employers, co-workers, and other professionals about the positive qualities of the lives and abilities of people with disabilities.
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Environmental Justice: From Global to Local
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INTRODUCTION

Environmental health, in its broadest sense, connotes places that are free of exposures that threaten human health and that promote healthy, wholesome lives. Such places may be defined on a very small scale—a home, a workplace, or a neighborhood—or on a much larger scale—a river system, a metropolitan area, or the entire earth.

Healthy environments are not equally distributed across populations. Within the United States, the term “environmental racism” emerged in the 1980s, reflecting evidence of disparities across racial groups (and ethnic and income groups as well) in exposures to environmental toxins. Indeed, there is increasing recognition that members of ethnic and racial minorities, whether in the workplace or in community settings, sustain disproportionate risk from chemical, physical, biological, and psychological hazards. These disparities, in turn, are related to health disparities, which have been defined as differences in health—or likely determinants of health—that are systematically associated with different levels of underlying social advantage or position in a social hierarchy. Braveman et al. explain that social advantage or position is reflected by economic resources, occupation, education, racial/ethnic group, gender, sexual orientation, and other characteristics associated with greater resources, influence, prestige, and social inclusion.

“Environmental justice” is a complementary term. While it explicitly refers to fair and equitable access to healthy environments, it also evokes broader underlying themes important in public health: access to information, community-based participatory decision-making, and social justice. Environmental justice is global in scope. The underlying notion is that economic and social disadvantages carry an increased risk of harm related to environmental exposures, a pattern that emerges both within nations and across national boundaries.

The concept of environmental justice—or distributive and procedural justice with respect to environmental goods—has a long history, rooted in the teachings of major religions and the practices of ancient societies.

In recent years, environmental justice has been recognized as a subset of human rights. In the early 1970s, the United Nations Conference on the Human Environment declared that “Man has the fundamental right to freedom, equality and adequate conditions of life, in an environment of a quality that permits a life of dignity and well-being.” Twenty years later, the UN Draft Principles on Human Rights and the Environment began with these three statements:

1. Human rights, an ecologically sound environment, sustainable development and peace are interdependent and indivisible.
2. All persons have the right to a secure, healthy and ecologically sound environment. This right and other human rights, including civil, cultural, economic, political and social rights, are universal, interdependent and indivisible.
3. All persons shall be free from any form of discrimination in regard to actions and decisions that affect the environment.

Within the United States, environmental justice concerns have focused on ethnic and racial minorities, including African-American, Hispanic, and Native American communities, and on poor and immigrant communities. A robust literature, including empirical data, policy analysis and commentary, and government reports, is now available (see the Further Reading section). On a global scale, environmental justice concerns have focused on indigenous peoples, communities, regions, and even entire nations in poor regions of the world. The environmental justice literature at the global scale is more sparse, consisting of a small number of journal articles, grey literature, and internet documents.

In several respects, environmental justice issues in wealthy and poor countries are comparable. In both settings, environmental justice issues arise both in the workplace and in the ambient environment. And in both wealthy and poor countries, affected populations live and work in patterns that distinguish them from the general population and from each other. They are likely to be composed of ethnic minorities. They tend to have less education, lower income, poorer housing, worse health status, and less access to services such as health care and legal support, compared with majority groups.

The spatial scale of environmental justice is different in wealthy and poor countries. In wealthy countries, landmark environmental justice struggles have typically arisen in disadvantaged local communities, such as Warren County, North Carolina, Anniston, Alabama, or Calcasieu Parish, Louisiana. Such local struggles certainly occur in poor countries, but environmental justice also occurs on the national scale, when entire nations become favored destinations for hazardous waste or hazardous industries.

ENVIRONMENTAL HEALTH DISPARITIES: MECHANISMS

One or more of several mechanisms may contribute to the increased risk that underlies environmental justice concerns. These include excessive exposures, greater susceptibility, inadequate technical resources, and inadequate implementation of public health policies. These mechanisms operate in both the workplace and the general environment.
Excessive Exposures

In wealthy countries, certain populations work in relatively more dangerous industries and/or jobs than others. Classic examples include the Gauley Bridge, West Virginia, mining disaster of 1935, in which hundreds of minority workers succumbed to acute silicosis after working at unprotected tunnel-drilling jobs;11 the steel industry of the mid-twentieth century, in which black workers were far more likely than white workers to be assigned to the most dangerous “topside” jobs on coke ovens, with attendant carcinogenic exposures;12,13 and the agricultural sector, in which predominantly minority workers sustain excessive exposures to pesticides and other hazards.14,15

Excessive exposures can also be seen in the workplaces of poor countries.16 In part, this reflects the central economic role of agriculture and primary extractive industries—often dangerous and polluting activities—in poor countries. In part, it reflects unique environmental conditions, such as tropical weather, which increases the risk of heat stress among workers. Challenges also arise from work practices, such as work weeks that greatly exceed 40 hours and the use of imported, obsolete production machinery. Perhaps most significantly, industry in developing countries has weaker legal and technical resources, so hazardous exposures tend to be less controlled and therefore more intense. Exposures may reach levels not seen in developed nations for many decades. This pattern has been documented across the developing world, in Africa,17,18 China19 and other parts of Asia,20–22 and Latin America and the Caribbean,23,24 for hazards ranging from asbestos25 to musculoskeletal hazards,26 from shiftwork26 to job insecurity.27 Particular concerns exist for susceptible working populations such as women,30–35 children,32–35 and workers in the informal sector.56

Moving beyond workplaces to the general environment, at-risk communities in both wealthy and poor countries also confront excessive hazardous exposures. In the United States, minority neighborhoods are more likely than white neighborhoods to be located near environmental hazards such as polluting factories and hazardous waste sites.37,38 A considerable body of work in recent years, much of it in the form of correlational studies, small area case studies, and ecological studies using Geographic Information Systems (GIS) or similar techniques, has demonstrated this pattern.18,39–41 with respect to a range of exposures, including air pollutants;39,42 hazardous waste sites,42,43 water pollution (Calderon, 1993); and lead, mostly from substandard housing.46,56 but also from road traffic.47 Some environmental disparities are not toxicologic in nature; examples include squalid neighborhoods,48 scarcity of healthy food alternatives in retail stores,56,57 and inadequate public transit.49,50

In poor countries, environmental conditions can be far worse, and hazardous exposures far more widespread. Levels of urban air pollutants in many cities are well above those in the dirtiest North American and European cities.51 The resulting risk of respiratory and cardiovascular disease is especially severe for vulnerable populations such as children.52 Indoor air pollution is also a persistent problem in both urban and rural areas, due to the use of biomass fuels, coal, and other dirty-burning fuels in inefficient stoves or open hearths.53,54 Many poor nations lack potable drinking water, and the management of stormwater and sewage are hampered by scarce resources, informal settlements, and other factors.55 As a result, water supplies commonly carry microbiological and chemical contaminants.55,56 This contributes to the staggering burden of diarrheal disease in poor countries; in what has been called a “silent emergency,” a child in a poor nation dies every 15 seconds of a water-borne disease, the equivalent of 20 jumbo jets crashing every day.60 An additional burden is naturally occurring contaminants such as arsenic, which has caused a public health emergency in Bangladesh.61

Inadequate solid waste management practices in poor countries compound problems with water, causing exposures to gastrointestinal and respiratory disease risks.62,63 Hazardous wastes are often mismanaged,64 a problem that is compounded by the export of hazardous wastes from wealthy to poor countries.65–67 As urbanization proceeds rapidly in poor countries, all these environmental health problems, together with inadequate housing, transport, health-care services, and other infrastructure, create enormous challenges in urban environmental health.68–70 Country-level case studies have explored the interrelationships and impacts of these problems.71,72

Greater Susceptibility

Independent of excessive hazardous exposures, members of minority and poor communities may be especially susceptible to the effects of hazardous exposures. One or more of several mechanisms may operate: increased baseline risk of certain diseases to which occupational and environmental exposures further contribute; increased probability of other exposures that may combine with workplace or environmental exposures to harm health; increased genetic susceptibility; and increased general susceptibility to disease through stress, poverty, and decreased social supports.

Increased baseline risk of certain diseases: Many common illnesses are multifactorial in etiology. While occupational and environmental exposures may contribute to illness, so may a range of genetic, social, environmental, and lifestyle factors. If members of minority groups, poor people, and/or people in poor nations carry an increased baseline risk for some of these illnesses, then workplace and environmental exposures could pose special hazards for these groups. For example, in the United States, lung cancer incidence is approximately 50% higher in black men than in white men.72 The black excess is not fully explained by differences in smoking; although the prevalence of smoking is higher among black men than among white men, blacks initiate smoking at a later age and smoke fewer cigarettes than do whites. Based on this increased risk, blacks may be especially susceptible to the effects of further exposures to lung carcinogens in the workplace or general environment.

Similarly, asthma prevalence and mortality differ by race and ethnicity; the prevalence is 122 per 1000 in blacks and 104 per 1000 in whites, and asthma mortality is approximately three times higher in blacks than in whites.73 The racial and ethnic disparities may imply that minority populations are especially susceptible to the effects of any of the hundreds of environmental agents known to cause or aggravate asthma.74 Other examples are relevant on a global scale. People in poor nations may suffer from anemia because of nutritional deficiencies; accordingly, they are more susceptible to the effects of lead, which interferes with heme synthesis. Asian populations have a high prevalence of hepatitis B antigenemia, which may increase susceptibility to hepatotoxins. Endemic parasitic disease in some poor nations reduces work capacity and immune competence, and increases susceptibility to a range of diseases.75

Increased probability of other exposures that may combine with workplace or environmental exposures to harm health: Members of poor communities may be excessively exposed to risk factors that aggravate the effects of workplace or environmental exposures. Examples include exposures in the home environment, behavioral factors such as alcohol consumption, and cultural practices. Poor people and members of minority groups are at risk of living in substandard housing.76,77 Depending on circumstances, this housing may entail exposures to biomass fuel smoke, lead dust, secondary tobacco smoke, and antigens such as cockroaches and dust mites, compounded by inadequate ventilation.78 Such home exposures could aggravate the effects of workplace and ambient environmental exposures to respiratory hazards. Behavioral factors such as alcohol abuse vary to some extent by ethnicity,79–81 and heavy drinking can increase the risk of injuries and compound the potential toxicity of liver toxins. Finally, cultural practices may entail hazardous exposures; examples include lead-containing cosmetics such as kohl and surma,82,83 and traditional medications that contain mercury.84

Increased genetic susceptibility: It has long been recognized that several single-gene disorders vary in frequency among different racial and ethnic groups. Among blacks, disorders that are relatively prevalent include glucose-6-phosphate dehydrogenase (G6PD) deficiency, hemoglobinopathies (HbS and HbC), and alpha and beta thalassemias.85 Moreover, differences in the ability to metabolize certain drugs, related to polymorphisms of one or more
When genetic differences in disease susceptibility are increasingly recognized, their practical significance in occupational and environmental health remains limited. In the first place, few genetic factors have been clearly demonstrated to increase the risk of specific occupational diseases. Workers with G6PD deficiency are susceptible to hemolytic crises following exposure to oxidants such as naphthalene and trinitrotoluene, but this event is unusual. Perhaps more importantly, job applicants have been excluded from certain jobs because of purported genetic risks, a practice that has been recognized as racial or ethnic discrimination. Hence, although genetic bases for susceptibility are increasingly recognized, an emphasis on primary prevention—decreasing exposures to levels that are safe for all persons—remains the preferred approach.

Increased general susceptibility to disease through stress, poverty, and decreased social support: Both in the United States and on a global scale, poor communities suffer poor baseline health due to poverty, high prevalence of infectious diseases, poor access to immunization and other health-care services, stress, and other factors, as reflected in high infant mortality rates, low life expectancy, and other health indicators. Poverty, and the income inequality that accompanies it, are bad for health. As a result, these populations may be less resilient following a wide range of hazards, including infectious, chemical, physical, and radiologic exposures.

**Inadequate Technical Resources**

Poor nations face severe shortages of trained personnel essential to environmental and occupational health practice. Adequately trained industrial hygienists, safety professionals, and environmental engineers who would be able to recognize, assess, and control hazards, are in short supply. So are epidemiologists with skills in surveillance, who would be able to monitor disease and injury trends and identify problem areas. Health-care providers such as occupational physicians and nurses are scarce, preventing adequate diagnosis and treatment of environmental and occupational illnesses. In addition to these human resources, equipment such as environmental measurement devices, analytical laboratories, and even vehicles to permit travel to field locations are often unavailable. These shortages of technical resources pose an obstacle to effective environmental and occupational health practice.

**Inadequate Implementation of Public Health Policies**

In both wealthy and poor countries, poor people and members of minority communities are less able to rely on protective public health actions. For example, research in the 1980s documented a pattern of selective enforcement of environmental laws across the United States, with less stringent enforcement in minority communities. Minority workers are more likely to be employed in small and/or marginal firms, firms that are less likely to implement workplace safeguards because of scarcity of resources and know-how. And in poor nations, public health policies—epidemiologic and hazard surveillance, provision of information, regulatory enforcement, and private sector voluntary actions—are less consistently applied.

---

**THE GLOBAL CONTEXT**

At the global level, environmental justice is a subset of global environmental affairs, which in turn reflect demographic changes, trends in resource use, and practices in manufacturing, transportation, energy, and other sectors. Population growth in most of the world’s poor countries, population shifts from rural to urban areas with the resulting growth of large cities, economic liberalization with rapid growth in the manufacturing and service sectors (in at least some countries), and depletion of key resources, all play a role in defining the environmental conditions that affect health. Several processes are illustrative: the growth of multinational companies, the development of free trade zones, and the promulgation of multilateral free trade agreements.

**Multinational Companies**

Multinational companies have increased in size, wealth, and international reach over recent decades. Half of the 100 largest economies around the globe are not countries but rather multinational corporations (MNCs). The 500 largest MNCs now account for 70% of world trade, 30% of all manufacturing exports, and 80% of technical and management services.

Many MNCs have the resources and expertise to implement environmental and occupational safety and health practices in their facilities worldwide. Indeed, in many instances the MNC facilities in poor countries are leading local examples of sound practice. However, MNCs have also taken advantage of lax regulations to avoid standards of practice that prevail in rich countries. Examples include petrochemical industry operations in Ecuador and Nigeria, mining operations in Indonesia and assembly plants in northern Mexico (see case studies in this chapter). Moreover, there is typically a set of domestic firms associated with MNCs, supplying components, packaging, and other inputs, and these firms may not implement optimal environmental and workplace practices.

**Free Trade Agreements**

Multilateral free trade agreements (FTA) evolved throughout the world after World War II. To the extent that these agreements promote economic development in poor countries, they improve living standards and environmental performance. And to the extent that these agreements incorporate related social issues such as working conditions and environmental protection, they may motivate governments and private firms to protect environmental and occupational health. On the other hand, trade agreements that omit environmental and workplace standards may permit and even aggravate health risks that accompany development. Several major trade agreements are illustrative.

The World Trade Organization (WTO) succeeded the General Agreement on Tariffs and Trade (GATT), a system that originated in 1948 as an effort to liberalize and normalize world trade. With the creation of the WTO, the scope of this system expanded from trade in goods to include trade in services and intellectual property as well. Both GATT and the WTO have been generally silent on issues of worker safety, environmental health, and justice, restricting their domain to problems that bear directly on trade.
The Sixth Action Programme for the Environment, adopted in July 2002, identified four priority areas, of which one is environmental health (the others are climate change, nature and biodiversity, and the management of natural resources and waste). In this context, important environmental health initiatives such as the Precautionary Principle and a regulatory system known as REACH (Registration, Evaluation and Authorization of Chemicals) have arisen.108–112

On the workplace side, action on occupational health dates from the 1952 formation of the European Coal and Steel Community. Since then, an extensive organizational infrastructure has arisen, including a Health and Safety Directorate within the European Commission, a multiparty Advisory Committee on Safety, Hygiene and Health Protection at Work (ACSH), and two agencies that conduct research and provide information and technical assistance, the European Foundation for the Improvement of Living and Working Conditions, based in Dublin, and the European Agency for Health and Safety at Work, based in Bilbao. Together these entities have worked with national counterparts on capacity building (such as national exchanges of workplace inspectors), policy development, and technical innovation. The 2002 EU document on occupational health, “Adapting to change in work and society” (available at http://europa.eu.int/comm/employment_social/health/safety/index_en.htm), introduced several new elements, including an enhanced emphasis on psychosocial aspects of work, a consolidated approach to risk prevention combining legislation, social dialogue and partnerships, best practices, corporate social responsibility, and economic incentives, and an explicit statement of the value of occupational health policy in economic competitiveness.

Several challenges persist in the European approach to environmental and occupational health—reconciling national sovereignty with coordinated progress, monitoring compliance with Community directives, reconciling differences between more and less progressive countries, integrating the countries of the former Soviet Union, and sharing scarce technical expertise and resources. However, Europe provides the world’s most advanced example of linking environmental and occupational health with free trade.

The North American Free Trade Agreement (NAFTA), ratified by the United States, Mexico, and Canada in 1992 and entered into force in 1994 for implementation over the next decade, was designed to abolish most trade restrictions among the three countries, addressing labor rights and environmental protection, through its “side agreements” (NAFTA, 1994). NAFTA is intermediate between the WTO and the EU in terms of its inclusion of labor issues.

The process that led to NAFTA differed from the European experience in several ways. NAFTA had a shorter history and was negotiated rapidly. There was limited interest in incorporating social and environmental issues into the process. Labor unions and their allies, especially in the United States and Canada, vigorously opposed NAFTA and campaigned more to block the treaty altogether than for specific labor-friendly provisions. Some environmental groups, in contrast, participated in negotiations, perhaps accounting for the relatively greater emphasis on environmental practices. Moreover, all three governments were reluctant to relinquish any sovereignty over their respective labor and environmental laws.

Accordingly, the focus in NAFTA is on dispute resolution, some information exchange, and promoting each country’s compliance with its own labor and environmental laws, rather than on joint research, training, standard-setting, technology development, and related initiatives. Neither the main trade agreement nor the side agreements express a shared commitment to upgrading or harmonizing environmental and occupational health laws or practices.

Given these limitations, while NAFTA’s contribution to advancing environmental and occupational health in North America has yet to be fully evaluated, it is likely to be limited.113–120 Assessing the impact of NAFTA is complex, since environmental and occupational health reflects many other forces—economic, technological, and political—in addition to NAFTA itself.121 In some sectors, there is evidence of deepening environmental health problems. For example, along the United States–Mexico border, the volume of freight transport has increased air pollution, and rapid growth has aggravated water pollution and water scarcity. In other sectors, such as fisheries, evidence suggests little impact of NAFTA. There is little evidence that economic growth following the adoption of NAFTA has led to major investments in environmental services or infrastructure, or major improvements in environmental indicators. However, the prediction of pollution havens also did not materialize to the extent predicted, with possible exceptions in specific industry sectors such as denim.122

On the labor side, the effect of NAFTA on workplace safety and health is also complex. Few data are available that would permit tracking workplace conditions and health outcomes, and associating any observed trends with NAFTA. Several cases have been brought under the NAFTA grievance procedure, alleging serious health and safety hazards in Mexican facilities and failure of the Mexican government to enforce applicable laws. Even when these cases are found in favor of the complainants, advocates maintain that the solutions are ineffective, amounting only to calls for consultation.123

Free Trade Zones and Maquiladoras

Many governments have established special zones to promote global economic activity, typically located near seaports, airports, and/or national borders.124 From their origin in the early 1970s to the 1990s, about 200 free trade zones (FTZ) had been established with an employment of approximately 4 million people. In the next 10 years, especially with the rise of China as a global manufacturing and export powerhouse, FTZs proliferated. By 2003, FTZs employed approximately 42 million people, about 30 million of these in China.125 Free trade zones may offer any or all of several benefits to manufacturing and trading firms, including tax relief, low or absent customs duties, reduced export controls, land, water, energy, and infrastructure subsidies, a plentiful and tightly controlled labor force supply with low wages and weak institutions, and limited enforcement of labor and environmental laws.99,126 The economic activity in FTZs is typically labor-intensive, centering on manufacturing, although service work is also increasingly common. The workforces are often predominantly female. Workers may face physical hazards such as repetitive motions, awkward work positions, and noise, with risks of musculoskeletal disorders and hearing loss, chemical exposures, and stresses such as highly regimented work routines and dangerously high production quotas.

Maquiladoras are assembly plants south of the United States–Mexico border which typically import components from the United States and other countries, complete assembly and other value-added processes, and re-export the products. The maquiladoras produce a wide variety of products, including electrical and electronic equipment, automobile parts, toys, clothing, and others (see case studies below). Health and environmental studies in maquiladoras are scarce, but do suggest a high burden of musculoskeletal disorders, stress, and other health burdens.

The Export of Hazards and the Race to the Bottom

Scholars, public health practitioners, and labor advocates have for some years recognized that increasing international trade may threaten worker health and safety. In the 1980s, considerable attention was devoted to the “export of hazard.”127–131 Concern grew out of observations of double standards;132 critics anticipated that industries from developed nations would relocate plants in developing nations due to lower labor costs, more lax regulatory environments, and in some cases proximity to raw materials and/or markets.133 In doing so they would fail to follow the same workplace and environmental safeguards that were required in their countries of origin, creating “pollution havens” and exposing people in developing nations to relatively greater risks. Case studies of such products as pesticides134,135 and hazardous wastes136–140 and high-profile disasters such as the Bhopal explosion141–143 fed concern that developing nations faced serious risks from rapid industrialization. Interestingly, these concerns recapitulated longstanding disparities within developed nations. For example, the migration of industry from northern to southern states—that is, from wealthier to poorer regions—in the United States during the nineteenth and early twentieth centuries may have demonstrated a similar pattern.144,145
The same process was also postulated as a threat to environmental and occupational health in industrial nations. North American labor unions forcefully argued this point during the NAFTA debates in the early 1990s. Local and national governments, they maintained, would hesitate to enforce regulations for fear of driving plants from their jurisdictions to lower-wage areas and losing needed jobs—a phenomenon known as “regulatory chill.” Workers and communities, perceiving the same dilemma, would refrain from pressing for safer workplaces and lower emissions. And firms in developed nations, increasingly facing international competitors and seeking the lowest possible costs, would play one location against another. Standards of practice would descend in developed nations toward those of developing nations, exactly as predicted by the factor price equalization theorem that is central to the economics of free trade. This “race to the bottom” would threaten environmental and occupational health in both developed and developing nations.

An opposing set of arguments, based on economic theory and empirical data, suggested a more optimistic prognosis: that free trade would spur economic development, which would in turn lead to improved environmental performance. Moreover, liberalization of trade and investment would lead to the spread of greener technologies, especially as higher consumer expectations for “green” products and processes would emerge in an open, competitive market. Finally, increasing foreign direct investment was predicted to make funds available for upgrading industrial facilities. Further research will help clarify when, and in what circumstances, trade liberalization advances environmental and occupational health.

GLOBAL SOLUTIONS

Several strategies may combine to advance environmental and occupational health in poor nations, in the process rectifying disparities that exist on a global scale. Some of these are policy initiatives, to which environmental and occupational health professionals can contribute as advisors and advocates. Others, such as training and research, fall within the traditional domain of public health practice.

Policy Initiatives

Policy initiatives include those that are official and legally binding, such as regulatory standards promulgated by governments, and those that are voluntary. Official standards may be developed in the context of trade agreements, but as noted above, with the exception of the European Union, this linkage is rare and controversial. More typically, standards are promulgated by national government agencies with jurisdiction over labor and environment.

Two sources of standards are available to the governments of developing nations for this purpose. First, many adopt specific exposure standards used in industrialized nations, especially those of the United States, Germany, Japan, Russia, and the Nordic countries. Of note, such standards are only as effective as their enforcement mechanisms, and enforcement often lags well behind promulgation. Second, developing nations may model their policies on relevant international norms, such as the Conventions of the International Labor Office, or on treaties such as the Montreal Protocol on Substances that Deplete the Ozone Layer, the Basel Convention on the Control of Transboundary Movements of Hazardous Wastes and their Disposal, or the Stockholm Convention on Persistent Organic Pollutants. In general, such norms are legally binding when ratified by member nations. In some cases, such as the Montreal Protocol, global environmental diplomacy has been highly effective in reducing a hazard. However, such efforts are often compromised by the failure of important nations to ratify them and by limited compliance by nations that do ratify them, limiting their impact.

Voluntary standards for environmental and occupational health are also available. A principal example is the International Organization on Standardization (ISO), which has promulgated internationally recognized standards on quality management (ISO 9000) and environmental management (ISO 14000). The ISO considered promulgating a standard for occupational health and safety management systems in the mid-1990s, but this proposal was set aside in late 1996 due to strong opposition from businesses, labor organizations, and some governments.

Other voluntary standards or Codes of Practice have been promulgated by international agencies. For example, the Organization on Economic Co-operation and Development has published an international Code of Ethics on the International Trade in Chemicals (www.chem.unep.ch/ethics/english/CODEEN.html), the ILO has promulgated numerous Codes of Practice on workplace health and safety (www.ilo.org/public/english/protection/safework/cops/english/index.htm), and the International Programme on Chemical Safety (IPCS, a joint program of the ILO, UNEP, and WHO) has published Health and Safety Guides for nearly 100 chemicals (www.inchem.org/pages/hsags.html) and International Chemical Safety Cards, including handling recommendations, for over 700 chemicals (www.inchem.org/pages/iccsc.html). The recommendations in these documents are readily available to authorities and practitioners in developing nations, and are often based on a careful review of evidence available at the time they are prepared. They may be of special utility to multinational firms that wish to establish a standard of practice in each of their operating locations. However, the resources to implement them may be out of reach, especially to smaller firms and governments in developing nations.

Some voluntary standards have been issued by industry groups. For example, the International Chamber of Commerce developed the 16-point “Business Charter for Sustainable Development” which was endorsed during its 1991 Rotterdam conference. The American Chemistry Council (formerly the Chemical Manufacturers Association) introduced its Responsible Care Program in 1988 to improve the industry’s safety and environmental performance (www.responsiblecare.us.com/about.asp). Segments of some industries, such as coffee and chocolate production, have adopted “fair trade” practices that include both occupational health and environmental safeguards. The principles are widely available and may be used by environmental and occupational health professionals in developing nations as useful benchmarks.

Voluntary standards and codes have also been issued by nongovernmental organizations. Although these lack official status, they may be effective in the context of public education, consumer campaigns, stockholder campaigns, and similar efforts. One example is the Ceres Principles (formerly the Valdez principles, growing out of the Exxon Valdez disaster) (www.ceres.org/coalitionandcompanies/principles.php). These principles were promulgated in 1989 by the Coalition for Environmentally Responsible Economies (Ceres), a national network of banks, investment funds, brokers, environmental organizations, and other public interest groups working to advance environmental stewardship. They aim to promote environmentally sustainable operation by companies, and include commitments to protection of the biosphere, sustainable use of natural resources, reduction and safe disposal of waste, energy conservation, and environmental restoration. There is an explicit commitment to risk reduction—striving to “minimize the environmental, health, and safety risks to our employees and the communities in which we operate through safe technologies, facilities, and operating procedures, and by being prepared for emergencies”—and to providing safe products and services. And there are procedural commitments, such as to informing the public and conducting audits. Advocates promote the implementation of Ceres principles by working through stockholders and by encouraging socially responsible investment. Other nongovernmental organizations have issued standards that include environmental performance and safe working conditions, and have organized consumer campaigns to promote compliance with these standards through market pressure. Particular attention has been directed at the apparel, carpet, and toy industries. Examples include standards issued by the Clean Clothes Campaign (www.cleanclothes.org/codes/index.htm), the Fairtrade Labelling Organizations International (FLO, at www.fairtrade.net), and Co-op America (www.coopamerica.org/).
A final kind of policy relates to investment patterns. Lending institutions, such as the World Bank, and private lenders can link investment in industrial development to the implementation of sound workplace and environmental policies. Increasingly, major projects are contingent on environmental impact statements and proper provisions for environmental safeguards.

Initiatives by Public Health Professionals

Within the realm of public health work, professionals can promote environmental and occupational health in developing nations in several ways. These include training, technical assistance, collaborative research, and advocacy.

Training is an essential activity for occupational health professionals, given the shortages of expertise in industrial hygiene, environmental and safety engineering, occupational and environmental medicine and nursing, and related fields. Approaches to training include formal academic study in institutions in industrialized nations, short courses, and distance learning through newsletters and electronic means. One notable example is the extensive training efforts of the Finnish Institute of Occupational Health, through its ILO/FINNIDA African Safety and Health Project and its ILO/FINNIDA Asian-Pacific Regional Programme on Occupational Safety and Health. Regional newsletters (www.ttl.fi/AfricanNewsletter and www.ttl.fi/Asian-PacificNewsletter for Africa and Asia, respectively) published by the Institute are distributed to thousands of readers in developing nations of Africa and Asia, covering such topics as information retrieval, small-scale enterprises, and specific industries. In the United States, the Fogarty International Center of the National Institutes of Health introduced an international training program in environmental and occupational health in 1995. This program brings trainees from developing nations to U.S. institutions for intensive study. Through large-scale efforts such as these, and through more focused training initiatives, needed expertise in occupational safety and health can be transferred to developing countries.

Technical assistance is another important area of effort for public health professionals. Joint investigations of outbreaks, consultancies on environmental and occupational health problems, and direct technology transfer can all advance the protection of workers in developing countries. Technical assistance may occur through private firms, through professional associations, through nongovernmental organizations, through multilateral organizations such as the International Labor Organization, and/or through government efforts. One example is the work of the Maquiladora Health and Safety Network (www.mhssn.org), which assists labor organizations and employers in the United States–Mexico border and in Asia to recognize and remediate workplace hazards.

Collaborative research is a third important activity for environmental and occupational health professionals. Would-be researchers in developing nations face daunting challenges: university salaries below subsistence levels, requiring outside employment; lack of infrastructure needs such as libraries, computers, analytical testing capability, and laboratory equipment; lack of domestic sources of research funding; lack of research mentors and collaborators; and the need to address diverse content areas rather than build in-depth specialization. Despite these challenges, there remain important research needs in developing nations. One goal of such research, as anywhere in the world, is the discovery of unknown exposure-response associations and disease mechanisms. Just as important, however, is the traditional public health research function of documentation. Many workplace and environmental hazards are well understood, and their effects easily predicted. However, it may require in-country data demonstrating that a hazard is taking a toll on local workers and communities to stimulate government to take action to control the hazard.

Finally, environmental and occupational health professionals in developing nations, with the strong support of colleagues in developed nations, need to engage in advocacy. In countries where expertise is rare, professionals rarely have the luxury of remaining only practitioners, or researchers, or teachers, or policy makers; they must play all these roles. Steps must be taken to identify and correct workplace hazards, and working people must be cared for when injured or ill. Relevant data must be assembled, through primary or secondary research. Students must be taught to perform these functions. However, for lasting changes to be made, practical experience, data, and moral conviction must be laid before “those who need to know,” including government officials, company officials, and worker representatives, and systematic approaches to protecting public health must be implemented.

U.S. SOLUTIONS

Solutions to domestic environmental justice concerns are in some cases parallel to those used globally, but in other cases reflect the unique social and political circumstances of the United States. A landmark event was the promulgation, in 1994, of a Presidential Executive Order, “Federal Actions to Address Environmental Justice in Minority Populations and Low-Income Populations” (www.fs.fed.us/land/envjust.html). This Order required each Federal agency to “make achieving environmental justice part of its mission by identifying and addressing, as appropriate, disproportionately high and adverse human health or environmental effects of its programs, policies, and activities on minority populations and low-income populations.” Among its provisions, it established an Interagency Working Group on Environmental Justice, required each federal agency to develop an agency strategy to advance environmental justice, and mandated the inclusion of “diverse populations” in environmental health research. Perhaps the most active agency in advancing environmental justice has been the Environmental Protection Agency (EPA). EPA established an Office of Environmental Justice in 1992, established environmental justice authorities and activities throughout the agency, and formed an advisory committee, the National Environmental Justice Advisory Committee, that has become an important national forum for discussion and debate, including grassroots voices. EPA also makes environmental justice grants and operates an environmental justice internship program. These activities are described on the agency’s environmental justice web site (www.epa.gov/compliance/environmentaljustice/index.html).

Grassroots efforts in environmental justice have played a major role in advancing these issues in the United States. A large number of local groups, often formed around specific concerns such as a hazardous waste site or a polluting industrial facility, have arisen. These groups have coalesced at periodic National People of Color Environmental Leadership Summits (http://www.ejrc.cau.edu/EJSUMMIT/welcome.html) and in national networks such as the National Black Environmental Justice Network (http://www.nbejn.org/) and the Indigenous Environmental Network (http://www.ienneearth.org/). In addition, academic units such as the Environmental Justice Resource Center at Clark Atlanta University (www.ejrc.cau.edu) and the Deep South Center for Environmental Justice at Xavier University in New Orleans (relocated to Dillard University following Hurricane Katrina; see www.dsciej.com/) have supported these community groups through unique academic-community partnerships.

An important means of partnership between researchers and communities has been community-based participatory research. Through this technique, researchers and community members together identify the need for research, define the most important research questions, agree on methods to be used, and pursue the research collaboratively. Ideally, this approach helps target environmental health research toward scientific questions important both to communities and to scientists, and results in a more responsive, relevant body of scientific knowledge.

Litigation has been used extensively by communities in an effort to seek redress of alleged environmental justice offenses. Plaintiffs have used a number of legal tools, including environmental laws, civil rights laws (especially Title VI of the Civil Rights Act of 1964), common law property claims, and constitutional challenges. Defendants have included both polluters and government agencies that
permitted siting or operation of emitting facilities. Interestingly, litigation practices in the United States have increasingly been applied globally, especially in developing nations, as illustrated in the case study on Texaco in Ecuador.\textsuperscript{181,182}

A final important strategy in environmental justice is building diversity in environmental health and related professions. An example is the Minority Youth Environmental Training Institute, a project of the National Hispanic Environmental Council (http://www.nheec.org/). This program targets Hispanic teenagers for a 10-day intensive training experience, during which they learn various aspects of environmental sciences, meet role models, and are encouraged to consider careers in environmental sciences, including environmental health. At the university level, the Association of Academic Environmental Health Programs (www.aehap.org) has joined the Environmental Justice and Health Union (www.ejhu.org) to encourage minority-serving institutions to offer accredited environmental health training. At the graduate level, the Agency for Toxic Substances and Disease Registry, working with the Minority Health Professions Foundation (www.minorityhealth.org), has funded fellows and residents to conduct research designed to fill identified data gaps on the health effects of toxic chemicals. Efforts such as these, across the entire spectrum of academic training, should help increase diversity in the environmental and occupational health professions, and thereby help advance environmental justice.

\textbf{DISCUSSION}

This chapter has addressed environmental justice both in the United States and on a global scale. The concept of environmental justice has evolved differently on the two scales, but there is a consistency between the two. Both domestically and internationally, disadvantaged populations—defined by race, ethnicity, socioeconomic status, and/or other attributes—tend to sustain disproportionate exposures to hazards, both in the workplace and in the ambient environment. Relative to the general population, these vulnerable populations bring fewer resources to bear in addressing the hazards they face—less biological reserve with which to withstand and recover, fewer technical resources, less political power, and less access to legal remedies. As a result, these vulnerable populations suffer adverse health consequences following exposures. The disparities that give rise to these circumstances are collectively known as environmental injustice. While environmental injustice may occur without intent, firms and governments have at times taken actions that create, exploit, and/or aggravate disparities (Kamuzora 2006). Across the globe, there is increasing recognition of the moral and practical dimensions of environmental injustice, and of the need to address these issues.\textsuperscript{183,184}

Public health has a long history of focusing attention on vulnerable populations, to target efforts at disease prevention and health promotion.\textsuperscript{185} In recent years, this focus has become a central strategy in environmental and occupational health, both in the United States and across the globe—a trend that has the potential to transform the environmental movement.\textsuperscript{186} From surveillance to technical assistance, from research to training, as public health professionals link with affected communities and workers, governments and nongovernmental organizations, and private firms, they will be increasingly able to remediate disparities and improve health for all people.

\textbf{CASE STUDIES}

The five case studies selected for this chapter were drawn from a limited number of reports, often unpublished, and are based on the DPSEEA framework (Driving force-Pressure-State-Exposure-Effect-Action).\textsuperscript{187} The case studies relate to agriculture, mining, the maquiladora industry, and the petroleum industry, whose effects are especially marked in rural areas and in areas inhabited by indigenous, minority, and other marginalized populations. The case studies are drawn from both North and South America.

The first two case studies focus on farm workers in the Valle de San Quintín, in the Mexican state of Baja California, and in the Yakima Valley of Washington state. Agricultural work is one of the most dangerous occupations. In the case of San Quintín, the majority of migrant and seasonal farm workers come from the poorest communities of Oaxaca. While working in San Quintín, they are housed in crowded conditions in substandard structures, often without access to potable water, sewage, and other environmental and health services. Agricultural workers in the United States are predominantly Hispanic, with about 77% from Mexico.\textsuperscript{188} The Yakima Valley is illustrative. The majority of farm workers there come from the purépecha region of Michoacán. With no access to labor unions or other mechanisms of social insurance, they have enjoyed few protections on the job.

The third case study describes small-scale mining in Ecuador. Artisanal mining is an activity steeped in poverty. These mines are generally located in geographically isolated communities, with little or no governmental regulation. Mine shafts often originate inside or next to workers’ homes. Entire families may be involved, with children starting work in the mines before finishing primary school. Children who do not work with their families may be hired directly by mine owners. Still other children may start by doing jaucheo work (gathering mineral rocks from stockpiles and dumps), either on their own or together with their mothers, as a way of contributing to the family income.

The fourth case study refers to workers in the maquiladora industry along Mexico’s north border. As described in the text, environmental challenges in this region, on both sides of the border, are well documented. Within the maquiladora plants, workers face numerous hazards as well.

The final case study focuses on indigenous communities in the Amazonas region, affected by petroleum exploitation. Between 1971 and 1992, Texaco discharged an estimated 15 million gallons of crude oil, 80 billion gallons of toxic waste into pristine rainforest.\textsuperscript{189} The resulting environmental damage has been compared to the 1989 Exxon Valdez disaster in Alaska.

Together these case studies illustrate the diversity of affected populations and economic sectors, common features such as the social disadvantages and resulting vulnerability these populations suffer, and the diversity of responses they and their advocates have mounted.

\textbf{SAN QUINTÍN FARMWORKERS, BAJA CALIFORNIA NORTE, MEXICO}

The Valley of San Quintín, located south of the municipality of Ensenada in Baja California Norte, is known for its production of fruits and vegetables for export. This production depends on the labor of migrant workers, many of whom arrive as part of a seasonal cycle that brings workers from Mexico’s west coast (especially from the Mixtec area of the Valley of Oaxaca).\textsuperscript{190} Every year, from March to July, thousands of workers arrive in the valley to tend the fields on properties that belong to 19 families. Workers are paid the equivalent of only five to seven dollars a day and do not receive even the minimal work benefits required under the law. Most workers are unaware of legal rights such as holiday pay, social security, and disability, and even if they do learn about them, they often cannot or do not access them.

Pressures that play a role include relative geographic isolation, the lack of planning policies, an annual population growth rate of 11.9%, tensions among different ethnic groups, the growing use of modern technology in agricultural activities, the introduction of other economic activities (for the most part aquaculture and tourism in the lakeside district), problems of land ownership, and the depletion of aquifers. These have resulted in rapid, unplanned growth of human settlements and deficient infrastructure for basic services such as drinking water and sewage treatment systems.

Living conditions and services are marginal. Of the field workers, 66.7% workers live in camp barracks and 33.3% live in informal communities known as colonias. Over 80% of housing is constructed
from improvised, nondurable materials, and there are few piped water sources for many homes, almost no sewage service, and only limited electrical service. Available piped water often fails to meet standards of human consumption, and is contaminated with fecal coliform bacteria and components of agricultural chemicals such as ammonia and phosphorous. In addition to health effects, this water flows downstream and eventually to the ocean, raising concerns about environmental pollution.199

Additional environmental pressures arise from production practices. Pesticide use is common, and many lead to ecosystem contamination. Plastic sheeting is used to protect the growing fruit and vegetables, but it fragments and is often improperly disposed of. The plastic waste interferes with the movement of moisture and nutrients in surface soil and with the recharge of the aquifers. Water with high concentrations of salt is used to irrigate crops, causing deterioration of the land, while treated and untreated wastewater often mix and recirculate in the fields. Other contributing factors are the domestic combustion of gas and biomass with resulting emissions of particles, carbon monoxide (CO), and volatile organic compounds, the emissions of dioxins, furans, mercury, and other pollutants from the burning of refuse, and a lack of waste disposal services and appropriate sites for the disposal of solid waste.

The migrant workers’ assignments differ according to gender, age, and ethnicity.192 Mature men perform the heaviest field activities, including fumigating, irrigating, and working as stewards, camperos, and drivers. Women and children pick the fruits and vegetables. Mestizo women from the state of Sinaloa are generally hired for the packing process.192

Prevalent health problems among the farmworkers include acute respiratory infections, acute and chronic diarrhea, and tuberculosis. The incidence of pesticide toxicity is unknown, and possible long-term sequelae such as cancer have not been well characterized in this population.

Several actions have resulted from these problems. Members of the migrant population, led by women and with the support of organizations of residents from the colonies, have sought improved services including water, electricity, transportation, medical care, and education.193 In the 1990s, day nurseries, primary schools, and a health center were set up in some of the camps. Local nongovernmental organizations also successfully requested establishment of a rural Clinic-Hospital by Mexico’s Instituto Mexicano del Seguro Social (IMSS), located in Delegación Vicente Guerrero. More recently, local groups, the Mexican federal government, and the home states of the migrants collaborated in a “Vete Sano Regresa Sano” (Leave Healthy, Return Healthy) public health initiative, in order to provide health protection for the migrants. More information on this initiative can be found at www.bajacalifornia.gob.mx/informe1rer_informe_part_social.htm.

### THE YAKIMA VALLEY, WASHINGTON STATE

The state of Washington is known for its agricultural products, including apples, cherries, asparagus, pears, berries, and hops. Much of this output, valued at more than a half billion dollars annually, comes from the Yakima Valley in the central part of the state. However, the plight of farm workers in the Yakima Valley stands in sharp contrast with the prosperity they help generate.194–197 Many of these workers are Mexican migrants, who arrive for the spring, summer, and fall seasons and depart during the winter months seeking employment elsewhere in the United States. This workforce has been mostly male since the early twentieth century, but in recent decades the proportion of women workers has increased.194,198

The farm work of Mexican immigrants is considered highly “flexible.” Characteristics include low pay (rising far more slowly than inflation), job insecurity, and absence of health insurance, pension contributions, occupational health protection, and other benefits typically provided to other workers.194,198 There is a wide range of job positions in the region, ranging from field croppers to fumigators, pesticide mixers, assistant foremen, and foremen,193,198 and a worker may be assigned to a variety of jobs without adequate cross-training or supervision.

Another important aspect is the role of unions such as the Teamsters and United Farm Workers (UFW). These unions attacked the apple industry in Washington when producers in the state continued to accept Purépecha Indians (from the Mexican state of Michoacán) to maintain the flow of migrant workers.198

Pesticides are used extensively in Yakima Valley agriculture, and worker exposures have been carefully described in a series of studies at the University of Washington.196,199–201 Exposures during farm work are intensified by long hours, absence of hand-washing facilities, and the lack of protective equipment and training.204 There is also evidence of take-home exposures, which may affect children. Among workers who handle pesticides, there is considerable concern about potential toxicity.198 Potential health effects include irritation and inflammation of eyes and mucous membranes, allergic reactions, respiratory symptoms, neurologic toxicity following higher exposures, and nonspecific symptoms such as nausea and fatigue. Long-term effects may include cancer, neurotoxicity, and reproductive damage.

Environmental problems include the dispersion and persistence in the environment of many of the pesticides that are used. This concern is heightened by the recirculation of irrigation water, although there are currently efforts to eliminate this form of contamination.

A wide range of solutions is available, including training of both farmers and farm workers, interventions by community health workers, and promulgation and enforcement of regulations.205

### CHILDREN ARTISANAL MINERS IN NAMBIJA, ECUADOR

Nambija, meaning “the place no-one can find,” is a remote gold-mining settlement of about 2000 people in the mountains of southern Ecuador, near the Peruvian border. The population is predominantly of indigenous Saraguro and mestizo background, many of whom migrated to Nambija in order to work as gold miners. The settlement consists of hundreds of dilapidated wooden dwellings high on a mountain that has been extensively damaged by years of mining operations.206,207

Mining is embedded in the social fabric of Nambija. Entire families, including the children, work at gold mining. Homes are often built directly over the openings of small mine tunnels, reflecting the “cottage industry” quality of the work. This small-scale, informal gold mining, known as “artisanal mining,” is common in Latin America and elsewhere in the world.208 While artisanal mines may operate productively with techniques that protect health and the environment, more typically they are characterized by low technology, low productivity, unstable employment, high workforce turnover, low pay, little sanitation, lacking health and safety protection for workers, and poor environmental performance. Mining families often have no legal claim to the land they work. Legal and institutional oversight are rare. As many as 13 million people are estimated to work at artisanal mining worldwide, accounting for the bulk of production of minerals such as emeralds and tungsten, and for as much as a quarter of world gold production.207,208

For the rural poor, artisanal mining is an alternative to unemployment and misery. It can be a force for local economic development. However, the health, environmental, and social costs of artisanal mining are high, as exemplified in Nambija. Workers extract gold from ore using liquid mercury, which forms an amalgam with gold that can be separated from ground ore. The mercury is then boiled off, leaving a residue of gold. Mercury toxicity has been well documented in the adults and children of Nambija.209–212

Children become miners in different ways, starting as early as the age of five. Some may be hired directly by mine owners, or some may begin informally with jancheo (the act of gathering mineralized rocks from stockpiles and dumps), either on their own or together with their mothers as a way of contributing to family income. Mine work may occupy all of their time or part of it. In either situation,
with risks of musculoskeletal disorders and hearing loss. Chemicals such as solvents, acids, and metals are used in cleaning metal parts, fabricating electronic components, and such operations as painting and gluing, affecting not only workers but the ambient environment as well. While epidemiologic surveillance data are unavailable, surveys of maquiladora facilities and communities have suggested that hazards are common (U.S. GAO, 1993; Takaro et al. 1999). Health problems reported include injuries, nonspecific symptoms such as headache, insomnia, and dizziness, neurologic symptoms such as paresthesias, adverse reproductive outcomes, and urinary tract disorders. Work practices such as inadequate breaks increase potential hazards, and with the workforce consisting predominantly of women, the presence of reproductive hazards is a special concern.

Other features of the United States–Mexico border aggravate the effects of these exposures. Many of the workers are migrants from elsewhere in Mexico, who arrive without financial resources, education, job skills, or experience. Housing and health services are inadequate, general environmental health risks such as water contamination are prevalent, and there is little job security due to the constant influx of new arrivals in search of work. Hence, while stress levels are high among maquiladora employees, they are also high among other workers in the same locations, suggesting that general features of the economic and social environment affect people both in and out of the foreign facilities. Environmental enforcement has never been rigorous in the region, and given the impulse to retain plants in the face of global competition, emissions control, waste management, and other environmental practices are often suboptimal. This combination of forces has made progress in environmental and occupational health extremely difficult to achieve.

Gender issues in the maquiladora industry deserve special mention. Much of the workforce consists of young women. While this represents newfound economic opportunity and independence for many women, it also offers opportunities for exploitation. There is evidence of wage discrimination, assignment to the most tedious tasks, and less labor protection and social security, especially in situations where women need flexibility in work hours because of responsibilities at home. There is also evidence of gender disparities in access to the most desirable jobs. While men hold 74% of technical positions and 64% of administrative positions, they account for fewer than 50% of production line jobs.

## TEXACO AND THE ECUADORIAN INDIANS

Ecuador’s vast jungle basin, known as the “Oriente,” consists of more than 100,000 km² of tropical rainforest at the headwaters of the Amazon River. The region is home to some 500,000 people, including eight indigenous peoples such as the Cofán, Secoya, Siona, Huarorani, and Quichua. The region has historically been poor, with few health services and with high levels of malnutrition, infant mortality, and infectious disease. Traditional lifestyles relied on hunting, fishing, and agriculture.

Oil deposits were discovered in the Oriente in the 1960s, and a consortium of oil companies, led by Texaco (later ChevronTexaco) and including Gulf and the national oil company CEPE (now known as Petroecuador), commenced operations. These included exploration, drilling and processing of oil, and construction of a 498-mile pipeline, the SOTE (Sistema Oleoducto TransEcuatoriano), across the Andes to the Pacific coast. These operations have greatly reshaped the region, creating an extensive network of roads, pipelines, and oil facilities. More than two billion barrels of crude oil have been extracted from the Ecuadorian Amazon.

According to local people who eventually sued ChevronTexaco, considerable environmental damage occurred. Road construction in the jungles resulted in deforestation of about 2.5 million acres. At peak operation, ChevronTexaco was releasing some 4.3 million gallons per day of toxic wastewater directly into waterways and pits rather than reinjecting it into subsoil formations or treating it. Contaminants included hydrocarbons such as benzene and polycyclic compounds and toxic metals such as mercury and chromium. Subsidence of the land was another concern. The waste ponds held oil, gasoline, and other liquids, as well as large quantities of water. These ponds had no lining and were lined with large amounts of toxic compounds. The waste ponds were leaky and allowed pollutants to seep into the soil and groundwater. The toxic waste ponds have led to bioaccumulation of mercury and other heavy metals in wildlife.

The Ecuadorian government approved the Texaco operations in the 1970s and early 1980s. In 1989, the government of Ecuador and Texaco reached an agreement that allowed Texaco to continue its operations in the Oriente. The agreement was signed by Texaco’s attorney, James D. Hughes, and the president of the Ecuadorian government, Luis Macas. The agreement was signed without the input of local people or their representatives. The agreement included provisions for the creation of a trust fund to cover potential environmental and health costs. However, the trust fund was never established, and the people of the Oriente have never been compensated for the environmental damage caused by Texaco.

In 2005, a United States court ruled that Texaco was legally responsible for the environmental damage caused by its operations in the Oriente. The ruling was based on the premise that Texaco knew or should have known that its operations were causing significant environmental harm. The ruling was a significant victory for the people of the Oriente, who had long been fighting for justice and compensation for the environmental damage caused by Texaco.

The ruling has been appealed by Texaco, which is still fighting to avoid responsibility for the environmental damage caused by its operations in the Oriente. However, the ruling has been seen as a significant step forward in the fight for justice and compensation for the environmental damage caused by Texaco.

In the meantime, the people of the Oriente continue to fight for justice and compensation for the environmental damage caused by Texaco. They have demanded that Texaco be held accountable for its actions and that they be compensated for the environmental damage caused by the company. The people of the Oriente have also called for the establishment of a trust fund to cover potential environmental and health costs.

The United Nations has also called for the establishment of a trust fund to cover potential environmental and health costs. The United Nations has called for the United States to support the establishment of a trust fund to cover potential environmental and health costs. The United Nations has also called for the United States to support the establishment of a trust fund to cover potential environmental and health costs.
indigenous people. However, there were possible associations between proximity to oil fields and several cancer sites in adults and leukemia in children. Residents near contaminated streams was than twice the flow of oil (Knudson, 2003). Over 600 open, unlined sludge pits were abandoned. Extensive contamination of streams and rivers followed—the same streams and rivers used for drinking, cooking, and bathing. Burning of gas flares at hundreds of well sites released organic pollutants, particulate matter, and carbon dioxide into the air.

ChevronTexaco, in responding to lawsuits, counters that its “employees work hard to ensure that our operations around the world are managed in a safe and environmentally sound manner;” details of the company’s position can be found at http://www.texaco.com/sitellets/ecuador/en/.

Social changes have also occurred. Internal migration occurred as indigenous people relocated in search of employment and/or when forced out of damaged local environments. Oil cities arose and became known as settings of violence, prostitution, and alcohol abuse. Some ethnic groups, such as the Cofán, declined precipitously, while at least one isolated indigenous group, the Tetetes of Lago Agrio, apparently disappeared, a casualty of destabilized social circumstances and disease.

Several studies attempted to quantify the impact of the oil extraction and associated environmental damage on the health of local populations. These studies were distinguished by their “popular epidemiology” framework, an approach that helped orient the research to local needs and priorities, and overcome some barriers to conventional epidemiologic research. The results suggested lower levels of some cancers among indigenous people than among non-indigenous populations, but there were possible associations between proximity to oil fields and several cancer sites in adults and leukemia in children. Residents near contaminated streams was also associated with nonspecific symptoms such as eye and throat irritation and fatigue, and with spontaneous abortions (but not stillbirths).

An interesting feature of the Ecuadorian situation is the use of litigation, beginning in U.S. courts and moving to Ecuadorian courts when the U.S. courts declined jurisdiction. This may signal a global trend. The efficacy of this approach, and its impact on environmental health, remains to be seen.
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The Health of Hired Farmworkers

Don Villarejo • Marc B. Schenker

▶ OVERVIEW

For several decades, migrant and seasonally employed, hired farm laborers were identified as a "special population" in need of programs of government and/or philanthropic assistance. Thus, Migrant Health Education, Migrant Job-Training, Migrant Legal Services, and, more recently, Migrant Head Start, were developed to respond to the needs of workers who often traveled great distances, often with their entire families, in search of farm work. In the first years of these programs, only U.S.-born "migrant" workers were eligible to be served. Subsequently, it was recognized that those workers who were employed on a "seasonal" basis in agriculture had very similar characteristics and needs, and the requirement of being U.S.-born was dropped from eligibility standards.

The composition of the hired farm labor force has dramatically changed since those early years of the "migrant" programs. For this reason, it is important to be clear about the population of interest in this chapter. The term "farmworker" can refer to three groups: farmers, unpaid family workers (usually members of the farm family), and hired workers. This paper is concerned with hired farmworkers, defined as persons who are employed on a farm to perform tasks that directly result in the production of an agricultural commodity intended for sale. Postharvest processing tasks are excluded from this definition. Note also that the nature of the employer is not specified in this definition. Individuals performing farm tasks might be working for a farmer, labor contractor, packer/shipper, or another type of labor market intermediary.

There is a marked absence of reliable data on the number of such workers, either today or at any time in the past. Thus, epidemiology in this population is severely restricted by the lack of reliable denominator data. In 1992, the authoritative federal Commission on Agricultural Workers (CAW) estimated the number of persons employed as hired farm laborers in the United States at 2.5 million individuals.1 Most jobs filled by farm laborers are short term so that the corresponding employment figure (sometimes described as full-time-equivalents or FTE), equal to the annual average of monthly employment, is much lower, perhaps numerically half or less of the CAW estimate. In contrast, the self-employment of farmers and unpaid family members is estimated to be about 2.0 million.2 Thus, directly hired farmworker and agricultural service (contract) worker employment was an estimated 57% of the national total of farm employment in 1992.

The relative importance of hired farm laborers in U.S. agriculture has increased in recent years. For example, in California, where virtually all hired farmworker employment and/or payroll is reported to both the state Labor and Employment Agency, and to the Workers Compensation Insurance Rating Bureau, the proportion of the total amount of all work on farms that was performed by farmers and unpaid family members dropped from 40% in 1950 to just 15% in 2001.3 Correspondingly, the share performed by hired workers increased from 60% to 85% of the total.4

As a result of this trend and other factors (see below), the reported employment of directly hired and contract farm laborers in California increased significantly in recent years.4 There is also evidence that a smaller, but nevertheless significant, increase of hired farm laborer employment during the past several decades occurred in some other important farm states, such as Oregon and Washington, but geographic variation exists in the United States.5

Three major factors account for the greater utilization of hired workers in U.S. agriculture. First, there has been a substantial growth in the importance of labor-intensive crops in the nation’s agriculture. For over 20 years, there has been a steady increase in the proportion of U.S. crop farm cash receipts derived from the sale of fruits and nuts, vegetables, and nursery and greenhouse products (F-V-N crops). As reported by the Census of Agriculture, in 1974, F-V-N commodities were just over one-sixth (17.3%) of farm cash receipts from crop sales.6 By 2002, the F-V-N share had increased to more than two-fifths (43.3%) of the total for all crops.7 U.S. farmers now receive more than twice as much from the sale of nursery and greenhouse crops as from wheat production ($14.7 billion vs. $5.9 billion in 2002).7

Since gross agricultural cash receipts may be reduced when production is high, owing to lower commodity prices when increases of supply exceed demand, an independent, and possibly more accurate, measure of the growth in fruit and vegetable production is the change of the physical output, measured in tons. U.S. fruit and vegetable production, in tons harvested, nearly doubled (+95%) between the population census years 1970 and 2000.8 Since population growth was about 38% during this period,9 increased per capita consumption of some fresh commodities and increased exports of many commodities accounted for more than half of the growth of production. Greater utilization of some other commodities, such as wine grapes or processing tomatoes, accounts for the remainder of the growth of production.

Second, sharply increased farm size is associated with supplementing farmer and family labor with hired labor. Among fruit and vegetable producers, the increase of size concentration is particularly dramatic. Between 1974 and 1992, the number of U.S. farms reporting 500 or more acres of harvested vegetables increased from 919 to 1416, and the corresponding aggregate acreage of vegetables harvested went from 1,145,703 to 2,028,928. For land in orchards, between 1974 and 2002, the number of U.S. farms with at least 500 acres of trees and/or vines grew from 972 to 1522, and the corresponding aggregate acres in orchards increased from 1,334,105 to 2,152,941.10

Third, the steady, long-term decline in farming as an occupation has led to a greater reliance on hired labor to supplement or replace family labor. This is reflected in Census of Agriculture reports on workers directly employed for 150 days or more by U.S. farms (these longer-term hired laborers are described as “regular” workers by some economists). In 1974, nearly one in 10 (9.6%) U.S. farms reported they employed at least some of their laborers for this duration, and the
aggregate total was 712,715 such workers. By 2002, the proportion of farms employing “regular” hired workers had increased, and the total of such workers had grown to 927,708. Thus, in 28 years, the share of U.S. farms directly hiring workers for at least 150 days had increased, and the number of such workers climbed by 30%.

Interestingly, the increase in the hiring of “regular” workers by some farms has not been associated with increased direct hiring of short-term workers on U.S. farms. Between 1974 and 2002, the aggregate number of workers reportedly hired for less than 150 days fell sharply from 4,502,517 to 2,108,762. This figure is the aggregate of individual reports by farm operators of the number of persons hired for less than 150 days, and it is likely that a hired laborer could work on two or more farms and be counted multiple times. For this reason, this figure is often referred to as the number of jobs by economists, and should not be regarded as a count of individuals.

At the same time, there has been a very sharp increase in the use of labor contractors and other labor market intermediaries, especially from the mid-1980s to the present. Between 1974 and 2002, the number of U.S. farms reportedly utilizing labor contractors nearly doubled, from 119,385 to 228,692. Nominal contract labor expenses by farm operators grew in the same period by a phenomenal 575%, from roughly $512 million to $3.5 billion.

The greatest growth in labor contractor utilization in this period was in those states with a very high proportion of immigrants among the farm labor force, such as Arizona, Florida, and California. There is some evidence that the increased reliance on labor contractors is associated with the enactment of the Immigration Reform and Control Act of 1986, a law that imposed fines and possible imprisonment on employers who “knowingly hired” unauthorized immigrants, described as the employer sanctions provision of the law. For the very first time, every U.S. employer was required to demand that every employee, and prospective hire, document his or her eligibility for employment in the United States. A government-issued reporting form, Form I-9, requires both the worker and the employer to attest to the verification of employment eligibility. This shift to labor market intermediaries may have significant health implications because of the insulation of farm operators from the farmworkers working on their farms.

Data from the U.S. Department of Agriculture’s Quarterly Survey of Agricultural Labor demonstrate that direct-hire short-term employees (<150 days) are far fewer in number than those directly hired and working 150 days or more, even during periods of peak employment (Table 43-1). In contrast, contract workers are far more numerous than direct-hire short-term employees during all 4 months, and greatly exceed their number at peak periods.

During 1985, the first year for which strictly comparable data were reported, the number of direct-hire short-term workers was greater than the number of contract workers for all 4 survey months, and was twice as numerous in 2 of those 4 months. Thus, by 2003, the situation had been completely reversed. It is also of significance that there are very substantial regional differences in all of these developments. The Pacific and Northwest Region has especially benefited from the increased importance of fruit, vegetable, and nursery crop production. While Midwestern and Northeastern states have experienced substantial economic stress in the farm sector, the western states have enjoyed a boom in both production and net returns. For example, of the nation’s net increase in land in orchards of 1,282,318 acres between 1974 and 2002, the Pacific and Northwest states alone accounted for 1,271,516 acres. In the case of harvested vegetable acres, the net increase on all U.S. farms was 628,976 acres, while for the Pacific and Northwest states it was 546,934 acres. Thus, the vast majority of the economic value of increased production of both of these types of crops was captured by the western states. Correspondingly, the employment of hired farmworkers increased most markedly in that region.

Less well appreciated has been the remarkable increase in dairy production in the western states during this same period. California is now the nation’s leader in fluid milk production and will surpass Wisconsin in cheese output within the next several years. Overall, the Pacific and Northwest states have experienced a doubling of the number of milk cows from 1974 to 2002; from 1,246,533 in 1974 to 2,590,308 in 2002. In the same states and period, the number of dairy farms fell from 8821 to 4813; correspondingly, the average number of milk cows per dairy farm shot up from 141 to 538 and continues to rise. Many more “milkers” have been hired to assist with the continuous tasks of caring for and milking the animals.

### U.S.-Hired Farmworkers—Characteristics

The U.S. Department of Labor conducts a large-scale, on-going national survey of workers employed in seasonal agricultural crop services, the National Agricultural Workers Survey (NAWS). Hired livestock laborers and certain other types of hired farmworkers are excluded from the survey. Begun in 1988 to assess the effects of the Immigration Reform and Control Act on the supply and characteristics of U.S. agricultural workers, the NAWS provides a detailed body of knowledge about this population, including demographic information, patterns of employment, working conditions, use of social services, and, beginning in 1999, information about health-care access.

The most recent published report of findings from the NAWS is based on 6472 personal interviews conducted between October 1, 2000, and September 30, 2002, in 80 or more randomly selected counties throughout the United States. The NAWS finds that the characteristic hired crop farm laborer is a young, low-income, foreign-born (mostly Mexican) male with low educational attainment who has only recently migrated to the United States (Table 43-2). Most U.S.-hired farmworkers are characterized by low socioeconomic

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Finding</th>
<th>Trend from 1990–92</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (median)</td>
<td>31 years</td>
<td>Unchanged</td>
</tr>
<tr>
<td>Male</td>
<td>79%</td>
<td>Increasing</td>
</tr>
<tr>
<td>Foreign-born</td>
<td>78%</td>
<td>Increasing</td>
</tr>
<tr>
<td>Educational attainment</td>
<td>7 years</td>
<td>Unchanged</td>
</tr>
<tr>
<td>(median)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Undocumented immigrant</td>
<td>53%</td>
<td>Increasing</td>
</tr>
<tr>
<td>Household income (median)</td>
<td>$10,000–$12,499</td>
<td>Unchanged</td>
</tr>
<tr>
<td>Yearly farm work (median)</td>
<td>34 weeks</td>
<td>Increasing</td>
</tr>
<tr>
<td>Indigenous migrant</td>
<td>N/A</td>
<td>Increasing</td>
</tr>
</tbody>
</table>

### Table 43-1. Farm Employment, California, 2003, by Category of Employment, USDA

<table>
<thead>
<tr>
<th>Category of Employment</th>
<th>January</th>
<th>April</th>
<th>July</th>
<th>October</th>
</tr>
</thead>
<tbody>
<tr>
<td>Direct-hire workers, 150 days or more</td>
<td>190,000</td>
<td>185,000</td>
<td>203,000</td>
<td>179,000</td>
</tr>
<tr>
<td>Direct-hire workers, less than 150 days</td>
<td>40,000</td>
<td>35,000</td>
<td>32,000</td>
<td>51,000</td>
</tr>
<tr>
<td>Agricultural service (contract) workers</td>
<td>75,000</td>
<td>67,000</td>
<td>125,000</td>
<td>118,000</td>
</tr>
<tr>
<td>Total</td>
<td>305,000</td>
<td>287,000</td>
<td>360,000</td>
<td>348,000</td>
</tr>
</tbody>
</table>
status (SES), a characteristic that has long been associated with adverse health outcomes.

One surprising finding from the NAWS is that 16% of all workers interviewed were “newcomers,” having been in the United States for less than 1 year at the time of the interview. All but a handful of these were young men, and over 90% of them told government interviewers that they had entered the country without immigration authorization.

When asked about their ethnicity, the vast majority of all NAWS participants (83%) self-identified as Latino or Hispanic. Thirty percent live in poverty, as measured by their total household income in the year prior to the interview and using Federal poverty income standards for the corresponding household size and period.

An overriding fact about the participants in the NAWS survey is that more than half (53%) told government interviewers that they lacked immigration authority to work in the United States, that is, were undocumented. Apart from legal issues associated with their employment, the immigration status of such workers, by itself, creates enormous barriers in access to services and in their willingness to report abuses and other misconduct to appropriate authorities. In the post-September 11, 2001, period of border security anxiety, few undocumented workers choose to place themselves at risk of deportation by seeking out government agencies or service providers.

One of the more difficult-to-measure characteristics of this population is the recent increase of the number of indigenous migrants from southern Mexico and Central America. Mayan, Mixtec, Zapotec, Triqui, and other native peoples are coming to the United States in very large numbers seeking employment. There is evidence that these recent arrivals, many of whom do not speak Spanish or English, relying instead on their own indigenous language, are displacing traditional mestizo (mixed race) immigrants in agricultural jobs in some regions of the United States.15 The NAWS does not report indigenous ethnicity but does comment that the share of foreign-born workers coming from the southern Mexican states of Guerrero, Oaxaca, Chiapas, Puebla, Morelos, and Veracruz doubled to 19% as compared with 1993–94 NAWS findings. Most indigenous migrants originate from these states.

An important finding from the NAWS is that roughly half of all crop workers interviewed said they could not read or speak English “at all” (53% and 44%, respectively). A substantial additional fraction said they could read or speak English “a little” (20% and 26%, respectively). This finding has important implications in all aspects of their employment and access to services. Cultural and linguistic barriers are substantial, and are increasing with the arrival of large numbers of indigenous migrants for whom Spanish is a second language.

Nearly three-quarters (72%) of crop farmworkers told NAWS interviewers that they had only one farm employer in the previous year. Those working for a labor contractor may actually perform farm tasks on many farms, but their formal employer is just the contractor. The NAWS found that the share of all crop farmworkers who were employed by a labor contractor was 21%, a sharp increase over the 11% who reported to NAWS in federal fiscal year (FY) 1989 that they were so employed. This finding of increased utilization of contractors in recent years is consistent with a wide range of other data on farm labor employment.

Historically, labor unions have proved to be extremely difficult to organize among hired farmworkers. Migrant status, seasonal employment, high turnover within the labor force, and immigration status have usually been cited as leading factors contributing to this difficulty. But some successes since the early 1960s, notably by the United Farmworkers Union, raised the hope that this historic difficulty would, at last, be overcome. However, those early successes have proved short-lived. At the present time, there are only five unions known to have active labor agreements with farm employers.

The total number of farm laborers under active union contract is about 28,000, or a little over 1% of the estimated national total of persons eligible.15 A less well-known aspect of farm labor organizing has been the growth of organizations based on home village networks, which are of particular importance among the indigenous migrants from southern Mexico and Central America.19 This binational networking provides both support systems for recent immigrants as well as leadership to address common problems.

### U.S.-HIRED FARMWORKERS—HEALTH STATUS

Relatively little is known about the health status of U.S.-hired farmworkers. There have been no national, cross-sectional assessments of the health status of this population that included a reasonably comprehensive physical examination, and few studies have been done in localized areas.16 Many of the hazards of agricultural work are common to everyone exposed to agricultural work hazards. However, studies of health among farmer owners and managers, which in themselves have been fewer than for other industrial sectors, may not reflect the status of farmworkers because of differences in age, ethnicity, economic status, work conditions, family structure, and health-related behaviors.

We have focused this chapter on research that has specifically addressed the health of hired farmworkers. Studies of mortality and morbidity of this population are hampered by the fact that an unknown, but presumably large, number of Mexican-born workers seek treatment in Mexico or return to their home community after an injury or a period of work in the United States. The magnitude of this movement and its effect on mortality rates is unknown.

### Mortality

An early study of mortality in California analyzed all deaths from 1979–1981.17 Deaths from falls and machinery accidents (SMR = 380) and from other accidents (SMR = 310) were significantly elevated among farmworkers, as they are among farmers. Deaths from chronic obstructive pulmonary disease were also significantly elevated in this population (SMR = 147). The overall mortality of farmworkers was also significantly elevated (SMR = 166, 95% CI, 160–172).

A more recent report summarized proportionate mortality from death certificates of 26,148 farmworkers in 24 states for 1984–1993.18 Elevated proportionate mortality was found for injuries, tuberculosis, mental disorders, cerebrovascular disease, respiratory diseases, ulcers, hypertension, and cirrhosis. Reduced mortality was found from other infectious diseases, endocrine disorders, nervous system diseases, pneumoconiosis, arteriosclerotic heart disease, and all cancers combined. The increased mortality from injuries and respiratory disease is also seen among farm owners and managers, and reflects occupational hazards of farm work. The increase in tuberculosis mortality reflects higher endemic rates in countries sending farmworkers to the United States, lack of adequate medical care, and housing conditions among migrant and seasonal farmworkers.

Several studies have identified an increased risk of tuberculosis among hired farmworkers.19,20 The Centers for Disease Control and Prevention estimates that 1% of tuberculosis cases in the United States are among migrant farmworkers. Risk factors include being male, foreign-born or Hispanic, and having a history of alcohol abuse or homelessness.20

### Morbidity

The California Agricultural Workers Health Survey (CAWHS) was a large-scale, population-based assessment of the health of hired farmworkers conducted in 1999.21 CAWHS was a household survey based on selection in agricultural regions of California. A total of 970
participants (83% participation rate) completed a lengthy, structured interview, and two-thirds of these (652) successfully completed the physical examination and a private risk behavior interview.

The physical examination findings of the CAWHS revealed a high prevalence of adverse chronic health outcomes. Among male participants in all but the youngest age group, obesity (body mass index >30) was found at a significantly higher rate than in the general U.S. population (Fig. 43-1). 22 The percentage of male workers who exhibited a healthy weight was low in all age groups, and was just 4% in the age group 45–54 (which compares with a corresponding figure of 29% among U.S. males of the same age group). 22 Female CAWHS participants also showed a significantly higher prevalence of obesity.

The prevalence of high serum cholesterol and high blood pressure among CAWHS participants was also elevated. Nearly one-fifth (18%) of male workers exhibited at least two of the three risk factors for chronic disease (obesity, high serum cholesterol, high blood pressure). Anemia was also common among both men and women.

The CAWHS survey and other studies of hired farmworkers show elevated rates of dental disease. 23 This is consistent with the lack of preventive health care in this population, most significantly due to the economic barriers to receiving nonemergency health services.

Infectious Diseases

In addition to tuberculosis, other infectious diseases are increased in the hired farmworker population. Some of these infections reflect diseases endemic to sending communities or countries that are carried to the United States. Reports of intestinal parasites 24 and malaria 25 reflect diseases from sending populations in Latin America. A recent report found that the seroprevalences of the tapeworm, *Taenia solium* cysticercosis (1.8%) and *T. solium* taeniasis (1.1%) were highest among hired farmworkers in a sample of Hispanic residents of Ventura County, California. The seroprevalences were only seen in adults, and prevalences were similar to the prevalences in Latin American countries where the disease is endemic. 26 HIV and AIDS are another concern because many hired farmworkers engage in high-risk behaviors, particularly solo males. A few local or statewide studies report a high prevalence of syphilis in this population. 27 The CAWHS surveyed documented elevated rates of many high-risk behaviors among men and women associated with STDs. 28 These included sex with intravenous (IV) drug users, sex with prostitutes, and low frequency of condom use.

Many respiratory infections have been associated with agricultural work. 29 *Mycobacterium tuberculosis* may result from person to person transmission, or *M. bovis* infection may occur from infected cattle. Numerous respiratory infections, can result from exposure to infected animals including bacterial agents (e.g., Anthrax, Brucellosis, Leptospirosis, psittacosis, Q fever, and Tularemia), viruses (e.g., Equine morbillivirus, Swine influenza, Avian influenza), and parasites (e.g., Ascariasis, Echinococcosis), can result from exposure to infected animals. Exposure to soil and its contaminants in agriculture may be a source of fungal infections such as Coccidiomycosis, Histoplasmosis, and Blastomycosis. There are few epidemiologic studies addressing the risk of infection among farmworkers, but these agricultural respiratory infections are likely to be increased in the farmworker population because of their work in the farm environment with potential for exposure.

**Respiratory Disease**

There are numerous studies documenting increased respiratory disease among farmers and farmworkers. 29 Respiratory diseases occur in agriculture from exposure to a wide range of toxicants including organic and inorganic dusts, allergens, microorganisms, mycotoxins, decomposition and silo gases, pesticides, fertilizers, fuel, and welding fumes. Diseases include respiratory infections, discussed above, as well as airway disorders, interstitial lung disease, and acute toxic injuries. A discussion of this topic is beyond the space available. However, recent research has begun to address these diseases among farmworker populations. Exposures occurring in western and southern agricultural settings have been of particular interest because of the labor-intensive crops harvested in that region, employing large numbers of farmworkers. Very high concentrations of dust exposure occur independently associated with an increase in chronic respiratory symptoms (cough, phlegm, wheezing) and with increased airflow obstruction. 30,31 Organic dust may be associated with occupational asthma from farming exposures, while inorganic dusts can result in both airway obstruction and interstitial disease. 32,33

**Injuries and Musculoskeletal Disorders**

Agriculture ranks with mining and construction as one of the three industries with the highest rates of fatal occupational injuries. 34,35 The annual rate of fatal occupational injuries in agriculture is over five times the rate in the private sector, and there has been only a slight decline in the rate over the past decade. 36 The rate of fatal occupational injuries is slightly lower among Hispanic than non-Hispanic agriculture workers (20.2 versus 15.8 fatalities per 100,000 employed workers), but is significantly elevated in both ethnic groups. Risk of fatal injuries increases markedly for workers over 55 years of age, and the leading causes of fatal injuries is farm tractors. Motor vehicles are a particular hazard for farmworkers, including unsafe farm transportation vehicles.

Nonfatal occupational injury rates among farmworkers are highest between ages of 45–59 years. There are an estimated 140,000 nonfatal disabling injuries in agriculture annually, although the exact number or the percentage occurring in farmworkers is unknown. 37 Risk of agricultural injuries is approximately 5–10 per 100 persons per year, but is higher in certain risk groups. Falls, sprains, machinery, and animals are among the most common causes. The most recent NAWDS found that 24% of farmworkers surveyed reported at least one musculoskeletal problem in the past 12 months. 38 The prevalence of musculoskeletal conditions has increased over the past decade, and also increased with increased years working in agriculture.

A significant missing component of surveys of foreign-born U.S.-hired farmworkers are those who have permanently left the United States and returned to their home communities. Mines and colleagues sought to find hired farmworkers who had permanently returned to Mexico after concluding a lengthy period of employment in the United States. The Bi-National Health Survey (BHS) was based on a census of seven villages in Zacatecas, and sought both returnees as well as those who were still working on U.S. farms. 37 One of the important findings of the BHS is the high prevalence (42%) of persistent pain which participants invariably attributed to

---

**Figure 43-1.** Obesity, male hired farm workers, 1999, California, CAWHS, N = 415.
their workplace exposures while working on U.S. farms. Half of these returnees preferred the Mexican health-care system to the U.S. system. Those too ill or injured to continue working decided to return to their home villages where their families provide care.

Adverse Reproductive Outcomes
Maternal health-care services to migrant farmworker women regarding prenatal care, weight gain during pregnancy, and birth outcomes have been assessed. It was found that national goals were not being met.6 Linguistic and cultural barriers have proven to be formidable, particularly among indigenous migrants who do not speak English or Spanish and whose native language does not have a written form.19 Countering this effect is the Hispanic Epidemiology Paradox, described below.

▶ PESTICIDE TOXICITY
It has been more than a decade since the Worker Protection Standard (WPS) regulations were implemented requiring additional protection for U.S.-hired farmworkers from the hazards of workplace exposure to agricultural pesticides. In California, the Department of Pesticide Regulation (DPR) sought to assess the effects of these important new workplace safety standards by conducting in-field inspections of compliance. This internal DPR review found widespread lack of full compliance: half of pesticide handler firms were out of compliance and just under three-fourths of field worker employers (farm operators and labor contractors) had not fully complied with WPS standards. There are no comparable compliance surveys on a national level. A recent report on WPS compliance among 267 migrant farm laborer families whose usual place of residence is South Texas found that about half (46%) had received pesticide safety training as required by WPS.40

There are no national surveillance data on pesticide illnesses, and no estimates of risk by farmer versus farmworker status. The most comprehensive surveillance system is in California, where pesticide illnesses are a reportable disease, and all reported cases are investigated by the County Agricultural Commissioners. In California there are an estimated 0.024 fatalities and 1.38 hospitalizations per 100,000 person-years due to pesticides. Most fatalities are nonoccupational (e.g., due to intentional ingestion).41 Excluding antimicrobials reduces these rates to 0.019 deaths and 0.92 hospitalizations per 100,000 person-years. These rates are similar to other estimates for the United States.42,43,44

The chronic effects of pesticide exposure among farmworkers are largely unknown. Concerns have been raised about cancer, adverse reproductive outcomes, and neurologic disorders, but hard data are largely lacking. The Agricultural Health Study is addressing chronic effects of agrochemical exposures, but the study population is composed of farmers, spouses, and pesticide applicators, and not farmworkers.45

▶ CANCER
Epidemiologic and toxicologic data suggest that chronic low-level exposure to pesticides may be associated with an increased risk of some cancers.46 As noted, there are little data on specific risks among farmworkers because of difficulties studying this population. One recent investigation used California Cancer Registry data for a case-control study of breast cancer among farm labor union members.47 Mills and colleagues found an increased association of breast cancer prevalence among hired farmworker women who likely had greater exposure to certain specific agricultural chemicals. Several studies have observed an increased risk of prostate cancer among farming populations.48 A cancer registry-based study of incident prostate cancers among Hispanic farmworkers found evidence of increased prostate cancer risk associated with high levels of exposure to a variety of agricultural pesticides.49

A study of mammography screening among Hispanic women living in Lower Rio Grande Valley farmworker communities found that lack of health insurance was the primary cause of not having a mammogram among women over 50.40 This is consistent with the lack of preventive health care among farmworkers, directly attributable to lower socioeconomic status.

Cancer risk among Hispanic farmworkers due to occupational exposures should be considered in the context of overall cancer risk in this population. In general, Hispanic immigrants have lower overall cancer morbidity and mortality, particularly for smoking-related malignancies. However, cervical cancer rates are higher among the Hispanic than non-Hispanic population.50

▶ RISK BEHAVIORS, ACCULTURATION
Acculturation is the phenomena that results when groups of individuals having different cultures come into continuous first-hand contact with subsequal changes in the original cultural patterns of either or both groups. Among immigrant farmworkers in the United States, several health-related behavioral changes have been associated with increased residence duration in the United States, and with specific acculturation scales.51 Studies of Hispanic immigrant populations, including farmworkers, show that several adverse health behaviors are associated with acculturation, including cigarette smoking, alcohol use, illegal drug use, and unhealthy diet.52,55 Some of these acculturation-associated changes have been observed in women and not men, but more research is needed to better characterize this phenomenon and to focus preventive efforts. It is interesting that recent immigrants are more likely to do farm work when their health behaviors profile may be better. With increased duration of residence in the United States, some adverse behaviors increase as the likelihood of doing farm work decreases.

The CAWHS survey also found a relationship between obesity prevalence and the duration of U.S. residence for foreign-born hired farmworkers.52 The prevalence of obesity in each of three age groups was greater among those who had been U.S. residents for 15 years or longer as compared with those who had been in the country less than 15 years.

A study of mental health among Mexican migrant farmworkers in California found lifetime prevalences of any psychiatric disorder among men of 26.7% and among women of 16.8%.54 Lifetime prevalence for any psychiatric disorder was lower among migrants than for Mexican-Americans or for the U.S. population, suggesting that acculturation may increase the likelihood of psychiatric disorders.

The Hispanic epidemiologic paradox refers to the observation that immigrant Hispanics have many health outcomes similar or better than the non-Hispanic population despite lower socioeconomic status.55 Thus, many health indicators among Hispanics such as infant mortality, life-expectancy, mortality from cardiovascular diseases, and mortality from major types of cancer are better than would be expected based on socioeconomic status. However, some of these outcomes worsen with more time residing in the United States. For example, adverse pregnancy outcomes (preterm, low birthweight) double among women who have lived in the United States for more than 5 years.56 While there have been challenges to the concept that a paradox exists, the explanation for the observations is likely to be multifactorial and relate in part to behavioral changes occurring with increased residence time in the United States and associated changes in health behaviors (acculturation).

A population at particular risk of adverse outcomes are the solo male farmworkers, many of whom migrate for work. This population is at particular risk for substance abuse and STDs. In the CAWHS study, more than one-fourth (28%) of male workers routinely engaged in binge drinking (average five or more drinks per episode) and nearly one-fourth (23%) reported having used drugs at some point in their lives (Table 43-3).
TABLE 43.3. RISK BEHAVIORS, MALE HIRED FARMWORKERS, 1999, CALIFORNIA, CAWHS, N = 413

<table>
<thead>
<tr>
<th>Risk Behavior</th>
<th>Finding</th>
</tr>
</thead>
<tbody>
<tr>
<td>Consume alcohol</td>
<td>64%</td>
</tr>
<tr>
<td>Drinks per episode—median</td>
<td>4</td>
</tr>
<tr>
<td>Average five or more drinks per episode</td>
<td>28%</td>
</tr>
<tr>
<td>Drinks per month—median</td>
<td>20</td>
</tr>
<tr>
<td>Alcohol use while at farm job</td>
<td>7%</td>
</tr>
<tr>
<td>Drug use—ever</td>
<td>23%</td>
</tr>
<tr>
<td>Threatened with violence at work</td>
<td>2%</td>
</tr>
</tbody>
</table>

HOUSING CONDITIONS

The contribution of poor housing conditions to adverse health outcomes among farmworkers is unknown, but is likely to be significant. Crowded and substandard housing is likely to increase the risk of diseases due to aerosol transmission and poor sanitation conditions. In the CAWHS study, about 30% of participants were found to reside in unconventional dwellings such as sheds, garages, and temporary structures—even under trees in open fields or orchards.

Recent studies have documented pesticide exposures inside the housing of farmworkers with small children.60–62 Exposures may be from agricultural applications or from residential pesticides. In a study of 41 homes of farmworkers with children <7 years old in North Carolina and Virginia, agricultural, residential, or both pesticides were found in 95% of homes.63

A study of risk behaviors for pesticide exposure among pregnant women living in farmworker households found that between 25% and 60% of women demonstrated risky behaviors related to handwashing, bathing, protective clothing, house cleaning, and other factors that could increase indoor pesticide exposures.64

U.S.-HIRED FARMWORKERS—ACCESS TO CARE

Most hired farmworkers lack any form of health insurance. Among NAWS participants, only 8% said they have health insurance provided by their employer, and only 15% said they or members of their immediate family used Medicaid in the year prior to the interview, despite the fact that a very large share meets the income-eligibility requirements.

In the CAWHS sample, about one-ninth of the participants (11%) said they had employer-provided health insurance, but a larger share, one-sixth (16%), said their employer offered this benefit. Fewer workers had the coverage than were offered the opportunity because they said they could not afford to pay the share of the premium that their employer required.

Lacking any form of health insurance, most hired farmworkers report paying “out-of-pocket” for their most recent health-care visit.62 Faced with formidable financial barriers in seeking health-care services, some workers prefer to rely on home remedies, or return to Mexico when care is needed.

Importantly, when asked about their most recent health-care visit, male undocumented immigrants in the CAWHS sample were far more likely to say they had never gone to a doctor or clinic as compared with those who were documented or citizens.62 However, among females there was no significant difference regarding this measure of access to health-care services between undocumented workers and the other groups.62 The reason is that for many years, California has provided “emergency Medical” services for undocumented pregnant women, and extends the care from prenatal examinations through 4 months after giving birth. This additional form of coverage has clearly been of great benefit to undocumented women and their newly born children.

The available evidence indicates that most hired farmworkers seek medical care only when it becomes absolutely necessary. Among male participants in the CAWHS, nearly one-third (31.8%) said they had never had a doctor or clinic visit, half (49.5%) said they had never been to a dentist, and more than two-thirds had never had an eye-care visit.

There are only a few reports regarding health-care services for the children of hired farmworkers. Findings include evidence of late immunization,65 child abuse and neglect,66 iron deficiency,67 psychiatric disorders,68 and large numbers of children with untreated dental caries.68 A study of nearly all of the children in a predominately farmworker community in California found that 70% of the children required a medical referral.69

SUMMARY

The health of hired farmworkers in this country is affected by several factors, each having an influence on acute and chronic conditions in the population. A major impact is the poverty affecting this group. This has its impact in diverse ways including lack of access to health care; decrease in preventive health services (e.g., dental, vision care, vaccinations), and poor housing conditions. Interestingly, the Hispanic epidemiologic paradox counteracts some of the expected effects of decreased socioeconomic effects in the population, with many health indicators being similar to those of the white population. Some health outcomes such as infectious disease, obesity, and diabetes reflect the lower socioeconomic status of the population.

A second major influence is the hazards of agricultural work. Agricultural hazards cover a broad spectrum that includes physical stresses (e.g., trauma, heat, cold), infectious agents, chemical hazards, psychosocial stresses, and the effects of repetitive trauma. The effects of agricultural work on numerous health outcomes have been documented, although studies among hired farmworkers have been done much less frequently. Data on this population is further limited by the lack of effective surveillance systems, a paucy of studies on chronic health effects, and the mobility of the population. Health status is further limited by inadequate medical care, workers’ compensation for occupational injuries, and lack of legal rights due to illegal immigrant status.

Finally, behavioral and other changes associated with acculturation, disruption of families, and migration have an important impact on the health of hired farmworkers. Many of the behavioral changes associated with acculturation, particularly among women, are reflected in worsening of health status after longer residence in the United States.

Improvement in the health of hired farmworkers will require attention to all of these factors. Many of the occupational health hazards of farming also affect farmers and farm family members, but specific attention to the health status of hired farmworkers is needed because of the unique conditions under which they labor.
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In the United States, women are 46% of the paid workforce and have one-third of the compensated occupational health and safety problems, resulting in 81% of claims on a per hour basis. Although employed women live longer than unemployed women and housewives, risk factors present in some jobs may adversely affect women’s health. Action to improve women’s occupational health has been slowed by a notion that women’s jobs are safe and that any health problems identified among women workers can be attributed to unfitness for the job, hormonal factors, or unnecessary complaining.

In the past, little research in occupational health has concerned women. However, the rise in the number of women in the labor force has sensitized public health practitioners, workers, and scientists to the necessity to include women’s concerns in their occupational health activities. Recently, various institutions and governments have become interested in women’s occupational health, and the amount of research specifically on women is growing.

Methods for examining women’s occupational health are being developed, and gender comparisons are becoming more common. However, as interest grows, it is also necessary to consider the implications of using sex (biological differences) or gender (socially based differences) routinely as explanatory variables in occupational health research. From an equity perspective, it is also important to understand the causes of sex and gender differences in occupational health so that they not be used erroneously to justify job segregation or inequitable health promotion measures.

Potential causes of sex differences in occupational health outcomes are multiple and are discussed below: job and employment patterns, biological specificity, and societal attitudes.

In the discussion about women that follows, many of the remarks will apply to some degree to other groups that have been subject to discrimination because of age, race/ethnicity, or social class. Belonging to any of these categories may affect exposure to workplace hazards and create a context that affects responses to the hazards. Since each of these has its own interactions with work environment and health effects, only women will be discussed here.

**WOMEN WORKERS AND THEIR JOBS**

Women are in different industries from men. Men are more prominent in primary (raw materials) and secondary (production) sectors of the economy, while women are more often in the tertiary (service) sector. Women are more likely to work for small companies. Women usually work in specific types of jobs in all countries where this has been studied. For example, in Quebec, Canada, only one profession (retail salesperson) is found among the 10 most common jobs of women as well as among the 10 most common men’s jobs. Both women and men most often work among a majority of their own sex (Table 44-1). In an analysis of tendencies in employment, Asselin classified professions as very disproportionately male if the proportion of women in the profession was less than half their proportion in the labor force. By this criterion, she found that well over half of jobs were very disproportionately assigned to one sex (221 of 506 professions were very disproportionately male, while, by analogous criteria, 66 were very disproportionately female). Thus, women’s jobs differ from men’s.

Further, even within the same job title, men and women are often assigned to different tasks and, therefore, exposed to different working conditions. For example, women in retail sales in Europe more often sell cosmetics and shoes, while men more often sell automobiles and electronic equipment. This type of unequal distribution of the sexes across jobs and tasks is called horizontal segregation.

There is also vertical segregation: women’s concentration in the lower ranks can be inferred from the fact that, on the average, women earn 71.6% of what men do for full-time, full-year work. Women are still in a distinct minority in senior management positions.

Women work at specific schedules. Almost three times as many women work part-time as men. Women’s work also tends to be intermittent: 37.9% of women have spent every year since their first full-time job working at least part-time or part year compared to 72.9% for men. Slightly more women than men hold multiple jobs (part-time or full-time).

A growing literature confirms that women’s specific job situations result in a distinctive pattern of exposures. Even within the same jobs, physical and psychosocial exposures differ between the sexes, and these are associated with differences in symptoms. For example, women in the United States are more often exposed to risk factors for carpal tunnel syndrome, such as highly repetitive work on assembly lines and at computer keyboards. Women’s low position in the hierarchy also exposes them preferentially to awkward and difficult work postures. Women are a majority among those who suffer from indoor air problems, and they are especially likely to be exposed to asthmagenic substances at work.

In addition, equipment and workspaces may have been designed using criteria derived from male dimensions. Women are shorter on average than men and are proportioned differently. If thought has not been given to making equipment adjustable, women may find, for example, that personal protective equipment is too large for them, that tool handles are too big, or that counters are too high. It has been found that women and men use different methods to accomplish the same tasks in offices; some differences may be attributable to workspace design. The fact that women have breasts has not been taken into account in most biomechanical models, so some lifting and carrying equipment has not been designed well for women. When women are forced to work in awkward positions due to workspaces designed for larger people, they suffer more musculoskeletal symptoms than men in the same jobs.

Lortie showed that many female hospital orderlies had adapted their lifting methods to their particular aptitudes; they had found ways to change lifting tasks into pushing and pulling tasks. However, in
a rigid, repetitive sorting task, where there was little control over task parameters and where certain dimensions of the workstation caused problems for shorter workers, women had more work accidents than did men. A conclusion from the above results is that attention should be given to increasing the ability of workers to adjust all the parameters of their work context, so that it can be adapted to their particular characteristics and situations.

Sexual stereotyping and discrimination may also affect exposures for women and men. Discrimination against women in the workplace puts them at greater risk for adverse psychological outcomes. Sexual segregation may in itself have a negative effect on health. In addition, in workplaces where physically demanding operations are required, it was found that women overexerted themselves in response to a perception that they did not do their share of heavy jobs, while men could be induced to overexert themselves by appeal to their gallantry.

These differences in exposure patterns by sex support caution in using job titles to estimate exposure for both genders if a job exposure matrix has not previously been validated separately by gender. In addition, it is unwise to adjust relationships between job title and disease incidence for gender, thus treating gender as a confounder when it may be a proxy for specific exposures. Stratification by gender (as well as race, age, etc.) is desirable where numbers permit.

**WOMEN AND BIOLOGY**

A number of studies have found a difference in symptoms between women and men workers even after controlling for workplace exposures to risk factors for musculoskeletal or toxic effects. These remaining differences could be due to residual unreported or unanalysed exposures, extraprofessional exposures, or physiological susceptibility. Biological sex differences are too extensive to be thoroughly discussed here, but a few major concerns will be mentioned.

Women and men differ, on average, on almost all anthropometric dimensions: height, weight, body segment length, sitting height, etc. Their physical strength also differs; on average, women in a standing position can push or pull 56% of the weight that men can push or pull and can lift about half of the weight men lift. Sex differences in other dimensions: height, weight, body segment length, sitting height, etc.35,36 Also, differences within a sex are larger than average between-sex differences, and the degree of sex difference varies with the details of the task. Also, some evidence shows that young women benefit more than men from strength training. Presumably because they are less likely to have tried to increase their upper body strength previously. The importance of strength for women’s occupational health is not clear. It is possible that increasing upper-body strength is associated with fewer musculoskeletal symptoms in the upper body, but conclusive evidence for this has not been found.

A number of hormonal and physiological sex differences have been found or suggested that may lead to differences in susceptibility to disease, including occupational disease. These were reviewed by Wizemann and Pardee. Some attention in the occupational health and safety literature has been given to differences in musculoskeletal symptoms (thoughtfully reviewed by Punnett and Herbert37), in indoor air quality (reviewed by Hodgson and Storey38), in respiratory health39 and lung disease (reviewed carefully by Camp et al.40), in metabolism of certain solvents, and in reactions to lead. However, caution should be exercised in considering biological differences where within-sex differences may exceed between-sex differences. Also, in studying sex differences, there is a risk of false positives or false negatives, that is, of discovering sex differences where none in fact exist, or of missing true effects. These risks arise in any large set of studies, from the fact that, randomly, one in 20 studies of sex differences will result in statistical significance at the 0.05 level, and that, on the other hand, study power may be insufficient to reveal differences. In addition, since not all studies carefully check all relevant characteristics of their samples, age, fitness, or nutritional differences or even differences in sample size may be interpreted as sex differences. The public interest in sex differences may then result in hasty conclusions that have detrimental effects on public health policy and on the body of scientific knowledge.

**WOMEN IN SOCIETY**

Women’s social roles affect their movements in and out of employment. Thus, the “healthier worker effect” (defined as a tendency for workers to be healthier than the general population) manifests itself in specific ways with women workers. Their reproductive health may affect their employment status, so that reproductive ill health may be more characteristic of working women than those not working. Also, women have been found to be more likely than men to leave work because of a health problem but less likely to fail to be hired because of a health problem. They are also less likely to receive compensation for a work-related health problem and less likely to be assigned appropriate retraining even if compensated, all factors which may affect their readiness to leave a job if they become ill.

Women’s extraprofessional activities in the home can combine with paid work to produce health effects. Twice as many women as men report doing over 5 hour of housework per week and 55% more women take care of small children or the elderly. The extra time includes many tasks that can prolong or repeat exposures at work and result in accumulated fatigue, toxic exposures, or musculoskeletal symptoms. Attention should be paid to the fact that indicators of family status such as marital status or the presence of young children can have different associations with the health status of male versus female workers.
For a long time, researchers neglected women workers, and many still do.91 When studies do include women, they often do so inappropriately.92,93 Descriptors representing the place of people in society (gender, race, class) pose a special problem for research in occupational health. These categories may be associated with specific probabilities of some biological characteristics (hormonal status, blood groups, nutritional status), but they also represent probabilities of different occupational and extraprofessional exposures. If researchers simply adjust ("control") their analyses for sex/gender, or if they include sex/gender as a variable along with other exposure variables, the effects of gender-specific exposures may disappear from sight, and gender or sex in itself may falsely appear to contribute to a health problem. Therefore, information on women’s problems should be sought specifically.

However, problems in data collection can preclude women from being studied. For example, studies of the effects of agricultural exposures can be forced to eliminate women since only the husband of a farm family is identified as a farmer in most provincial records,77,78 although women farmers are also exposed to pesticides and the like.94 Also, many death certificates have not contained information on women’s professions, in part because once a woman has retired she may be considered to be a housewife. Many registries still do not code or do not publish results by sex in their reports. Thus, a priority for research in women’s (and men’s) occupational health is establishment of appropriate databases.

Getting information on women’s occupational health problems poses certain additional challenges. Compensated work accidents and injuries are the usual statistics used to assess occupational health. Men have more compensated industrial accidents and illnesses per worker than women, although the male/female difference is attenuated as information systems and analytical tools improve.81,82 Health surveys show more occupational illnesses and accidents than those represented in the official compensation statistics, especially for women.82,83 Some of the difference may be due to women having less access to compensation, since they are less often in jobs where they are represented by unions.84 Also, some jurisdictions use methods of compensation and of record-keeping that underestimate injuries and illnesses of women workers.85 Some of the difference in compensation rate is a result of the difference in jobs and tasks—when comparisons are made within the same industry, sometimes women have more accidents than men, sometimes fewer.86 It is easy to recognize that a leg broken in the workplace is an occupational problem, but an allergy or inflammation that develops more slowly is not readily associated with the job. Women average more industrial disease (as distinguished from accidents) than men,87 and their problems may be underestimated since many industrial diseases go unrecognized.

Women’s illness and injury rates may also be artificially lowered by a technical factor. Because women tend to work fewer hours than men at paid jobs, accident rates of women appear lower when, as is usual, the rates are calculated per worker rather than per hour worked. Of 14 studies comparing women and men, reviewed in 1994, only two gave information on person-hours worked.88 Studies still report work-related injuries on a per-worker basis.89 Some researchers have suggested that certified sick leaves might be a useful indicator of occupational health problems for both sexes, in complement to the usual methods that would detect occupation-related illness.89 They found that sick leaves of nurses were related to various indicators of work load and to shift work.89 Research instruments and standards that have been derived with male populations have sometimes been used without further validation for female populations.90 An example is strength testing done with instruments validated only for male populations.90 Some occupational prestige scales and social class scales use the husband’s job to ascribe a score to the wife.92 This causes problems when data on health are adjusted for social class, since some social class influences on health may be mediated through common family-revenue-dependent factors such as nutrition, and others may be specific to the individual situation such as education-related, health-protective behavior.

Occupational health researchers trained in medicine have often limited their interest to pathologies rather than to indicators, signs, or symptoms of deterioration in physical or mental states, reasoning that the presence of pathology guarantees that the problem examined is worthy of serious consideration. However, a requirement for diagnosed pathology may be premature when studying women’s occupational health. Since the aggressors present in women’s traditional work have been understudied, and the effects of even well-known conditions on women workers are often unknown, identification of occupational disease in women’s work is embryonic.

The requirement for pathology has two further consequences. First, it forces the researcher to consider events that are rare among populations still at work. This requirement for populations of considerable size is a particular obstacle to identifying women’s occupational health problems because women work in very small workplaces.95 Second and more important, the risks found in women’s jobs are often undramatic and diffuse. In fact, obvious danger can be a reason for excluding women from particular jobs. Thus, epidemiological studies that seek to link isolated, identifiable risk factors such as chemical exposures to well-defined pathologies are not well adapted to discovering other types of problems that occur in women’s jobs, like aches and pains from prolonged static standing, unhappiness about discrimination.

### WOMEN’S OCCUPATIONAL HEALTH PROBLEMS

Women’s most common self-reported health problems are musculoskeletal problems, headaches, allergies including skin problems, and hypertension.95,96 Women are also much more likely than men to report psychological distress.96 Workplace conditions are relevant to all these conditions. These subjects cannot all be reviewed thoroughly here, but a few points of interest can be mentioned in relation to some common health problems of women in the workplace.

#### Musculoskeletal Disorders

The major research area in women’s occupational health is probably musculoskeletal problems.95 Women’s working conditions, particularly repetitive work, prolonged standing, and carrying heavy loads, may be at the source of some of these musculoskeletal problems. Where loads carried by men are usually inanimate, those carried by women are usually patients or children, who can interfere actively with the process, increasing the risk of injury. Nursing assistants and other medical personnel are particularly at risk for back injuries.96

In many jobs assigned to women (as well as some assigned to men), the work cycle is under 10 seconds long, and the same movements are repeated many thousands of times in a day.97 These movements can individually make trivial demands on the human body, but the enormous degree of repetition makes tiny details of the setup assume primary importance. A chair of the wrong height or a counter surfaces, bending over toilets) requires long periods bent over or reaching up.98 This type of effort creates musculoskeletal and circulatory problems due to interference with circulation. Women’s jobs in North America as sales clerks, cashiers, tellers, and receptionists require long hours of standing without moving very much, thus a position which is uncomfortable and is associated with varicose veins.99 (In Europe, Asia, Africa, and Latin America, these workers usually work sitting down.)

#### Health Effects of Stress

Any discussion with women (and often men) workers tends to identify “stress” as an important occupational health problem, which may be related to the headaches, hypertension, and psychological distress
commonly reported by women. We can ask whether women "really" have more such problems, but it is undeniable that women consult more health practitioners and take more medication for mental problems than men. Several studies now link psychological distress, anxiety, and depression to women's workplace conditions.103,104

Examining women's work-related mental problems involves several challenges. First, there is a history of disbelieving women's reports of their physical ills and ascribing women's physical problems to mental causes.105 For example, women workers who complained of symptoms of exposure to neurotoxic agents have often been accused of "hysteria."106 Similar uncertainty has surrounded discussions of women's high proportion of cases of sick building syndrome,107 multiple chemical sensitivity,108 and musculoskeletal disorders.109 Therefore, it is necessary to be sure that physical causes have been excluded before ascribing women's problems to stress.

Second, there is a problem in identification of mentally stressful working conditions of both women and men. Questionnaires such as the well-known Job Content Questionnaire110 use questions on repetitiveness and monotony (among others) to identify psychological job demands. However, repetition and monotony are found in jobs that require repeated physical movements such as assembly line production and data processing; it is hard to tell whether the effects found are from the psychological or physical stress, or both.

Stressful working conditions have been associated with both physical and mental outcomes for women.111,112 The work of Karasek and others has related several workplace variables (degree of job control, level of demand) to effects on the cardiovascular system, and these effects hold for both women and men.112,113

Unfortunately, most scientists who have studied heart disease by occupation have restricted their samples to men.112,113 Although coronary artery disease is the most common cause of death among women, and as many women as men report hypertension, heart disease is still thought of as a man's problem.114 Several professions that are commonly held by women are among the 10 professions with the highest diastolic blood pressure: laundry and dry cleaning operatives, food service workers, private child-care workers, and telephone operators.115 Stress from family responsibilities can combine with job strain to produce risks of cardiovascular disorders.116

For women, it is important to be careful in considering combined effects of home and job. Stress arising from interference between work and family can generate a number of health problems,117,118 including mental health problems.114 The characteristics of both paid work119 and of the home situation120 may facilitate or interfere with women's efforts to reconcile work and family, so that difficulties in reconciling the two cannot be considered as a personal characteristic of women, but should be incorporated into workplace stressor assessment.

Violence
Although women suffer much less violence at work than men, they are found in some jobs with a high risk of violence, such as health-care worker, food server, bar attendant, convenience store clerk, and gas station attendant.120-122 Violence against women in the workplace can also arise from spillover from their domestic situation, with a violent partner carrying the violence into the work situation.122

Occupational Cancers
In the 1990s, researchers noted that women, especially African-American women, had been largely excluded from studies on occupational cancers. A lot of effort has been expended to stimulate interest in women's occupational cancers, and women have been increasingly included in studies, although not yet enough for much information to have accumulated.123,124 Risks are becoming apparent, for example, among cleaners, hairdressers, agricultural workers, health-care workers, laboratory workers, and others exposed to chemical and physical risks.125

In addition, several studies have identified teachers as a group particularly likely to contract breast cancer. This has been explained as a result of delayed childbirth among this occupational group.123,124 This points up the necessity to examine the whole issue of delayed childbirth and its effects both on certain cancers and on fertility as an occupational health issue. It may be that childbirth is delayed in some occupations due to an incompatibility between professional and family responsibilities. This is another example of how women's social situations are not dissociable from their likelihood to suffer from occupational disease.

Reproductive Problems Specific to Women
Menstrual symptoms are among the most commonly diagnosed disorders of women. During the mid-1980s, many researchers suggested that menstrual symptoms might be useful for the study of occupational effects on reproductive health, as well as indicative of health problems that should be addressed.125,126 Parameters of the menstrual cycle that can be studied in relation to occupation include regularity and length of cycle, length and volume of flow, and symptoms of pain and discomfort associated with the periods. The latter symptoms are common and can be studied in normal populations. Abnormalities of the menstrual cycle have been explored in relation to occupational exposures to mercury,127 lead,128 pesticides,129 synthetic hormones,130 organic solvents,131 carbon disulfide,132 chemical exposures of hairdressers,133 physically challenging work such as ballet dancing,134 exposure to cold temperatures, irregular schedules,135 and shift work.136

Dysmenorrhea or painful menstruation occurs with increased prostaglandin production. Release by the endometrium during menstruation gives rise to increased abnormal uterine activity that produces ischemia and cramping pelvic pain. There may be other associated symptoms such as leg- or back ache or gastrointestinal upset. Premenstrual syndrome (PMS) is a less well-defined diagnostic category that refers to a group of symptoms thought to occur during the days preceding the onset of menses. Since its diagnosis requires making an association with an event (menstruation) that has not yet occurred, reports of prevalence are not consistent. One prospective study has suggested a link between PMS and productivity loss among female workers; no studies have investigated productivity variations at any other time in the cycle.

Prevalence estimates of perimenstrual symptoms vary greatly between studies, according to age, parity, contraceptive methods, and other demographic characteristics. Dysmenorrhea was not associated with work in the reinforced plastics industry130 or to exposure to toluene,141 but has been found in association with cold exposure, time pressure,142 and mercury exposure.143 It was found at a high level among hairdressers, who are exposed to chemicals and work standing for prolonged periods.144 Studies of the prevalence and etiology of back pain, a common occupational health problem among hospital workers, may be confused if perimenstrual back pain is not taken into account.145

Pregnancy alters the shape of the body and thus the interaction with the work site.144,145 The high frequency of falls at work during pregnancy, especially in food service work, may be due to awkwardness due to a change in body shape,146 but also to failure to adapt the work process. A study of precautionary leave or reassessment of pregnant workers exposed to dangerous working conditions showed that ergonomic considerations were the most common reason for giving such leave, with chemical and physical exposures following.147 In jurisdictions where no such program exists, women may risk health damage due to exposures during pregnancy. For example, it has been found that, during pregnancy, certain working conditions (noise, lifting weights) are associated with higher blood pressure.148 However, most research on pregnancy has been limited to fetal effects, and little information exists on the effects of conditions during pregnancy on the woman herself.

Information is also lacking on the relation between working conditions and age at menopause or menopausal symptoms. Age at menopause can be an indicator of exposure to environmental pollution, as shown by its relationship to smoking and a possible relationship to exposure to some chemicals.149,150 Belonging to a lower socioeconomic class is also associated with earlier menopause,151 so one might expect to find an association with manual work, but one large study showed no relation between heavy physical work and early menopause.152
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Child labor or youth work is defined in the United States as employment of children less than 18 years of age. While adolescents under age 18 are usually thought of as students, by senior year of high school 75% of U.S. teens are also working in a formal setting as employees.\(^1\) More than five million U.S. children and adolescents are estimated to be legally employed after school, on weekends, and during the summer (U.S. Department of Labor). Several million more are believed to be employed under conditions that violate wage, hour, and safety regulations, and an uncounted additional segment work in areas that are not even covered by child labor laws.\(^2\) Even as freshmen at age 14, almost a quarter of students hold jobs, and work in informal arrangements such as yard work, babysitting, work in family, or community agriculture is common much earlier.\(^3\) Despite the existence of laws that are intended to protect them, the number of young U.S. workers under age 18 who die each year has remained relatively constant in the past few years at about 68 per year; rates of younger teen occupational death are actually rising,\(^1\) and more than 200,000 teens continue to be injured on the job every year.\(^4\) Child and adolescent work-related injuries and exposures and their resulting health effects are not just remnants of Dickensian history but remain an important public health issue in the twenty-first century, as the following cases illustrate. Each of the cases represents a sentinel health event, a single isolated event that serves as a marker for a whole group of youth at potential risk of exposure, injury, or death.

**Case 1:** A 16-year-old boy cleaning a grill in a Kentucky fast-food restaurant collapsed and died, despite rapid emergency medical response. He had no history of cardiac problems, huffing solvents, or other drug use. The cleaning solution was an unknown mixture of substances, but analysis was unfortunately impossible as it was thrown out during all the activity. Concern remains that the cleaning mixture, when heated, may have released fumes causing a fatal arrhythmia. Since fast food is one of the major industrial segments hiring youth, and most youth who work in food service end up also performing cleaning tasks of some type with cleaning chemicals at the end of their shift this unsolvable case continues to cause concern. (Kentucky Fatality Assessment and Control Evaluation program, personal communication 1994 and subsequent discussions with county Coroner.)

**Case 2:** A 17-year-old boy running a thriving T-shirt printing business out of his bedroom presented to adolescent clinic one cold Pittsburgh winter with fatigue and elevated liver enzymes. His symptoms and physical findings were felt to be a result of his solvent exposure. His family had inadequate resources to purchase a spray booth, but were also unwilling to see him give up his lucrative business. As a compromise, they agreed to have him move his business out of his bedroom into another room in the house. (L. Sanders, MD, Children’s Hospital of Pittsburgh, personal communication 1993.)

**Case 3:** As a volunteer, summer, church youth-group project, twins are helping elderly people with home maintenance in an area of their state known for old houses with lead-based paint. The youth group comes in, scrapes and repaints houses in crews that work for about a week each. No one has considered the lead exposure risk to volunteers scraping and generating lead paint dust. No specific training is provided nor is monitoring done. This scenario is repeated in Pennsylvania, Kentucky, and numerous other states.

**Case 4:** Just before Christmas in the early 1990s, a carload full of Kentucky teens returning to their factory work from an off-site lunch break crashed and all were killed. A few years later, a 17-year-old driving a truck to deliver newspapers on a rainy Sunday morning on a rural road failed to negotiate a curve and hit a tree. A substitute driver, he died after a week in the ICU without ever regaining consciousness. In 2005, the Kentucky legislature was considering passage of a version of Graduated Drivers Licensing that permits new drivers to carry two passengers and has an exemption for driving to work.

**Case 5:** A 16-year-old girl with diabetes was admitted to the inpatient hospital service with poor control of her sugars. During her hospitalization, it was discovered that she was working after school for a pizza maker. If orders came in fast and they were busy, she would not be permitted to take a dinner break, consequently her eating schedules were not consistent. It was suggested that she speak with her employer about the requirement under the law for such a break and the need to uphold that law for her medical well-being. She and her mother agreed, and after meeting with the employer, more regular dinner breaks were made available to her.

**Case 6:** A 16-year-old Ohio jockey was killed 5 weeks into a successful career when his horse broke a leg and fell over him in a November, 2005, race. Most experts agreed that neither age nor experience would have made a difference in the outcome.

**Case 7:** A 15-year-old boy was killed in a tobacco field when the rear wheel of the tractor he was driving went over the edge of a small ravine and the tractor rolled twice and landed on him. He had no Roll Over Protection System (ROPS) and no seat belt. He and another 15-year-old had been plowing all day on a farm without adult supervision. His 14-year-old brother almost rolled another tractor racing to the field to help him when he heard.

**HISTORICAL PERSPECTIVE**

Child labor has a long history. In the Middle Ages, children worked in agriculture and as apprentices to artisans.\(^5\) In Colonial America, children who helped out on their own farms and households commonly were hired out to perform similar tasks for neighbors, a practice that has continued in rural areas almost without change. Under these conditions, proximity to family and social relationships provided some degree of protection for the child worker.\(^6\)

Child labor underwent major expansion and restructuring during the eighteenth century as a consequence of the industrial revolution’s need for large numbers of workers. Most mill owners preferred to hire children rather than adults because child workers were cheaper, more tractable, and as labor unions developed, less likely to strike.\(^7\) Families...
sent children as young as 11, especially girls, to work in the mills, where the wages they could earn far exceeded the income of their parents at home on rural farms. These young girls often were victims of sexual predation outside of the workplace in addition to exploitation inside the factories, where they commonly labored for 12 or more hours a day, 6 days a week. Depiction of the horrors of child labor in the literature and art of the eighteenth and nineteenth centuries sparked great popular revulsion against the worst abuses, but the practice nevertheless continued.

The 1802 Health and Morals of Apprentices Act fixed the maximum number of hours of work for apprentices, forbade night work, and ordered the walls of factories to be washed twice each year and workrooms to be ventilated. In the United States, concerns about working children led to the enactment of compulsory education laws in the eighteenth and nineteenth centuries. For example, an 1874 New York State law mandated schooling for all 8- to 14-year-old children and proscribed work on school days.7

Despite federal and state legislation, child labor continued to be a major problem during the first third of the twentieth century, largely because of inadequate enforcement of existing statutes. The need for enforcement was demonstrated by the death of 146 women and children in the 1911 Triangle Shirtwaist fire in New York City, only 8 years after the passage of landmark child labor and fire protection legislation.11 Between 1916 and 1930, Congress enacted three major pieces of child labor legislation, but the U.S. Supreme Court invalidated all three. Finally, in 1938, Congress passed the Fair Labor Standards Act (FLSA), which remains the major federal legislation governing child labor today. Major reductions in child labor occurred during the 40 years after passage of the FLSA. Although provisions of the Act helped to produce this decrease, automation, structural shifts in the American industrial economy, reductions in family size, and restrictive immigration policies all contributed to the declining use of child laborers.

After World War II, widespread emphasis on the personal and societal value of education and a generally strong economy combined to further decrease the prevalence of child labor in most sectors of the economy. The major exception was in agricultural employment, which was exempted from many of the provisions of the FLSA. Consequently, the employment of children in agriculture remained common and is to the present time relatively underregulated.

### CURRENT YOUTH EMPLOYMENT

The estimated 5 million legally working American youth under age 18 do not fully include several additional populations: an estimated 1.3 million youth living and working on family farms and ranches, migrant farm-worker children working in the fields and adding to the piecework rate for which their fathers are paid (including both legal and illegal immigrants and U.S. born citizens), and children working in a variety of small family businesses. Although legal employment primarily includes youth ages 14 and above, farming, newspaper delivery, and other jobs are legal for even younger children, and children as young as age 11 do appear in workers’ compensation databases.

Both the number of teens employed and the hours worked per week tend to increase with age, in part due to increased hours and job type permitted under federal regulation as they reach ages 16 and 17. Data from the 1988 census about the 50% of 16- and 17-year-olds then working at some point during the year indicated that they were working an average of more than 20 hours per week for almost half the year.2 High frequency of job change has been reported as the norm for many high school workers, especially in the food service industry, but middle school students were noted to keep their summer jobs into the school year.7

Little specific was known about workers under high school age until recently. In October, 2001, an anonymous survey about employment, injury, work-related habits, and school performance was administered to middle school students in five school districts and one urban school in Wisconsin chosen to be representative of the state as a whole, resulting in an analysis of replies by 10,566 students.3 About 58% of middle school students ages 10–14 reported working during the past summer (2001), and 60% of those students reported working at the same job during the school year. Two thirds of those who reported working were 12–13 years old. A third of the students were working more than 10 hours per week, including 5% working 40 or more hours a week. A third of the middle school employees were working between 7 and 11 pm, and 6% reported working after 11 pm (8% of females).

Weller et al.12 conducted anonymous surveys in the classrooms of lower-income Hispanic South Texas middle school students in sixth through eighth grade in which 3008 students (56%) reported current or recent employment. Of the respondents, 63% were Hispanic. Only half of Hispanic children but 66% of white children reported current/recent employment. South Texas students reported working an average of 8 hours per week, but 12% worked more than 10 hours per week.

During the 1990s, increasing numbers of adolescents were being pushed into the workplace through the nationwide School to Work initiative and through local gang prevention, violence prevention, and juvenile justice-related job programs.13 It is unclear what effects that with cuts in summer job programs and poor economic times for at least a segment of the U.S. adult population, there may be fewer youth jobs available.

### LAWS PROTECTING THE HEALTH/SAFETY OF WORKING YOUTH AND THE WORK PERMIT SYSTEM

The Fair Labor Standards Act (FLSA) of 1938 remains the major piece of legislation regulating the employment of youth under age 18. Under the FLSA, no child under the age of 16 years may work during school hours, and a ceiling is set on the number of hours of employment permissible for each school day and school week. Employment in any hazardous occupation is prohibited for anyone less than 18 years old, and specific prohibitions are listed in the Hazard Orders (HOs). Thus, no one under age 18 may work in mining, logging, brick and tile manufacture, roofing, excavating, or as a helper on a vehicle or on power-driven machinery. Work with meat-processing machinery and delicatessen slicers is specifically prohibited.14 In agriculture, where the restrictions are much less stringent, hazardous work is prohibited only until age 16, and all work on family farms is totally exempted. According to the law, however, no child under age 16 working on a nonfarm family is allowed to drive a tractor with an engine over 20 horsepower or to handle or apply pesticides and herbicides.15

The intent of the FLSA and HOs is to protect the safety of working youth. Despite a call by the National Academy of Sciences in 1998 for a national surveillance system to monitor adolescent occupational injuries, in 2006 there is still no such centralized mechanism for evaluating how well the FLSA actually protects children in the workplace. Yet without any data to suggest that current law is even doing enough to protect as it was designed to do, a number of initiatives have been undertaken in the past decade to weaken the HOs, leading to passage of permission to drive a motor vehicle for limited time and the elimination of box-cutter restrictions in supermarkets. Critics of the FLSA and HOs complain that job processes have changed and no updates have been done on restrictions. It is also true that new processes and machines have been invented, and many (such as the new stand-up mowers used in lawn care) are not even addressed under the current HOs.

Although the FLSA provides a broad framework for the regulation of child labor, most administration of the law occurs on a state level, largely through the work permit system. Work permits are issued to children by state and local school systems. This authority was
placed within the schools to allow for discretion in the issuance and rescission of a work permit based on a student’s academic performance. In reality, however, most school systems, overwhelmed by more pressing responsibilities, virtually never exercise their discretionary authority. Administration of the FLSA in most states also suffers from a lack of centralized data collection on the number or types of work permits issued or the industries in which children are employed. Thus, in most states, only meager information is available on the number and ages of employed children or on the nature of their employment.

**ILLEGAL CHILD LABOR, ENFORCEMENT AND SITUATIONS WHICH VIOLATE OR AVOID THE LAW**

While a small subset of child labor in the United States involves undocumented or “illegal” immigrants in fields, garment sweatshops, poultry plants, and construction, it is important to realize that the majority of illegal child labor refers to the employment of U.S. citizens under conditions which violate the wage, hour, and safety laws. Examples include clocking out/failure to pay for time spent cleaning up an establishment at the end of a work shift, and failure to abide by hazardous order. Despite the FLSA, illegal employment of children continues to occur in all industrial sectors and often exists under sweatshop conditions. A sweatshop is defined as any establishment that routinely and repeatedly violates wage, hour, or child labor laws and the laws protecting occupational safety and health. Traditionally, these shops have been considered fringe establishments, such as those in the garment and meat-packing industries. Increasingly, however, restaurants and grocery stores, not typically considered to be sweatshops, also are sometimes satisfying the definition.

In an effort to quantify the magnitude of illegal child labor in the absence of readily available national statistics, the General Accounting Office (GAO) surveyed the directors of state labor departments in 1987. The GAO found that, in Chicago, half of the approximately 5000 restaurants met the criteria for sweatshops and about 25,000 workers were employed in such establishments. In New Orleans, 25% of the 100 apparel firms (employing 5000 workers) were estimated to be sweatshops. In Los Angeles and New York, anywhere from 500 to 2000 or more sweatshops were thought to exist. The problem is not confined to large urban areas. In 1987, several high school students employed by a chain restaurant in a small West Virginia town quit after having tried unsuccessfully to negotiate with the manager to stop keeping them past midnight on school nights.

The critical importance of child labor law violations lies in their continued link to adolescent occupational injuries and deaths. In Suruda and Halperin’s early study of 1984–87 Occupational Safety and Health Administration (OSHA) adolescent fatality investigations, 41% of the deaths occurred while adolescents were engaged in work that was specifically prohibited under the FLSA, and employer citations for safety violations were issued in 70% of those adolescent death investigations. In Suruda’s 2005 review of construction fatalities among workers ages 16–19, 76 teens under age 18 were killed during the 5 years of his study. Half the deaths to these workers occurred under situations that were in apparent violation of existing child labor laws; 15 involved age violations (workers under age 16) and 28 involved violations of specific OSHA standards (some involved both). Teen deaths were noted to occur at small, nonunion firms, many of which were exempt from both federal child labor law enforcement and from routine OSHA inspections because of their small size. The risk of work in situations not well covered under the law or under inspection programs was echoed by Derstine in a study of 80 fatal adolescent injuries in 1992–1993. Of those 80, 31 occurred among children working in a family business. Half of those were among children less than age 14, and 28 were in agriculture. In a study of North Carolina adolescent occupational fatalities based on medical examiners reports, Dunn and Runyan also found that 86% of workers under age 18 who incurred fatal injuries were engaged in work that appeared to violate the FLSA.

**ADOLESCENT OCCUPATIONAL INJURIES AND FATALITIES**

Injuries and deaths related to adolescent employment in the United States have been characterized quite extensively in the past two decades (Table 45-1). Approximately 70 youth die on the job every year. In small states, hundreds of teen workers are known to incur occupational injury each year, while in large states adolescent occupational injuries number in the thousands.

**Occupational Fatalities from Injuries and Exposures**

*Numbers and rates of fatalities by age:* In an October 2005 paper, Windau et al. of the Bureau of Labor Statistics provide the most comprehensive and current broad summary of adolescent occupational injuries and fatalities in the United States. When examined in a variety of ways, the overall picture is still one that shows substantial risk of death and injury, and much work to be done in prevention, education, and enforcement of current child labor laws. The number of U.S. young worker fatalities averaged 68 per year from 1992 to 2000, decreased in 2001–2002, increased in 2003 primarily among workers under age 16, then decreased again in 2004 to almost half the number in 1992, a decrease larger than that for adult workers in the same time. Fatality rates per 100,000 full-time equivalent workers were examined for the decade 1994–2004. During that time, the rate for workers older than 15 as a whole decreased 3%, primarily based on decreases in death rates of workers over age 55. For workers ages 15–17, the death rate bounced around, initially declining until 1998, increasing to the highest ever recorded in 1999 at 3.8% decreasing to 2.3% in 2002, and ending at 2.7% in 2004. Examining occupational deaths from 1994 to 2004 among teen workers more closely, workers ages 16 and 17 had a fatality rate of 3.0 per 100,000 while workers ages 15 had a rate of 4.7 per 100,000. During the time period, overall death rates of workers in most adult age groups declined by 1–5%, while the rate for 16- to 17-year-olds declined about 1% and the rate for 15-year-olds actually increased 9%. When 5-year periods were used as a time period for analysis, overall worker fatality rates declined 14% between 1994–8 and 1999–2003 which rates for 15- to 17-year-olds declined 6%; as a result, the worker fatality rates for 15- to 17-year-olds approached the same rate as for workers ages 18–34.

*Death by industry and by cause/mechanism:* Agriculture is the leading industry responsible for adolescent occupational fatalities, followed by construction.

More than half the adolescent occupational fatalities in the United States from 1998 to 2002 were related to transportation incidents. This represented a 14% increase from the previous 5-year period and was a result both of both vehicle-related incidents on farm-land and public roadways and incidents of workers being hit by vehicles. Vehicles or farm machinery were responsible for almost all of the deaths involving workers younger than age 14, and in about 25% of those cases the child was the driver/operator. There was a 17% increase in deaths among youth riding on farm vehicles as a passenger or outside helper. In most cases, victims fell from and were struck by the same farm vehicle. Deaths also increased for youth riding on other vehicles and as pedestrians. Among 16- to 17-year-old workers, 12% were killed driving a car or truck, while another 12% were killed in retail work, mostly as homicides. Work-related homicide decreased 44% between the two time periods. Deaths from being struck by objects and from fires/explosions also declined.

Deaths related to falls increased due to an increased number of falls from scaffolds. The risk in construction was also seen by the doubling of deaths that occurred while installing building materials, mostly on construction sites, at a time when most other work activity fatalities declined.

**Occupational Exposure–related deaths:** From 1980 to 1989, NIOSH found electrocutions were the third leading cause of occupational fatality among 16- and 17-year-olds, with higher rates than those for adult workers. Contact with an energized power line
accounted for more than half the cases. Windau in 2005 noted a
doubling of electrocution deaths, accounting for 5% of fatalities to
farm workers under age 18. In a study of fatal teen construction
injuries in 15- to 19-year-olds from 1984 to 1998, Suruda also noted
the importance of electrocution, which led to more deaths than did roof
falls, and was more common among youth deaths than adult deaths.25

Poisonings constitute a small but persistent piece of adolescent
occupational fatalities. Dunn and Runyan26 reviewed 1980–1989
North Carolina Medical Examiner records of 71 youth less than age
20 years and found one poisoning death of an adolescent under age 18.
Castillo et al.27 reviewed 670 nonmilitary deaths of 16- and 17-year-
olds in the National Traumatic Occupational Fatalities database dur-
ing the same time frame (1980 to 1989). Poisonings were found to
be responsible for 3.0% of deaths (20 males, 0 females). For 16- and
17-year-olds, the risk of occupational poisoning death was 1.5 times
that for adult workers. In California during that same time period,
Schenker et al.28 found odds ratio of deaths by accidental poisoning
on farm compared with off was 1.8 for 10- to 14-year-olds. Belville et al.29
found that 2 of 31 occupational fatalities in New York State
workers’ compensation awards from 1980 to 1987 were caused by
exposure to toxicants. Both aged 17 years, one was asphyxiated by
carbon monoxide at a trucking storage depot, and one died of gas
inhalation (probably hydrogen sulfide in a manure pit) while working
on a dairy farm. In a review of 104 deaths of youth less than age 18
from 1984 to 1987 that resulted in OSHA investigations, Suruda and
Halperin30 found 12 deaths from asphyxiation. Abuse of substances
available at work was implicated in three of those deaths, with one
sniffing trichloroethane and two inhaling nitrous oxide. Deaths while
working in family farm businesses also were found to have worked
more seasons and fewer hours per week, they would theoretically
have more experience and less fatigue, but it may be that the type of
tasks for which they are responsible pose the risk. Those tasks were
found to include driving, animal care, and mechanic work.

Nonfatal Occupational Injury

As evidenced by Table 45-1 below, workers’ compensation files
have provided some of the most comprehensive available informa-
tion in the United States on adolescent occupational injury, despite
limitations that tilt the data toward undercounts. Reasons for under-
counting include failure to recognize injured “students” as workers,
lack of knowledge among teen workers and their families about
workers’ comp eligibility, and differences between states in indem-
nity requirements. Because of the part-time nature of much teen work,
accurate injury rates are difficult to deduce, but data from the state of
Washington suggests that adolescent occupational injury rates may
exceed those of adult workers when adjusted for hours worked.31

<table>
<thead>
<tr>
<th>State</th>
<th>Number Injured</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Washington</td>
<td>4450 per year accepted workers’ compensation claims for workers’ aged 11–17</td>
<td>31</td>
</tr>
<tr>
<td>California</td>
<td>2104 injuries in 1991</td>
<td>32</td>
</tr>
<tr>
<td>New York</td>
<td>More than 1000 per year received workers’ compensation (more than 8 lost work days to qualify)</td>
<td>30</td>
</tr>
<tr>
<td>Texas</td>
<td>More than 1000 per year reported to workers’ compensation</td>
<td>33</td>
</tr>
<tr>
<td>Connecticut</td>
<td>Almost 800 per year</td>
<td>34</td>
</tr>
<tr>
<td>Massachusetts</td>
<td>400 per year treated in emergency departments and 5% of the state population under surveillance, thus potentially 8000 per year</td>
<td>35</td>
</tr>
<tr>
<td>Minnesota</td>
<td>Almost 750 per year</td>
<td>36</td>
</tr>
<tr>
<td>Rhode Island</td>
<td>An average of 500 per year accepted by workers’ compensation</td>
<td>37</td>
</tr>
<tr>
<td>Kentucky</td>
<td>More than 400 per year reported to workers’ compensation</td>
<td>38</td>
</tr>
</tbody>
</table>

Available emergency department data also provide a glimpse
into the important role of work in the epidemiology of adolescent
injury. A Massachusetts study32 of adolescent emergency department
visits for treatment of injuries found that 26% of the injuries with a
known location among 17-year-olds occurred at work, and that work
was the single most common location of injury in this age group, as
it was among a surveyed group of 16- to 17-year-old Saskatchewan
high school students. In Massachusetts, 1 of every 30 adolescents
aged 16–17 in the population received treatment in an emergency
department for a work-related injury each year. In a 2005 study of
CHIRPP data (Canadian Hospitals Injury Reporting and Prevention
Program) for Canadian children, Lipskie and Breslin found 999
children ages 5–17 who had suffered an occupational injury between
1995 and 1998. Occupational injuries increased with age and were
concentrated in two main areas: clerical/service and manual labor.33

Injury severity: Ehrlich41 utilized the requirement for significant
surgery as a proxy measure for severity in a study of WV workers’
compensation claims from 1996 to 2000 and found that workers
under 20 had an increased relative risk of lacerations, fractures, and
amputations relative to adults over age 20 and had injuries that
resulted in significant surgical procedures more often than adults.
However, application of this study to child labor is limited by their
inclusion of 18- and 19-year-olds.

Injury by commercial versus family business: In a community-
based telephone survey of work and injuries among teenage agricul-
tural workers in Washington state, Bonauto et al.42 found that rates of
injury among both Hispanic and non-Hispanic teenage agricultural
workers who were working for an agricultural business owned by a
family member were higher than those who were working for an agri-
cultural business not owned by a family member. Since teens
employed in family farm businesses also were found to have worked
more seasons and fewer hours per week, they would theoretically
have more experience and less fatigue, but it may be that the type of
tasks for which they are responsible pose the risk. Those tasks were
found to include driving, animal care, and mechanic work.

Nonfatal Occupational Exposure

In a Washington state study of 1988–1991 workers’ compensation
awards to 17,800 adolescent workers ages 11–17 years, 4.9% of the
awards resulted from toxic exposures.31–32 While workers’ compensa-
tions records have provided the bulk of useful data on adolescent
occupational injuries from many states, it is now clear from the
work of Woolf et al.33 that Poison Control Centers data can provide
useful knowledge on both substances responsible for adolescent
occupational poisoning and patterns of occupational poisoning. The
Toxic Exposure Surveillance System database compiled by the
American Association of Poison Control centers was analyzed for
1993–97 cases. Of the workplace toxic exposures in their system,
3% (8779 cases) involved adolescent workers under age 18, and the
proportion of their cases that were teens increased over that time.
There were 2 deaths, approximately 877 life-threatening cases, and
an additional 14.2% were considered severe injuries. Approxi-
mately a third involved toxic inhalations, 27% involved eye expo-
sures, 24% and skin exposures, and 19% involved ingestions. The
most common agents were alkaline corrosives (13%), gases and
fumes (12%), and involved cleaning agents (9%). Issues that arose
from that data and also in Kentucky workers’ comp data include the
importance of poisoning from cleaning agents among youth work-
ing in food service. Because so many of those are poisoned while
doing cleaning tasks in occupations that would not automatically
suggest exposure to cleaning agents, the understanding has evolved
that it is important for parents, emergency care providers, and
researchers to examine tasks and not just occupational classifica-
tions when examining adolescent occupational exposures/injuries.

Noise is one of the few specific areas of adolescent occupational
exposure that not only has been studied but also for which an inter-
vention program has been designed, implemented, and evaluated.34
From 1985 to 1988, audiometric assessment of 872 high school vocational
agriculture students was conducted in 12 central Wisconsin schools. Students with active involvement in farm work had more than twice the risk for mild and early noise-induced hearing loss compared with their peers who had no involvement in farm work. Larger exposures paralleled a degree of hearing loss in at least one ear. Approximately 50% of adolescents employed on farms tested had evidence of some hearing loss in at least one ear; this was true for 74% in one of the higher-exposure groups. Among adolescent farmers, the left ear was most affected in adolescents doing farm work. Farmers normally look over their right shoulder while driving, shielding the right ear and the head from the engine noise. Few students employed on farms drove only tractors with enclosed cabs, which have been shown to be less noisy. Only 9% of students employed on farms reported the use of hearing protection devices (HPDs). Hearing deficits documented in the first year generally persisted into the second year. The use of amplified music and exposure to noise from snowmobiles or motorcycles had only weak associations with the prevalence of noise-induced hearing loss.

The Wisconsin findings have been echoed in North Carolina students, in which at least 30% of male adolescents in 4-H who were employed on farms reported being exposed to loud noises. Among 562 North Carolina adolescents with nonfarming work experience, 27% reported working around loud noises. Pechter noted noise exposure in construction and kitchen jobs in Massachusetts (Elise Pechter, unpublished report to NIOSH, 1998).

Additional exposures of concern include pesticide poisonings, green tobacco sickness, exposure, repetitive motions, occupational dermatitis, and exposure to second-hand tobacco smoke and pulmonary sensitizers. Further discussion of these is beyond the scope of this chapter.

► OPTIONS AND SUCCESSFUL MODELS FOR PREVENTION

As in all injury interventions, the best approach to prevention includes a combination of education, engineering, and policy and enforcement options, and includes the necessity for surveillance in order to measure how any of these alone and in combination are working.

Education: Classroom and on-the-job training are both necessary, and need to involve parents, schools, and youth workers themselves as well as employers.

One example is the Wisconsin hearing conservation program that was devised in response to studies of high school farm youth and hearing loss there. A 4-year hearing conservation program was designed, implemented, and evaluated in 34 Wisconsin junior and senior high schools. Its primary goal was to protect hearing by promoting the use of HPDs. Intervention group students (n = 375) received a five-component educational intervention over the course of 4 school years and three summers, including yearly hearing tests, whereas control students (n = 378) received only a baseline hearing test that was repeated in years 2 and 3. Agricultural and industrial arts teachers also were offered free hearing tests in year 2 in hopes that, through their involvement in the study, they also would increase their encouragement of students to use hearing protection. The educational intervention was modeled after an ideal, industrial hearing-conservation program. In addition to the hearing tests, it included (a) classroom-style education, including basics, of anatomy and physiology of the ear, a videotape of youth with hearing loss from noise in agricultural settings, and examples of music with deleted frequencies simulating hearing loss; (b) frequent reminders provided through periodic school visits and mailings home (every 6 weeks throughout the first 2 study years); (c) noise-level assessments done by students on their own farms using a sound-level meter; and (d) distribution of a variety of types of HPDs provided and replaced on a regular basis through the 4 years. Baseline HPD use was 23% among the intervention students versus 24% among controls. After the intervention, self-report of planned future use of HPDs was 81% among intervention students versus 435 among controls. Students rated the most important interventions as the provision of free earmuffs and earplugs (94%), yearly audiometric exams (90%), and educational materials about hearing loss to their homes (77%). Two factors believed by the research team to have been instrumental to the success of the program were the opportunity for the students to test sound levels at their own farm (almost two-thirds of compliant intervention students reported that this was a factor) and the repeated opportunity through the course of the study to practice fitting the earplugs correctly.

A second prevention example is a school-based interactive program—Health and Safety Awareness for Working Teens, implemented as part of school to work in Washington state. Teachers found it useful and easy to use, and it led to increased student knowledge.

A third educational effort that resulted in safer work practices involved the creation of active participatory stations in which students had to conduct farm tasks with simulated disabilities caused by farm injuries.

Enforcement: More inspectors, bigger fines, and serious judges would make employers less likely to risk the lives and well-being of teen employees.

Policy: Motor vehicles and teen drivers don’t mix well, for play or work, and exemptions from teen driving laws should be limited as the data and logic behind them are not different on the way to work.

Engineering/Process change: Burn prevention can be improved by changing the time of filter change above grease to when it is cold, not hot.
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Until 1970, there was almost total reliance on state and local governments and the forces of the market to improve working conditions related to occupational injuries, death, and disease. For more than 50 years, state governments had attempted to inspect workplaces and to advise employers about hazards. Few of these programs, however, had adequate enforcement authority to compel abatement of dangerous conditions. In some states, no attempt was made by government to change workplace conditions, either by enforcement or by persuasion. Variations in state legislation resulted in comprehensive, strong regulation in some states (e.g., New York and Illinois) and nonexistent regulation in others (e.g., Mississippi). The doctrine of states’ rights and a tradition of state regulatory activity in the area of labor standards protected this status quo.

Another traditional approach was to trust market and private sector mechanisms to provide worker protection. Workers’ compensation insurance carriers made some attempt to improve workplace safety for economic reasons. Many carriers provided consultative service to their clients and charged lower rates to large companies that were successful in reducing injuries. Then, as well as now, insurance companies’ consultative resources are limited and are not available to all who may need them; while it may be possible to provide economic incentives to large firms by basing their premium rates on accident experience, it is not possible to provide this same incentive to small firms, which have few employees to record a statistically significant accident experience. More importantly, these economic incentives are inadequate where health problems are concerned because occupational diseases are not often diagnosed as workplace related. Occupational diseases often have complex origins; many years may elapse between exposure and the appearance of symptoms, making physicians and compensation boards reluctant to attribute the symptoms to time spent with specific employers or to the exposure to particular working conditions.1

A third approach evolved to cope with occupational safety and health problems; industry-based organizations filled the vacuum by producing guidelines for safe work practices for various types of industrial equipment and processes and for “acceptable” exposure limits to certain harmful substances. These “consensus standards” were adopted by the Occupational Safety and Health Administration (OSHA) in 1972 as federal standards.

Thus a long series of private, voluntary efforts and a slowly evolving pattern of government initiatives (e.g., the Walsh-Healey Act [1936], which authorized sanctions against federal contractors who violated standards) tested a variety of approaches to improving safety and health. These experiences served as the basis for broad federal legislation. As legislators had a record of approaches that had not worked, it became clear that voluntary-compliance approaches and consensus guidelines would have to be backed by a technically experienced federal enforcement staff and that inadequate workplace safety and health efforts at the state level would have to be reshaped to meet national standards of effectiveness. The economic realities of the marketplace had overwhelmed voluntary efforts, and the weak incentives of workers’ compensation programs and of the states appeared unable to act effectively because of a need to compete among themselves for industry and jobs.2

The Occupational Safety and Health Act (OSH Act) was signed into law in 1970 and was designed to address workplace hazards faced by private-sector employees in most industries including manufacturing, services, construction, and agriculture. The Federal Mine Safety and Health Act of 1977 (Mine Act) is a comparable law aimed specifically at workers employed in underground and surface coal, metal, and nonmetal mining operations.3 Both laws feature a strong standards-setting authority vested in the Secretary of Labor. The standards-setting process was open to labor, industry, and public inputs at all stages.

The word “standard” connotes uniformity, consensus, and regulatory power. OSHA and MSHA standards are an attempt, through the federal government’s regulatory powers, to set a minimum level of protection for workers against specified hazards and to achieve that level through enforcement, education, and persuasion.

Sections 6 and 3(8) of the OSH Act govern the standards-setting process. They contain three major schemes under which standards can be promulgated: (a) a short-lived authority for adoption of existing consensus standards, (b) development and promulgation of new or amended standards, and (c) promulgation of temporary emergency standards. Likewise, the Mine Act includes provisions allowing the agency to promulgate new and emergency temporary standards and to amend existing standards; however, no authority was given to MSHA to adopt consensus standards. Instead, Congress stipulated by statute a number of interim standards, including mandates for mine operators to reduce coal mine dust levels to prescribed levels, offer chest radiographs to underground coal miners to detect pneumoconiosis, follow roof control and ventilation plans, and conduct safety exams and methane checks on every workshift.

**CONSENSUS STANDARDS**

At the time the OSH Act was passed, a large body of consensus standards was already in existence, developed as guidelines by such groups as the American National Standards Institute (ANSI), the
National Conference of Governmental Industrial Hygienists (ACGIH). The standards represented industry’s agreement on certain reasonable exposures, work practices, and equipment specifications. To establish as rapidly as possible a body of occupational safety and health rules already familiar to employers, Congress required adoption of these standards, but recognized that many were seriously out of date. The legislative history of the OSH Act emphasized that the standards would need to be constantly improved, and recognized that new standards were especially needed to prevent occupational illnesses.

Many of the consensus standards contained provisions that were irrelevant to safety and health (e.g., several pages of specifications for the wood to be used in ladders). The standards were adopted wholesale, however, without significant deletions, in the interest of speed. Competing priorities made it impossible to evaluate and amend the body of standards within the 2-year deadline allowed by Congress.

Thus, OSHA began with initial standards derived from previous industry use, which had these key weaknesses: They were unduly complex and obsolete. One standard, for example, prohibited the use of ice in drinking water, a rule that dated from a time when ice was cut from contaminated rivers. Certain standards were only tangentially related to the safety or health of workers, for example, the requirement for coat hooks in toilet stalls.

The consensus standards were guidelines and not designed for enforcement and the adjudicatory process. Provisions that should have been advisory became inflexible law. Threshold limit values reflected industry consensus as to acceptable practice and were not necessarily designed for the greatest protection to workers and often lacked documentation.

By 1978, OSHA removed the most inappropriate of these rules from the books. At that time, 1,110 standards provisions were proposed for deletion; after participation by labor and the business community, 927 were finally eliminated.

### PERMANENT STANDARDS

The authority for setting permanent workplace safety and health standards is provided in Section 6(b) of the OSH Act and Section 101 of the Mine Act, and follows a multistep process:

1. **Initiating the standards development project:** The Secretary of Labor may begin the process on the basis of recommendations from the National Institute of Occupational Safety and Health (NIOSH) or other governmental agencies, petitions from private parties, research findings from any source, accident and injury data, congressional input, or court decisions.

2. **Drafting the proposal:** Agency staff assemble all the supporting documents, draft the preamble and regulatory text, and prepare economic and environmental impact statements to fulfill the requirements of the National Environmental Policy Act of 1969, the Regulatory Flexibility Act, the Small Business Regulatory Enforcement Fairness Act, the Paperwork Reduction Act, and various Presidential Executive Orders.

3. **Appointing an advisory committee:** An advisory committee may at the discretion of the Secretary be formed to provide expertise and guidance to the agency. The statute requires its composition and includes representatives of labor and industry, the safety and health professions, and recognized experts from government or the academic world.

4. **Revising and reviewing the draft proposed rule:** Agency scientists, engineers, and technical experts prepare the proposed rule, in consultation with attorneys from the Solicitor’s Office, and may seek review by other agencies. In most instances, a proposed rule must also be approved by the White House’s Office of Management and Budget (OMB).

5. **Publishing the proposal in the Federal Register:** The public is invited to comment. The broad issues debated during the comment period include the agency’s determination that (a) the hazard presents a significant risk to workers; (b) the proposed standard will substantially reduce the risk; and (c) the means of compliance are technologically and economically feasible.

6. **Conducting informal hearings:** Nearly always, public hearings are held to allow further public comment.

7. **Analyzing the rulemaking record:** Following the public hearings and after the end of the public comment period, the staff analyzes the entire rulemaking record. Major issues requiring policy decisions are defined and presented to the assistant secretary. Alternate approaches, if appropriate, are presented.

8. **Preparing the final standard:** The staff develops a proposed final standard based on the record of rule making and submits the document for internal review and final approval by the assistant secretary and OMB.

9. **Publishing the final rule:** The completed final standard is published in its entirety in the Federal Register. An interested party may challenge the validity of the standard by filing, within 60 days, a petition for review of the standard in a federal circuit court of appeals.

This process is only an outline. The length of time between steps may stretch for months or years. At times, proposals are abandoned after first hearings or public comment, and the decision to proceed with a rule making is reevaluated. If appropriate, an entirely new proposal is developed.

### TEMPORARY EMERGENCY STANDARDS

Both the OSH Act and Mine Act give the Secretary of Labor authority to issue “... an emergency temporary standard to take immediate effect upon publication in the Federal Register if employees are exposed to grave danger from exposure to substances or agents determined to be toxic or physically harmful or from new hazards.” These standards are promulgated without the extensive public participation characteristic of permanent standards. The statutes require that emergency temporary standards (ETS) be replaced with a permanent standard within 6 months. ETS may be used as a “proposed standard” in the permanent standards proceedings. This provision of the act has been channeled because of unfavorable court decision. The last time OSHA issued an ETS was a 1983 update to its asbestos standard, but the emergency rule faced a legal challenge and was rejected by the court. As a result, OSHA was required to proceed with its usual notice and comment rulemaking.

### NATURE OF OSHA AND MSHA STANDARDS

OSHA standards are written to control risks even if exposure continues throughout a person’s working life. The effectiveness of the technology available for controlling exposures and the characteristics of the hazard in the particular workplace determine how compliance with the standard will be achieved.

The standards are variable in several areas. The technical content necessarily differs according to the hazard being regulated, although it is possible to group related problems in a single standard. A specification approach or a performance approach may be employed, or the two approaches may be combined.

Specification standards tell precisely what protection an employer must provide. This approach has been used most often in developing safety standards. The advantage of specification standards is that they tell the employer exactly what must be done to “be in compliance” with the regulation. The disadvantage of specification standards is that they tend to be inflexible and may restrict an employer’s efforts to provide equivalent protection using alternative—and sometimes more satisfactory—methods. In certain instances, employers may be granted
a variance if the agency determines that the alternative means of compliance will provide equivalent protection to workers.

The trend in OSHA and MSHA regulations is toward performance standards that set an exposure limit but leave the means of compliance largely to the decision of the employer. This greater degree of flexibility allows the employer to consider alternative methods and equipment and choose those most suited to their particular industry and worksite. Performance standards, however, do not give the employer carte blanche to substitute less effective means of protection (such as personal protective equipment) for engineering controls of dangerous emissions or other hazards.

Health standards are generally addressed by way of the performance, rather than the specification, approach. While many large corporations prefer performance standards in both the safety and health areas, small employers tend to prefer more specification in workplace standards. In some instances, OSHA publishes an appendix to the standard which provides employers an acceptable “specific” method of compliance.6

**HAZARDOUS WASTE AND EMERGENCY RESPONSE**

An estimated 1.8 million workers are potentially exposed to hazardous waste or toxic materials as a routine part of their jobs or from spills or emergency incidents. This includes firefighters, police officers, and emergency responders. In 1986, Congress amended the Resource Conservation and Recovery Act of 1976 (RCRA) and the Comprehensive Environmental Response, Compensation and Liability Act of 1980 (CERCLA) under a law entitled the Superfund Amendments and Reauthorization Act (SARA). Among other things, SARA required OSHA to issue standards to ensure the health and safety of employees engaged in hazardous waste operations.6 OSHA’s standard, often referred to as HAZWOPER,7 is designed to protect workers in several distinct settings: cleanup operations at uncontrolled hazardous waste-disposal sites; cleanup at recognized hazardous waste sites (e.g., EPA Superfund sites); routine operations at hazardous waste treatment, storage, and disposal facilities; and emergency response activities at sites where hazardous substances have been or may be released.

The HAZWOPER standard requires employers to develop and implement a written safety and health program that identifies, evaluates, and establishes a means to control workers’ exposure to hazards at these sites. Moreover, the rule contains explicit training requirements, including at least 40 hours of initial training and three days of field experience for workers who are directly involved in cleanup work, and 24 hours of initial training and one day of field experience for workers who are occasionally at these sites. Annual refresher training is also required. Persons conducting the training must issue written certificates confirming that the student successfully completed the training, and anyone who does not have this written certification is prohibited from working at a hazardous waste operation.

**THRESHOLD LIMIT VALUES, PERMISSIBLE EXPOSURE LIMITS, AND ACTION LEVELS**

Older occupational health standards (still used in developing countries) were based on threshold limit values (TLVs) developed by the ACGIH. In this system, maximum exposure limits were usually set based on the level of a contaminant known to produce acute effects, allowing some margin for safety and considering what was readily achievable by employers. Unfortunately, such limits do not protect against long-term chronic or subclinical effects on the body, such as changes in blood chemistry, liver function, or the reaction time of the central nervous system. In addition, these values were derived mainly for healthy, young, adult white males, not for the diverse makeup of working populations. In addition, TLVs were not designed to address the problem of irreversible health problems such as cancer.

Permissible exposure limits (PELs) are used in OSHA health standards. PELs are based on consideration of the health effects of hazardous substances. The lead standard, for example, contains a PEL of 50 μg of lead per cubic meter of air, averaged over an 8-hour period. In 1989, OSHA attempted to establish PELs for 164 unregulated substances and update the limits for 212 toxic air contaminants which were originally adopted by OSHA in 1971.8 OSHA’s PEL Update faced a strong legal challenge and the Court of Appeals eventually vacated the rule.9 As a result, most of the PELs currently enforced by OSHA are outdated and do not reflect current scientific knowledge on the health effects of these contaminants.

**MEDICAL REMOVAL PROTECTION**

Medical removal protection (MRP) is a protective, preventive health mechanism complementing the medical surveillance portion of some OSHA standards. The lead standard, for example, calls for temporary removal for medical purposes of any worker having an elevated blood lead level. During the period of removal, the employer must maintain the worker’s earnings, seniority, and other employment rights and benefits as though the worker had not been removed. Under the Mine Act, coal miners with chest x-ray evidence of pneumoconiosis, as determined by NIOSH, are given the option of transferring to a less dusty job and maintaining their regular rate of pay.

Medical removal protection is essential; without it, the major cost of health hazards falls directly on the worker and the worker’s family in the event of illness, death, or lost wages. Without a requirement for the protection of workers’ wages and job rights, removal could easily take the form of transfer to a lower-paying job, temporary layoff, or termination. A worker who participates in the medical surveillance program might risk losing his or her livelihood. The alternative has sometimes been to resist participation and, thereby, lose the protection that surveillance offers.

An interesting leveraging effect of MRP is its role as an economic incentive for employers to comply with the workplace standards. For example, employers who do not comply with the lead standard will have a greater number of removals and thus will have higher labor costs over a long period, while employers who invest in control technology will experience savings from lowered removal costs.

**COMPLIANCE**

To comply with the PELs, employers first conduct an industrial hygiene survey, including environmental sampling. This process identifies contaminants, their sources, and the severity of exposure. The employer then devises methods to reduce exposure to permissible levels. Methods commonly employed by industrial hygienists to control exposures fall into three basic categories: engineering controls, work practice controls (including administrative controls), and personal protective equipment.

*Engineering controls* employ mechanical means or processes to redesign to reduce exposure. The contaminant may be eliminated, contained, diverted, diluted, or collected at the source. Examples of this type of control include process isolation or enclosure, such as is used in uranium fuel processing. Employee isolation or machine and process enclosure are also used to protect workers from excessive fumes or noise. Closed material-handling systems, product substitution, and exhaust ventilation are also commonly employed.

*Work practice controls* rely on employees to perform certain activities in a carefully specified manner so that exposures are reduced or eliminated. For example, employers may instruct workers to keep lids on containers, to clean up spills immediately, or to observe specific, required hygiene practices. Such work practices are often required to complement engineering controls. This is particularly true in cases where engineering controls cannot provide complete compliance with the standard. Noise hazards are often controlled by a combination of
Engineering steps and work practices limiting the amount of time workers are exposed to excessive noise levels.

Personal protective equipment controls exposure by isolating the employee from the emission source. Respirators are a common type of personal protective equipment, used when protection from an inhaled contaminant is required. Personal protective equipment is used to supplement engineering controls and work practices. Often overlooked is the great importance of personal hygiene, which includes the use of protective clothing to provide barriers to both the worker and the worker’s family, the provision for shower facilities, and the cleaning of protective clothing so that contaminants are not transferred to others.

Engineering control is the best method for effective and reliable control of worker exposure to many substances. It acts at the source of the emission and eliminates or reduces employee exposure without reliance on self-protective action by the employee. Work practices also act on the source of the emission, but rely on employee behavior, which requires supervision, motivation, and education for effectiveness. While personal protective equipment provides a cheaper alternative to engineering controls, it does so at the expense of safety and reliability. The equipment does not eliminate the source of the exposure, often fails to provide the degree of protection required (or fails to provide it with certainty in all cases), and may create additional hazards by interfering with vision, hearing, and mobility.

Individual differences in employees also affect the acceptability of personal protective equipment. For example, some employees develop infections from some ear-protection devices and respirator face pieces, and some who have impaired breathing cannot safely or comfortably use respirators. Additionally, personal protective equipment is made in standard sizes and facial configurations that may not properly fit female workers and unusually large or small workers.

OSHA should progress from a reactive, priority-setting system to one with an information-based approach. Highest priority must be given to hazards that cause irreversible adverse health effects. Court decisions have required the agency to establish a “reasonably necessary” approach, that is, determine the number of workers affected and the number protected by the new regulation. This has been translated into a risk assessment requirement. For example, OSHA’s cancer policy could be modified to increase the speed with which the particular carcinogens are regulated, with priorities shaped according to the population of the workers exposed, current exposure levels, and the potency of a substance. Consideration should be given to the ways in which these substances are used in actual operations and to the likelihood of substantial accidental exposures.

These same criteria can be applied to other health hazards. In the safety standards arena, a parallel process must occur, which should include guidance in the establishment of standards for reducing deaths due to inappropriately designed lock-out procedures, for reducing musculoskeletal injuries, and for controlling the development of stress-related diseases associated with newer technologies. Development of so-called generic standards, for example, hazard identification, reaches many workers in providing protection. These types of standards are difficult to promulgate because of the divergent industrial sectors and numerous employers coming under the regulation.

Critics of occupational safety and health standards encourage the use of theoretical economic models based on cost-benefit analysis. Common sense indicates that the numbers of workers exposed, the severity of hazards, and the technological feasibility must be considered in setting standards. These factors should be explicit in OSHA’s priority-setting processes. Precise costs and benefits, however, cannot be measured.

The costs of standards compliance can be estimated with some precision. New equipment, engineering modifications, and work practices have readily measurable costs. Industry, however, sometimes overestimates these costs by several magnitudes in their testimony against standards: actual costs for vinyl chloride standards compliance turned out to be only a fraction of those indicated in public testimony. More recently, even with the thoroughly worked and reworked estimates of the costs to comply with the cotton dust standard, it appears that costs were overestimated by both the government and industry. OSHA has never had the authority to require facilities to open their financial books in preparing economic feasibility impact studies, so it must be content with voluntarily divulged economic data.

The benefits of regulation, however, are more difficult to calculate. One cannot count all accidents that were avoided as one can number the accidents and injuries that actually occurred. One cannot precisely identify the health benefits that will accrue in 10, 20, or 30 years from provision of reduced exposures to toxic substances or carcinogens. The data for prediction do not exist, and causality mechanisms in occupational disease are too complex to be defined with the same certainty as the costs of a new ventilating system.

The largest problem with cost-benefit analysis, however, is the impossibility of weighing lives spared against the dollar costs for prevention. Workers are coming to realize that hazardous-pay differentials are in fact based on a dangerously false assumption that lives can be valued and, in effect, “prorated” on a cash basis. Public debate over regulatory costs can begin to clarify this issue and to uncover the hidden social costs of failure to regulate out of deference to faulty labor market mechanisms. These hidden social costs include not only loss of life and health of workers, but also increased incidence of illness and death among families of workers exposed to some substances such as lead and asbestos, and disruption of family and community life due to death and disability of workers and to local environmental effects of industrial contaminants.

GLOBAL STANDARDS

Particularly important for OSHA, MSHA, and NIOSH is participation in international occupational health and safety forums to achieve full awareness of available research and enforcement experience, including those of the Commission of the European Communities, the International Labor Organization, the World Health Organization, and many foreign national governments. It is critical that the United States share information internationally and encourage other nations to adopt effective health and safety standards. Without comparable standards in other countries, U.S. industries can choose to export hazardous processes such as asbestos milling or pesticide formulation. This is doubly unacceptable because it not only exposes foreign workers to hazardous conditions but would tend to export jobs along with the hazards. Indeed, the failure to participate in the global efforts for health and safety standards could lead U.S. workers backward if U.S. occupational safety and health standards are considered to be a barrier to free trade under trade agreements, for example, the North American Free Trade Agreement (NAFTA) or the Central American Free Trade Agreement (CAFTA).

CONCLUSION

Standards alone will not guarantee healthful, safe working conditions. Enforcement inspections to determine whether compliance exists are essential. Training and education of workers and employers is also necessary. Government cannot provide direct, constant enforcement of employee protection; this effort must be assisted by employer and employee participation.

Workers’ rights to a safe and healthful workplace are facilitated in part by the existence of employer standards, by federal and state enforcement activities, but most of all by the workers’ own knowledge and vigilance. The OSHA Act and Mine Act recognize this fact. These statutes reinforce the workers’ rights, with guarantees against reprisals by employers, when workers file and obtain abatement of health and safety hazards. Whether improvements come from voluntary employer action, from direct enforcement, or from labor-management negotiations, health and safety standards are essential to define the necessary levels of protection and the acceptable means of attaining them.
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Ensuring Food Safety
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INTRODUCTION

The objective of food processing and preparation is to provide safe, wholesome, and nutritious food to the consumer. The responsibilities for accomplishing this objective lie with every step in the food chain; beginning with food production on the farms, and continuing through processing, storage, distribution, retail sale, and consumption. Producing safe food is a continuum, where each party has certain obligations to meet and certain reasonable expectations of the other parties involved in the process. No single group is solely responsible for producing safe food, and no single group is without obligations in assuring the safety of food.

Food producers have a reasonable expectation that the food they or she produces will be processed in such a manner that further contamination is minimized. Food producers are an integral part of the food production system, but are not solely responsible for food safety. It is not practical to deliver fresh unprocessed food that is completely free of microorganisms, whether the food in question is of animal or plant origin. The environment in which the food is produced precludes the possibility that uncontaminated food can be grown or produced. However, appropriate methods can be utilized to reduce, to the extent possible, this level of background contamination. These methods are referred to as “Good Agricultural Practices” (GAPs).

Alternately, producers have an obligation to use these same reasonable practices to prevent hazards from entering the food chain. As an example, when dairy cattle are treated with antibiotics for mastitis, producers have an obligation to withhold milk from those animals from the normal production lot. Milk from these animals must be withheld for the specified withdrawal time, so that antibiotic residues will not occur in milk delivered to dairies. In contrast, production of salmonella-free poultry in the United States has been an elusive goal and will not occur in milk delivered to dairies. In contrast, production of salmonella-free poultry in the United States has been an elusive goal and will not occur in milk delivered to dairies.

Food processors have a reasonable expectation that the food he or she produces will be processed in such a manner that further contamination is minimized. Food processors are an integral part of the food production system, but are not solely responsible for food safety. It is not practical to deliver fresh unprocessed food that is completely free of microorganisms, whether the food in question is of animal or plant origin. The environment in which the food is produced precludes the possibility that uncontaminated food can be grown or produced. However, appropriate methods can be utilized to reduce, to the extent possible, this level of background contamination. These methods are referred to as “Good Agricultural Practices” (GAPs).

Alternately, producers have an obligation to use these same reasonable practices to prevent hazards from entering the food chain. As an example, when dairy cattle are treated with antibiotics for mastitis, producers have an obligation to withhold milk from those animals from the normal production lot. Milk from these animals must be withheld for the specified withdrawal time, so that antibiotic residues will not occur in milk delivered to dairies. In contrast, production of salmonella-free poultry in the United States has been an elusive goal and will not occur in milk delivered to dairies. In contrast, production of salmonella-free poultry in the United States has been an elusive goal and will not occur in milk delivered to dairies.

Consumers have several obligations regarding food safety. As part of the food production-to-consumption chain, consumers have similar obligations to food processors. Namely, not holding foods under unsanitary conditions prior to consumption and not adulterating foods with the addition of biological, chemical, or physical agents. Improper food handling can increase food-borne illness risks by allowing infectious bacteria to increase in numbers or by allowing for cross contamination between raw and cooked foods. In addition, consumers have an obligation to use reasonable care preparing foods for consumption, as do personnel in food service operations. As an example, consumers should cook poultry until it is “done” (internal temperature at or above 68°C) to eliminate any concerns with salmonella.

Consumer education on the basics of food safety in the home should be a priority. Every consumer should understand that food is not sterile, and the way food is handled in the kitchen may affect the health of individuals consuming it. Although our long-term goal is to reduce or eliminate food-borne disease hazards, in the near term we need to remind consumers of what some of the potential risks are and how consumers can avoid them. In the end, it is the consumer who decides what they will or will not consume.
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Bacterial agents are by far the leading cause of illness, with total numbers estimated as high as 76 million cases per year and deaths as high as 5000 annually in the United States. Costs are estimated to be $9.7 billion annually in medical expenses and lost productivity in the United States. The high incidence of food-borne disease is paralleled in other developed countries. Enteric viruses are now recognized as the leading cause of food-borne infections, although the bacteria are better known. Predominant bacterial agents are *Campylobacter* spp., *Salmonella* spp., *Shigella* spp., and *Clostridium perfringens*. Food-borne bacterial hazards are classified based on their ability to cause infections or intoxications. Food-borne infections are usually the predominant type of food-borne illness reported. Food-borne outbreaks most often occur with foods prepared at food service establishments and at home (Table 47-3). Improper holding temperatures and poor personal hygiene are the leading factors contributing to reported outbreaks (Table 47-4). Bacterial hazards are further classified based upon the severity of risk. Severe hazards are those capable of causing widespread

### COMMON FOOD-BORNE DISEASE HAZARDS

Contrary to popular consumer perception about the risk of chemicals in foods, major hazards associated with food-borne illness are clearly of biological origin. The Centers for Disease Control and Prevention (CDC) has published summaries of food-borne diseases by etiology for the years 1993 through 1997 (Table 47-1). CDC groups food-borne disease agents in four categories; bacterial, parasitic, viral, and chemical. Greater than 95% of all reported outbreaks, food-borne illnesses are caused by microorganisms or their toxins. Fully 97% of reported cases are likewise linked to a microbial source. Only around 3% of the outbreaks and less than 1% of cases can be truly linked to chemical (heavy metals, monosodium glutamate, and other chemicals) contamination of foods. Furthermore, 97% of reported deaths are due to microbial sources. These data are from reported outbreaks. CDC estimates for the actual number of cases of food-borne disease caused by microbial agents are much higher due to underreporting (Table 47-2).

#### TABLE 47-1. REPORTED FOOD-BORNE DISEASES IN THE UNITED STATES, 1993–1997

<table>
<thead>
<tr>
<th>Etiologic Agent</th>
<th>Outbreaks No.</th>
<th>%</th>
<th>Cases No.</th>
<th>%</th>
<th>Deaths No.</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Bacterial</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bacillus cereus</td>
<td>14</td>
<td>0.5</td>
<td>691</td>
<td>0.8</td>
<td>0</td>
<td>0.0</td>
</tr>
<tr>
<td>Brucella</td>
<td>1</td>
<td>0.0</td>
<td>19</td>
<td>0.0</td>
<td>0</td>
<td>0.0</td>
</tr>
<tr>
<td>Campylobacter</td>
<td>25</td>
<td>0.9</td>
<td>539</td>
<td>0.6</td>
<td>1</td>
<td>1.4</td>
</tr>
<tr>
<td>Clostridium botulinum</td>
<td>13</td>
<td>0.5</td>
<td>56</td>
<td>0.1</td>
<td>1</td>
<td>1.4</td>
</tr>
<tr>
<td>Clostridium perfringens</td>
<td>57</td>
<td>2.1</td>
<td>2772</td>
<td>3.2</td>
<td>0</td>
<td>0.0</td>
</tr>
<tr>
<td>Escherichia coli</td>
<td>84</td>
<td>3.1</td>
<td>3260</td>
<td>3.8</td>
<td>8</td>
<td>27.6</td>
</tr>
<tr>
<td>Listeria monocytogenes</td>
<td>3</td>
<td>0.1</td>
<td>100</td>
<td>0.1</td>
<td>2</td>
<td>6.9</td>
</tr>
<tr>
<td>Salmonella</td>
<td>357</td>
<td>13.0</td>
<td>32,610</td>
<td>37.9</td>
<td>13</td>
<td>44.8</td>
</tr>
<tr>
<td>Shigella</td>
<td>43</td>
<td>1.6</td>
<td>1555</td>
<td>1.8</td>
<td>0</td>
<td>0.0</td>
</tr>
<tr>
<td>Staphylococcus aureus</td>
<td>42</td>
<td>1.5</td>
<td>1413</td>
<td>1.6</td>
<td>1</td>
<td>3.4</td>
</tr>
<tr>
<td>Streptococcus, Group A</td>
<td>1</td>
<td>0.0</td>
<td>122</td>
<td>0.1</td>
<td>0</td>
<td>0.0</td>
</tr>
<tr>
<td>Streptococcus, other</td>
<td>1</td>
<td>0.0</td>
<td>6</td>
<td>0.0</td>
<td>0</td>
<td>0.0</td>
</tr>
<tr>
<td>Vibrio cholera</td>
<td>1</td>
<td>0.0</td>
<td>2</td>
<td>0.0</td>
<td>0</td>
<td>0.0</td>
</tr>
<tr>
<td>Vibrio parahaemolyticus</td>
<td>5</td>
<td>0.2</td>
<td>40</td>
<td>0.0</td>
<td>0</td>
<td>0.0</td>
</tr>
<tr>
<td>Yersinia enterocolitica</td>
<td>2</td>
<td>0.1</td>
<td>27</td>
<td>0.0</td>
<td>1</td>
<td>3.4</td>
</tr>
<tr>
<td>Other bacterial</td>
<td>6</td>
<td>0.2</td>
<td>609</td>
<td>0.7</td>
<td>1</td>
<td>3.4</td>
</tr>
<tr>
<td><strong>Total bacterial</strong></td>
<td>655</td>
<td>23.8</td>
<td>43,821</td>
<td>50.9</td>
<td>28</td>
<td>96.6</td>
</tr>
<tr>
<td><strong>Parasitic</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Giardia lamblia</td>
<td>4</td>
<td>0.1</td>
<td>45</td>
<td>0.1</td>
<td>0</td>
<td>0.0</td>
</tr>
<tr>
<td>Trichinella spiralis</td>
<td>2</td>
<td>0.1</td>
<td>19</td>
<td>0.0</td>
<td>0</td>
<td>0.0</td>
</tr>
<tr>
<td>Other parasitic</td>
<td>13</td>
<td>0.5</td>
<td>2261</td>
<td>2.6</td>
<td>0</td>
<td>0.0</td>
</tr>
<tr>
<td><strong>Total parasitic</strong></td>
<td>19</td>
<td>0.7</td>
<td>2325</td>
<td>2.7</td>
<td>0</td>
<td>0.0</td>
</tr>
<tr>
<td><strong>Viral</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hepatitis A</td>
<td>23</td>
<td>0.8</td>
<td>729</td>
<td>0.8</td>
<td>0</td>
<td>0.0</td>
</tr>
<tr>
<td>Norwalk/Norwalk-like</td>
<td>9</td>
<td>0.3</td>
<td>1233</td>
<td>1.4</td>
<td>0</td>
<td>0.0</td>
</tr>
<tr>
<td>Other viral</td>
<td>24</td>
<td>0.9</td>
<td>2104</td>
<td>2.4</td>
<td>0</td>
<td>0.0</td>
</tr>
<tr>
<td><strong>Total viral</strong></td>
<td>56</td>
<td>2.0</td>
<td>4066</td>
<td>4.7</td>
<td>0</td>
<td>0.0</td>
</tr>
<tr>
<td><strong>Chemical</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ciguatoxin</td>
<td>60</td>
<td>2.2</td>
<td>205</td>
<td>0.2</td>
<td>0</td>
<td>0.0</td>
</tr>
<tr>
<td>Heavy metals</td>
<td>4</td>
<td>0.1</td>
<td>17</td>
<td>0.0</td>
<td>0</td>
<td>0.0</td>
</tr>
<tr>
<td>Monosodium glutamate</td>
<td>1</td>
<td>0.0</td>
<td>2</td>
<td>0.0</td>
<td>0</td>
<td>0.0</td>
</tr>
<tr>
<td>Mushrooms</td>
<td>7</td>
<td>0.3</td>
<td>21</td>
<td>0.0</td>
<td>0</td>
<td>0.0</td>
</tr>
<tr>
<td>Scrombotoxin</td>
<td>69</td>
<td>2.5</td>
<td>297</td>
<td>0.3</td>
<td>0</td>
<td>0.0</td>
</tr>
<tr>
<td>Shellfish</td>
<td>1</td>
<td>0.0</td>
<td>3</td>
<td>0.0</td>
<td>0</td>
<td>0.0</td>
</tr>
<tr>
<td>Other chemical</td>
<td>6</td>
<td>0.2</td>
<td>31</td>
<td>0.0</td>
<td>0</td>
<td>0.0</td>
</tr>
<tr>
<td><strong>Total chemical</strong></td>
<td>148</td>
<td>5.4</td>
<td>576</td>
<td>0.7</td>
<td>0</td>
<td>0.0</td>
</tr>
<tr>
<td><strong>Unknown etiology</strong></td>
<td>1873</td>
<td>68.1</td>
<td>35,270</td>
<td>41.0</td>
<td>1</td>
<td>3.4</td>
</tr>
<tr>
<td><strong>Grand total</strong></td>
<td>2751</td>
<td>100.0</td>
<td>86,058</td>
<td>100.0</td>
<td>29</td>
<td>100.0</td>
</tr>
</tbody>
</table>

### TABLE 47-2. REPORTED AND ESTIMATED ILLNESSES, FREQUENCY OF FOOD-BORNE TRANSMISSION, AND HOSPITALIZATION AND CASE-FATALITY RATES FOR KNOWN FOOD-BORNE PATHOGENS, UNITED STATES

<table>
<thead>
<tr>
<th>Disease or Agent</th>
<th>Estimated Total Cases</th>
<th>% Food-Borne Transmission</th>
<th>Hospitalization Rate</th>
<th>Case-Fatality Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Bacterial</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bacillus cereus</td>
<td>27,360</td>
<td>61%</td>
<td>0.006</td>
<td>0.000</td>
</tr>
<tr>
<td>Botulism, food-borne</td>
<td>58</td>
<td>100%</td>
<td>0.800</td>
<td>0.076</td>
</tr>
<tr>
<td>Brucella spp.</td>
<td>1554</td>
<td>50%</td>
<td>0.550</td>
<td>0.050</td>
</tr>
<tr>
<td>Campylobacter spp</td>
<td>2,453,926</td>
<td>64%</td>
<td>0.102</td>
<td>0.010</td>
</tr>
<tr>
<td>Clostridium perfringens</td>
<td>248,520</td>
<td>100%</td>
<td>0.003</td>
<td>0.000</td>
</tr>
<tr>
<td>Escherichia coli O157:H7</td>
<td>73,480</td>
<td>50%</td>
<td>0.295</td>
<td>0.0083</td>
</tr>
<tr>
<td>E. coli, non-O157 STEC</td>
<td>36,740</td>
<td>60%</td>
<td>0.295</td>
<td>0.0083</td>
</tr>
<tr>
<td>E. coli, enterotoxigenic</td>
<td>79,420</td>
<td>100%</td>
<td>0.005</td>
<td>0.0001</td>
</tr>
<tr>
<td>E. coli, other diarrheogenic</td>
<td>79,420</td>
<td>60%</td>
<td>0.005</td>
<td>0.0001</td>
</tr>
<tr>
<td>Listeria monocytogenes</td>
<td>2518</td>
<td>37%</td>
<td>0.922</td>
<td>0.2000</td>
</tr>
<tr>
<td>Salmonella Typhi</td>
<td>824</td>
<td>70%</td>
<td>0.221</td>
<td>0.0078</td>
</tr>
<tr>
<td>Salmonella, nontyphoidal</td>
<td>1,412,498</td>
<td>95%</td>
<td>0.221</td>
<td>0.0078</td>
</tr>
<tr>
<td>Shigella spp.</td>
<td>1,6264</td>
<td>37%</td>
<td>0.221</td>
<td>0.0078</td>
</tr>
<tr>
<td>Staphylococcus food poisoning</td>
<td>185,060</td>
<td>100%</td>
<td>0.180</td>
<td>0.0002</td>
</tr>
<tr>
<td>Vibrio cholerae, toxigenic</td>
<td>50,920</td>
<td>80%</td>
<td>0.133</td>
<td>0.0000</td>
</tr>
<tr>
<td>V. vulnificus</td>
<td>94</td>
<td>50%</td>
<td>0.910</td>
<td>0.3900</td>
</tr>
<tr>
<td>V. cholera, other</td>
<td>7880</td>
<td>65%</td>
<td>0.126</td>
<td>0.0250</td>
</tr>
<tr>
<td>Yersinia enterocolitica</td>
<td>96,368</td>
<td>50%</td>
<td>0.242</td>
<td>0.0005</td>
</tr>
<tr>
<td><strong>Parasitic</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cryptosporidium parvum</td>
<td>300,000</td>
<td>27%</td>
<td>0.150</td>
<td>0.005</td>
</tr>
<tr>
<td>Cyclospora cayetanensis</td>
<td>16,264</td>
<td>90%</td>
<td>0.020</td>
<td>0.0005</td>
</tr>
<tr>
<td>Giardia lamblia</td>
<td>2,000,000</td>
<td>10%</td>
<td>n/a</td>
<td>n/a</td>
</tr>
<tr>
<td>Toxoplasma gondii</td>
<td>225,000</td>
<td>50%</td>
<td>n/a</td>
<td>n/a</td>
</tr>
<tr>
<td>Trichinella spiralis</td>
<td>52</td>
<td>100%</td>
<td>0.081</td>
<td>0.003</td>
</tr>
<tr>
<td><strong>Viral</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Norwalk-like viruses</td>
<td>23,000,000</td>
<td>40%</td>
<td>n/a</td>
<td>n/a</td>
</tr>
<tr>
<td>Rotavirus</td>
<td>3,900,000</td>
<td>1%</td>
<td>n/a</td>
<td>n/a</td>
</tr>
<tr>
<td>Astrovirus</td>
<td>3,900,000</td>
<td>1%</td>
<td>n/a</td>
<td>n/a</td>
</tr>
<tr>
<td>Hepatitis A</td>
<td>83,391</td>
<td>5%</td>
<td>0.130</td>
<td>0.0030</td>
</tr>
<tr>
<td><strong>Subtotal</strong></td>
<td>5,204,934</td>
<td></td>
<td>0.2000</td>
<td>0.0040</td>
</tr>
<tr>
<td><strong>Grand Total</strong></td>
<td>38,629,641</td>
<td></td>
<td>0.2000</td>
<td>0.0040</td>
</tr>
</tbody>
</table>

*Numbers in italics are estimates; others are measured.
†Data from (http://www.cdc.gov/ncidod/eid/vol5no5/mead.htm and http://www.cdc.gov/epo/mmwr/preview/mmwrhtml/ss4901a1.htm).
‡>70% of cases acquired abroad.

When investigating food-borne disease outbreaks, the most important factor is time. Prompt reporting of an outbreak is essential to identifying implicated foods and stopping potentially widespread epidemics. Initial work in the investigation should be inspection of the premises where the outbreak occurred. Look for obvious sources, including sanitation and worker hygiene. Food preparation, storage, and serving should be carefully monitored. Interview those involved in the outbreak. Obtain case histories of victims and healthy individuals. Discuss health history and work habits of food handlers. Collect appropriate specimens for laboratory analysis, including stool samples, vomitus, and swabs of rectum, nose, and skin. Attempt to collect suspect foods, including leftovers or garbage if necessary. Specific tests for pathogens or toxins will depend on potential etiological agents and food type. Analysis of data should include case histories, illness specifics (incubation time, symptoms, and duration), lab results, and attack rates. All food-borne disease outbreaks should be reported to local and state health officers and to the CDC.

### Bacterial Infections

Predominant bacterial infections transmitted via foods are salmonellosis, campylobacteriosis, yersiniosis, vibriosis, and shigellosis. Most causative agents are Gram-negative rod-shaped bacteria that are...
Table 47-3. Places Where Food-Borne Outbreaks Occurred, 1993–1997

<table>
<thead>
<tr>
<th>Place</th>
<th>Number</th>
<th>Percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Home</td>
<td>582</td>
<td>21.3</td>
</tr>
<tr>
<td>Deli, café, restaurant</td>
<td>1185</td>
<td>43.1</td>
</tr>
<tr>
<td>School</td>
<td>91</td>
<td>3.3</td>
</tr>
<tr>
<td>Picnic</td>
<td>34</td>
<td>1.2</td>
</tr>
<tr>
<td>Church</td>
<td>63</td>
<td>2.3</td>
</tr>
<tr>
<td>Other</td>
<td>664</td>
<td>24.1</td>
</tr>
<tr>
<td>Unknown</td>
<td>99</td>
<td>3.6</td>
</tr>
</tbody>
</table>


inhabitants of the intestinal tract of animals. Indeed, federal and most state regulatory agencies consider foods of animal origin (meat, poultry and eggs, fish and shellfish, and milk and dairy products) potentially hazardous foods. One look at epidemiological data confirms this suspicion. That said, fresh produce (fruits and vegetables) is increasingly being implicated in outbreaks of both bacterial and viral agents.

**Salmonellosis**

*Salmonella* resides primarily in the intestinal tract of animals (humans, birds, wild animals, farm animals, and insects). Many people are permanent, often asymptomatic, carriers. *Salmonellosis* varies with species and strain, susceptibility of host, and total number of cells ingested. Several dozen serotypes cause food-borne outbreaks. Incubation time is 24–36 hours, which may be longer or shorter. Symptoms include nausea, vomiting, abdominal pain, and diarrhea, which may be preceded by headache, fever, and chills. Weakness and prostration may occur. Duration is 1–4 days with a low mortality rate (0.1%). High-risk very young and elderly may have a considerably higher mortality rate (3.8%). The condition needed for an outbreak is the ingestion of live cells (10,000) present in the food. For high-fat foods such as chocolate, 50 cells may be a sufficient infectious dose due to protective enrobing of cells by fat allowing survival in high acid gastric fluid during intestinal transit. Foods primarily involved in outbreaks include meat, poultry, fish, eggs, and milk products. *S. enteritidis* is present in raw uncooked eggs even with sound shells. Most often, the bacterium is transferred from a raw food to a processed food via cross contamination. Control of *Salmonella* in foods can be accomplished in several ways. Avoidance of contamination by using only healthy food handlers and adequately cleaned and sanitized food contact surfaces, utensils, and equipment works best. Heat treatment of foods by cooking or pasteurization is sufficient. Hand and surface sanitation and sanitized food contact surfaces, utensils, and equipment works best. Refrigeration temperatures at or below 5°C are sufficient, as the minimum temperature for growth is 7–10°C. The prevalence of salmonellosis as a food-borne disease has prompted regulatory agencies to adopt a zero tolerance for the genus in ready-to-eat foods. Presence of the bacterium in these foods (luncheon meats, dairy products, pastries, produce, etc.) renders them unwholesome and unfit for consumptions. These foods must then be destroyed or reprocessed to eliminate the pathogen.

**Shigellosis**

Four species are associated with food-borne transmission of dysentry, *S. dysenteriae*, *S. flexneri*, *S. boydii*, and *S. sonnei.* The disease is characterized with an incubation period of 1–7 days (usually less than 4 days). Symptoms include mild diarrhea to very severe with blood, mucus, and pus. Fever, chills, and vomiting also occur. Duration is long, typically 4 days to 2 weeks. *Shigella* spp. have a very low infectious dose of around 10–200 cells. Foods most often associated with shigellosis are any that are contaminated with human fecal material, with salads frequently implicated. Control is best focused on worker hygiene and avoidance of human waste.

**Vibriosis**

Most vibrios are obligate halophiles that are found in coastal waters and estuaries. Consequently, most food-borne outbreaks are associated with consumption of raw or undercooked shellfish (oysters, crabs, shrimp) and fish (sushi or sashimi). *V. parahaemolyticus* causes most vibriosis outbreaks in developed countries and is primarily food borne. *V. cholerae* is primarily water borne, but has been associated with foods from aquatic origin. Because *V. cholerae* is halotolerant, it can survive and grow in nontoxic water. Hence, the bacterium has been spread through foods of terrestrial origin in addition to nontoxic fresh water. *V. vulnificus* is capable of causing very serious infections leading to sepsis with a high mortality rate (30–40%). This very high mortality rate is the highest of all food-borne infectious agents. Fortunately the incidence of *V. vulnificus* infections is extremely low. Consumption of raw oysters harvested from warm waters (U.S. Gulf Coast) among high-risk individuals (chronic alcoholics, severely immunocompromised) are factors involved with fatalities. Several other *Vibrio* species may be pathogenic. Incubation period for vibriosis is 2–48 hours, usually 12 hours. Symptoms include abdominal pain, watery diarrhea, usually nausea and vomiting, mild fever, chills, headache, and prostration. Duration is usually 2–5 days. Cholera typically expresses profuse rice water stools as a characterizing symptom. *V. vulnificus* infections can include septicemia and extremity cellulitis. Prevention of vibriosis includes cooking shellfish and fish, harvesting shellfish from approved waters, preventing cross contamination, and chilling foods to less than 10°C.

**Escherichia coli**

There are six pathogenic types of *E. coli* associated with food-borne illness. The infectious dose for most strains is high (10⁶–10⁸ cells), although enterohemorrhagic strains may be much lower (2–45 cells). Enteropathogenic (EPEC) strains are serious in developing countries but rare in the United States. These strains are a leading cause of neonatal diarrhea in hospitals. Likewise, diffusely adherent (DAEC) and enterogregarive (EAE) *E. coli* strains are associated with childhood diarrhea. Enteroinvasive (EIEC) strains have an incubation period of 8–24 hours, with 11 hours most often seen. Symptoms are similar to *Shigella* infections, with bloody diarrhea lasting for several days. Enterotoxicigenic (ETEC) strains are a notable cause of traveler’s diarrhea. Onset for illness by these strains is 8–44 hours, 26 hours normal. Symptoms are similar to cholera, with watery diarrhea, rice water stools, shock, and maybe vomiting lasting a short 24–30 hours. Enterohemorrhagic or verotoxigenic strains (HEC) are the most serious *E. coli* found in foods, especially in developed countries. *E. coli* O157:H7 is the predominant serotype among these shiga-like toxin-producing bacteria, although other serotypes are found. EHEC strains cause three syndromes. Hemolytic uremic syndrome is the first symptom usually seen. Hemolytic uremic syndrome is the first symptom usually seen.
 Clostridium perfringens  
C. perfringens is a moderate thermophile showing optimal growth at 43–47°C, with a maximum of 55°C.37 Large numbers of viable cells (>10^9) must be consumed, which then pass through the stomach into the intestine. The abrupt change in pH from stomach to intestine causes sporulation to occur, which releases an enterotoxin. Furthermore, the bacterium can grow in the intestine leading to a toxicoinfection. The illness is characterized by an incubation period of 6–24 hours. Symptoms are abdominal pain, diarrhea, and gas. A cardinal symptom is explosive diarrhea. Fever, nausea, and vomiting are rare. Duration is short, 12–24 hours. Because of the large infectious dose, foods often associated with outbreaks are cooked meats and poultry that have been poorly cooked food to less than 7°C, holding hot foods at greater than 60°C, and reheating leftovers to greater than 71°C.

Other Bacterial Food-Borne Infections  
Many other bacteria have been linked to food-borne diseases including  
*Plesiomonas shigelloides* (raw seafood), *Aeromonas hydrophila* (raw seafood), *Arizona hisshuaitai* (poultry), *Streptococcus pyogenes* (milk, eggs), and perhaps *Enterococcus faecalis*.24 Their contribution to food-borne illness appears to be minimal, but they may contribute to opportunistic infections.

Nonbacterial Food-Borne Infections  
Numerous infectious viruses and parasitic worms are capable of caus- 
ing food-borne illness. All are easily controlled by proper heat treat- 
ment of foods. Difficulty with laboratory confirmation of viral agents 
causes of food-borne illness leads to probable underreporting.29,30

Infectious Hepatitis  
Hepatitis A virus is a fairly common infectious agent having an incu- 
bation period of 10–50 days, mean of 4 weeks.31 Symptoms include loss of appetite, fever, malaise, nausea, anorexia, and abdominal dis- 
tress. Approximately 50% of cases develop jaundice that may lead to 
serious liver damage. The duration is several weeks to months. The 
infectious dose is quite low, less than 100 particles. The long incuba-
tion period and duration of the disease mean that affected individuals 
will shed virus for a prolonged period. Foods handled by an infected 
worker or those that come in contact with human feces are likely vehi- 
cles (raw shellfish, salads, sandwiches, and fruits). Filter-feeding 
mollusks concentrate virus particles from polluted waters. Control is 
achieved by cooking food, stressing personal hygiene, and by avoid-
ing shellfish harvested from polluted waters.

Enteroviruses  
Noroviruses in the calicivirus family (Coxsackie, ECHO, Norwalk, 
Rotavirus, Astrovirus, Calicivirus, Parvovirus, and Adenovirus) are 
now considered the leading cause of food-borne gastroenteritis in the 
United States.3 Other viruses most certainly are involved but our abil- 
ity to isolate them from infected consumers and foods is limited. Incu-
bation period is typical for infectious organisms, 27–72 hours.31 
Symptoms are usually mild and self-limiting and include fever, 
headache, abdominal pain, vomiting, and diarrhea. Duration is from 
1–6 days. The infectious dose for these agents is thought to be very 
low, 1–10 particles. Foods associated with transmission of viral agents 
are raw shellfish, vegetables, fruits, and salads. Control is primarily 
achieved by cooking and personal hygiene.
Parasites

Nematodes (roundworms) linked to food-borne illness in humans include Trichinella spiralis, Ascaris lumbricoides, Trichuris trichiura, Enterobius vermicularis, Anisakis spp., and Pseudoterranova spp. T. spiralis can invade skeletal muscle and cause damage to vital organs leading to fatalities. Incubation period of trichinosis is 2–28 days, usually 9 days. Symptoms include nausea, vomiting, diarrhea, muscle pains, and fever. Several days duration is common. Foods linked to the disease are raw or undercooked pork and wild game meat (beaver, bear, and boar). Control in pork is accomplished by (a) cooking to 60°C for 1 minute, (b) freezing at −15°C for 20 days, −23°C for 10 days, or −30°C for 6 days, or (c) following USDA recommendations for salting, drying, and smoking sausages or other cured pork products. Anisakis simplex and Pseudoterranova decipiens are found in fish and are potential problems for consumers of raw fish. The incubation period is several days with irritation of throat and digestive tract as primary symptoms. Control of these nematodes is by thoroughly cooking fish or by freezing fish prior to presenting for raw consumption. A. lumbricoides is commonly transmitted by use of improperly treated hand-food contact. Refrigeration below 5°C is a few days to weeks leading to diarrhea. Duration can be several weeks, with chronic infections lasting months to years. Those foods that contacted feces or contaminated water are common vehicles. Control is best achieved by proper personal hygiene and water and sewage treatment.

Cestoda (tapeworms) are common in developing countries. Examples include Taenia saginata (raw beef), Taenia solium (raw pork), and Diphyllobothrium latum (raw fish). Incubation period is 10 days to several weeks with usually mild symptoms including abdominal cramps, flatulence, and diarrhea. In severe cases weight loss can be extreme. Control methods are limited to cooking and freezing. Salting has been suggested as an additional control technique.

Protozoa cause a large number of food-borne and waterborne outbreaks each year. Entamoeba histolytica, Toxoplasma gondii, Cyclospora cayetanensis, Cryptosporidium parvum, and Giardia lamblia cause dysentery-like illness that can be fatal. Incubation period is a few days to weeks leading to diarrhea. Duration can be several weeks, with chronic infections lasting months to years. Those foods that contacted feces or contaminated water are common vehicles. Control is best achieved by proper personal hygiene and water and sewage treatment.

Prions

Prions are small proteins found in animal nervous tissues (brain, spinal cord). They are capable of forming holes in brains of affected animals leading to neurological deficits. In cattle, prions are associated with bovine spongiform encephalopathy (BSE), and consumers of beef from affected animals are at risk of obtaining the human form of the disease called variant Creutzfeldt-Jakob disease (vCJD). Although this link is tenuous, a few human cases in Europe are thought to be based on consumption of contaminated nervous tissue in beef. The disease is characterized by progressive brain dysfunction ultimately leading to death. Little is known about the incubation period or the infectious dose, as this is a newly emerged condition. Meat and milk from affected animals are not considered a transmission risk.

Staphylococcus aureus enterotoxin

Certain strains of S. aureus produce a heat-stable enterotoxin that is resistant to denaturation during thermal processing (cooking, canning, pasteurization). The bacterium is salt (10–20% NaCl) and nitrite tolerant, which enables survival in cured meat products (lunchmeat meats, hams, sausages, etc.). Conditions that favor optimum growth favor toxin production, that is, high protein and starch foods. S. aureus competes poorly with other microorganisms, so if competitors are removed by cooking and S. aureus is introduced, noncompetitive proliferation is possible. The toxin affects the vagus nerve in the stomach causing uncontrolled vomiting shortly after consumption (1–6 hours). Other symptoms include nausea, retching, severe abdominal cramps, and diarrhea, which clear in 12–48 hours. Fortunately, fatalities are rare. Sources of the bacterium are usually from nasal passages, skin, and wound infections of food handlers. Hence, suspect foods are those rich in nutrients, high in salt, and those that are handled, with ham, salami, cream-filled pastries, and cooked poultry common vehicles. Control is accomplished by preventing contamination, personal hygiene, and no hand-food contact. Refrigeration below 5°C prevents multiplication, and heating foods to greater than 60°C will not destroy the toxin but will kill the bacterium. Proliferation of the bacterium is possible in the 5–40°C range. Problems with the bacterium occur most frequently with foods prepared at home or at food service establishments, where gross temperature abuse has occurred.

 Bacillus cereus enterotoxin

This spore-forming bacterium produces a cell-associated endotoxin that is released when cells lyse upon entering the digestive tract. There are two distinct types of disease syndromes seen with this bacterium. The diarrheal syndrome occurs 8–16 hours after consumption. Symptoms include abdominal pain and watery diarrhea, with vomiting and nausea rarely seen. Duration is a short 12–24 hours. Foods linked to transmission of this syndrome are pudding, sauces, custards, soups, cream-filled pastries, and cooked poultry common vehicles. The second, emetic syndrome is similar to S. aureus intoxication. The incubation period is very short, 1–5 hours. Symptoms commonly are nausea and vomiting, with rare occurrence of diarrhea. Duration again is short, less than 1 day. This syndrome is commonly linked to consumption of fried rice in Oriental restaurants. Other foods include mashed potatoes and pasta. The infectious dose for both is thought to be at least 500,000. Because the bacterium forms spores, prevention of outbreaks is by proper temperature control. Hot foods should be held at greater than 65°C, leftovers should be reheated to greater than 72°C, and chilled foods should be quickly cooled to less than 10°C.

Botulism

This rare disease is caused by consumption of neurotoxins produced by Clostridium botulinum. This spore-forming bacterium grows anaerobically and sometimes produces gas that can swell improperly processed canned foods. The bacterium produces several types of neurotoxins that are differentiated serologically. The toxins are heat-labile exotoxins. Two main food-poisoning groups (proteolytic and nonproteolytic) are found in nature. Nonproteolytic strains can be psychrotrophic and grow at refrigeration temperatures without the food showing obvious signs of spoilage (no swollen cans or off odor). Incubation period is 12–48 hours, but may be shorter or longer. Early symptoms, which may be absent, include nausea, vomiting, and occasionally diarrhea. Other symptoms are dizziness, fatigue, headache, constipation, blurred vision, double vision, difficulty in swallowing, breathing, and speaking, dry mouth and throat, and swollen tongue. Later, paralysis of muscles followed by the heart and respiratory system can lead to death due to respiratory failure. Duration is 3–6 days for fatal cases, several months for nonfatal cases. Treatment of suspect cases is by immediate administration of antiserum, which can be useful if given early. Respiratory assistance is usually required.

Foods frequently linked to botulism are inadequately home-canned foods, primarily low-acid vegetables, preserved meats, and fish (more
common in Europe), cooked onions, and leftover baked potatoes. The bacterium generally will not grow at a pH of less than 4.6 or at a water activity below 0.65. Thus, high-acid foods, like tomatoes and some fruits, generally are safer than low-acid foods, like corn, green beans, peas, muscle foods, etc. Control is by applying a minimum botulinum cook (12 D) to all thermally processed foods held in hermetically sealed containers. Each particle of food must reach 120°C (and be held at that temperature for 3 minutes to reach a 12 D process). Consumers should reject swollen or putrid cans of food. Properly cured meats (ham, bacon, luncheon meats) should not support growth and toxin production by the bacterium.

A related illness caused by *C. botulinum* is infant botulism. The bacterium can colonize and grow in the intestinal tract of some newborn infants who have not developed a desirable competing microflora. The toxin is then slowly released in the intestines leading to weakness, lack of sucking, and limpness. Evidence suggests that infant botulism may be associated with sudden infant death syndrome. Consumption of honey by young infants has been linked to this type of disease.

### CHEMICAL INTOXICATIONS

Chemical hazards are minimally important as etiological agents of food-borne disease (Table 47-1). It should be noted that a number of chemicals, whether naturally occurring or intentionally added, have tolerance limits in foods. These limits are published in the Code of Federal Regulations, Title 21. Informal limits are available through FDA Compliance Policy Guidelines (Center for Food Safety and Applied Nutrition, Washington, D.C.). Prohibited substances (CFR 21, Part 189) are not allowed in human foods either because they have been shown to be a public health risk or because they have not been shown to be safe using sound scientific data. Safe food additives are often times referred to as Generally Recognized as Safe (GRAS) substances. There are no documented occurrences of food-borne disease associated with the proper use of insecticides, herbicides, fungicides, fertilizers, food additives, package material migration chemicals, and other industrial use chemicals.

Most human-made chemicals associated with food-borne disease and their way into foods by nonintentional means of accidental or inadvertent contamination with heavy metals, detergents, or sanitizers can occur. Although infrequently reported to CDC, most chemical intoxications are likely to be short in duration with mild symptoms. CDC does not attempt to link exposure to these chemicals with chronic diseases. There are measurable levels of pesticides, herbicides, fungicides, fertilizers, and veterinary drugs and antibiotics in most foods. In the vast majority of instances where these residues are found, levels are well below tolerance. Heavy metal poisonings have occurred primarily due to leaching of lead, copper, tin, zinc, or cadmium from containers or utensils in contact with acidic foods. Although usually considered minor contributors to human illness, toxic chemicals in foods may be significant contributors to morbidity and mortality of consumers. A number of toxic chemicals found in foods are of microbial origin. For example, mycotoxins are secondary metabolites produced by fungi. The aflatoxins were the first fungal metabolite in foods regulated by the U.S. government. Grains and nut products are common carriers of these and other mold toxins. Other fungal toxins not associated with microscopic molds include toxic alkaloids associated with certain mushrooms. In this case, direct consumption of wild mushrooms that are frequently consumed with edible domesticated species can lead to acute toxicity. There are no current food processing or sanitation methods that can render these mushrooms acceptable as human food.

A number of seafood toxins are naturally associated with shellfish and some predatory reef fish. Again, the ultimate cause of these intoxications is traced to the presence of microorganisms. Under favorable environmental conditions, populations of planktonic algae (dinoflagellates) are high (algal bloom) in shellfish-growing waters. The algae are removed from the water column during filter feeding of molluscan shellfish (oysters, clams, mussels, cockles, and scallops). The shellfish then concentrate the algae and associated toxins in their edible flesh. Four primary shellfish intoxications have been identified: amnesic shellfish poisoning (ASP), diarrhetic shellfish poisoning (DSP), neurotoxic shellfish poisoning (NSP), and paralytic shellfish poisoning (PSP). ASP has been linked to mussels, DSP with mussels, oysters, and scallops, NSP with oysters and clams, and PSP with all mentioned shellfish. Control of shellfish toxins is best accomplished by monitoring harvest waters for the toxic algae. Postharvest control is not presently possible; however, depuration or relaying may be of some use.

Some marine fish harvested from temperate or tropical climates may contain toxic chemicals. Scombroid fish (anchovy, herrings, mackerel, bluefish, and amberjack) under temperature abuse during storage can support growth of bacteria that produce histidine decarboxylase. This enzyme releases free histamine from the fish tissues. High histamine levels lead to an allergic response among susceptible consumers. Prompt and continued refrigeration of these fish after harvesting will limit microbial growth and enzyme activity. Fish most often associated with histamine scombrotoxicty are mahi mahi, tuna, mackerel, bluefish, and amberjack. Another form of naturally occurring chemical food poisoning found in tropical and subtropical fish is ciguatera. Like shellfish toxicity, ciguatera results when fish bioconcentrate dinoflagellate toxins through the food chain. Thus, large predatory fish at the top of the food chain can accumulate enough toxin to give a paralysis-type response among consumers. Fish associated with ciguatera poisoning are grouper, barracuda, snapper, jack, mackerel, and triggerfish. Again, monitoring of harvest waters is the essential control step to avoid human illness.

### PHYSICAL HAZARDS

Consumers frequently report physical defects with foods, of which presence of foreign objects predominate. Glass is the leading object consumers report and is evidence of manufacturing or distribution error. Most physical hazards are not particularly dangerous to the consumer, but their obvious presence in a food is disconcerting. Most injuries are cuts, choking, and broken teeth. Control of physical hazards in foods is often difficult, especially when these hazards are a normal constituent of the food, such as bones and shells. Good manufacturing practices (GMPs) and employee awareness are the best measures to prevent physical hazards. Metal detectors and x-ray machines may be installed where appropriate.

### ADMINISTRATIVE REGULATION

Several regulatory groups are involved in the regulation of food safety and quality standards, from local and state agencies to international agencies. Since there is tremendous variation within and between local and state agencies, this discussion will be confined to the national and international agencies that regulate food. At the national level, two federal agencies regulate the vast majority of food produced and consumed in the United States; namely, the U.S. Department of Agriculture (USDA) and the Food and Drug Administration (FDA).

**U.S. Department of Agriculture**

USDA has responsibility for certification, grading, and inspection of all agricultural products. All federally inspected meat and meat products, including animals, facilities, and procedures, are covered under a series of meat inspection laws that began in 1906 and have been modified on several different occasions, culminating in the latest revisions in 1996. These laws cover only meat that is in interstate commerce, leaving the legal jurisdiction of intrastate meats to individual states. In the states that do have state-inspected meats, in addition to federally inspected meats, the regulations require that the state inspection program be “equivalent” to the federal program. Key elements in meat inspection are examination of live animals for obvious signs of...
clinical illness and examination of gross pathology of carcasses and
viscera for evidence of transmissible diseases. The newest regulations
also require the implementation of an HACCP system and microbi-
ological testing of carcasses after chilling. Eggs and egg products are
also covered by USDA inspection under the Egg Products Inspection
Act of 1970. This act mandates inspection of egg products at all
phases of production and processing. USDA inspection of meat pro-
cessing is continuous; that is, products cannot be processed without an
inspector or inspectors present to verify the operation.

U.S. Food and Drug Administration

FDA has responsibility for ensuring that foods are wholesome and safe,
and have been stored under sanitary conditions, as outlined by the
Food Drug and Cosmetic Act of 1938. This act has been amended to
include food additives, packaging, and labeling. The last two issues
relate not only to product safety and wholesomeness, but also to nutri-
tional labeling and economic fraud. FDA is also empowered to act if
pesticide residues exceed tolerances set by the U.S. Environmental
Protection Agency. Unlike USDA inspection, FDA inspection is dis-
continuous, with food-processing plants being required to maintain
their own quality control records while inspectors themselves make
random visits to facilities.

Milk Sanitation

Perhaps one of the greatest public health success stories of the twen-
tyth century has been the pasteurization of milk. The U.S. Public
Health Service drafted a model milk ordinance in 1924, which has
been adopted by most local and state regulatory authorities and has
become known as the Grade A PMO (Pasteurized Grade A Milk
Ordinance). This ordinance covers all phases of milk production,
including but not limited to animal health, design and construction of
milk-processing facilities, equipment, and most importantly, the pas-
teurization process itself. The PMO sets quality standards for both raw
and processed milk, in the form of cooling requirements and bacteri-
ological populations. The PMO also standardizes the pasteurization
requirements for fluid milk, which insures that bacteria of public
health significance will not survive in the finished product. From a
historical perspective, it is interesting to note that neither the public
nor the industry initially embraced pasteurization, but that constant
pressure from public health officials finally succeeded in making this
important advance in public health almost universal.

International Administration

The Codex Alimentarius Commission, created by the Food and Agri-
culture Organization and the World Health Organization, has the
daunting task of implementing food standards on an international
scale. These standards apply to both general and specific food catego-
ries and also set limits for pesticide residues in foods. Acceptance
of these standards is voluntary and at the discretion of individual gov-
ernments, but acceptance of the standards requires that the country
applies them equally to both domestically produced and imported
products. The importance of international standards is growing daily
as international trade in food expands. Many countries find that they
are both importing and exporting foods, and a common set of stan-
dards is critical in establishing trade without the presence of nontar-
iff trade barriers.

Prerequisite Programs

In order to achieve the goal of producing a safe food product, food
processors should have in place a variety of fundamental programs
covering the general operation of the process and the processing
facility. These programs are considered “prerequisites,” as without these
basic programs in place, it is impossible to produce safe and wholesome
foods, irrespective of the available technology, inspection process, or
microbiological testing. These prerequisite programs fall generally under
the term “good manufacturing practices,” but also include sanitation,
equipment and facility design, personal hygiene issues, and pest control.

Good Manufacturing Practices

GMPs cover a broad range of activities with the food-processing
establishment. Although there is general guidance in the Code of Fed-
eral Regulations, GMPs are established by the food processor, and
are specific to their own operation. There is also general guidance on
GMPs available from a variety of organizations representing specific
commodities or trades. Specific applications of GMPs are discussed
in the following sections, but GMPs also apply to activities that affect
not only the safety of the product, but also the quality. As an example,
a refrigerated holding or storage temperature may be set by a GMP at
a point below that which is actually required for product safety, but is
set at that point for product quality reasons. Conversely, if a raw mate-
rial or partially manufactured product, which under normal circum-
stances would be kept refrigerated, were subsequently found to be at a
higher temperature, it would be deemed to be out of compliance with
the GMP.

GMPs may also focus on the actual production processes and
controls within those processes. GMPs may be viewed as rules that
assure fitness of raw materials and ingredients, rules that maintain the
integrity of processed foods, and rules to protect the finished product
(foods) from deterioration during storage and distribution. Other
GMPs may address the presence of foreign materials in the process-
ing area, such as tramp metal from equipment maintenance or bro-
ken glass from a shattered light bulb. These GMPs are established to
provide employees with specific guidance as to the company’s
procedures for addressing certain uncommon but unavoidable issues.

While GMPs, by their nature, cover broad areas of operation, the
individual GMP is usually quite specific, presenting complete infor-
mation in a logical, stepwise fashion. An employee should be able to
retrieve a written GMP from a file, and should be able to perform the
required GMP function with little or no interpretation of the written
material.

Training and Personal Hygiene

Personnel who are actually involved in food-processing operations
should also understand the necessity for proper cleaning and sanita-
tion, and not simply rely on the sanitation crew to take care of all
issues. In addition, all employees must be aware of basic issues of
personal hygiene, especially when they are in direct contact with food
or food-processing equipment. Some key elements, such as hand
washing and clean clothing and gloves, should be reemphasized on a
regular basis. An important aspect of this is an emphasis on no
“bare-handed” contact with the edible product, using utensils or
gloves to prevent this from occurring. This information has been out-
lined by the U. S. Food and Drug Administration in the Good Manu-

Pest Control

Pests, such as insects and rodents, present both physical as well as bio-
logical hazards. While the consumer would undoubtedly object to the
proverbial “fly in the soup,” the concerns with the introduction of bio-
logical hazards into the foods by pests are even greater. Integrated Pest
Management (IPM) includes the physical and mechanical methods of
controlling pests within the food-processing environment and the sur-
rounding premises. At a minimum, the processing environment and
the area surrounding the processing plant should be evaluated by a
competent inspector for both the types of pests likely to be present,
and the potential harborage for such pests. A comprehensive pro-
gram should be established that addresses flying insects, crawling
insects, and rodents, the objective being to prevent access to the pro-
cessing environment. Given that it is impossible to completely deny
pest access to the processing environment, internal measures should be taken to reduce the numbers of any pests that enter the processing area. Since it is undesirable to have poisonous chemicals in areas surrounding actual food production, active pest-reduction methods should be mechanical in nature (traps, insect electrocutors, etc.).

Record keeping is an important aspect of pest management. Documentation of pest management activities should include maps and maintenance schedules for rodent stations, bait stations, insect electrocutors, an inventory of pesticides on the premises, and reports of inspections and corrective actions. There should be standard operating procedures for applying pesticides, and they should only be applied by properly trained individuals. Many food-processing establishments contract with external pest control operators to address their pest control needs.

**SANITATION**

Sanitation is the fundamental program for all food-processing operations, irrespective of whether they are converting raw products into processed food or preparing food for final consumption. Sanitation impacts all attributes of processed foods, from organoleptic properties of the food to the safety and quality of the food itself. From a food processor’s perspective, an effective sanitation program is essential to producing quality foods with reasonable shelf lives. Without an effective program, even the best operational management and technology will ultimately fail to deliver the quality product that consumers demand.

Sanitation programs are all-encompassing, focusing not only on the details of soil types and chemicals, but on the broader environmental issues of equipment and processing-plant design. Many foodborne microorganisms, both spoilage organisms and bacteria of public health significance, can be transferred from the plant environment to the food itself. Perhaps one of the most serious of these microorganisms came to national and international attention in the mid-1980s, when *Listeria monocytogenes* was found in processed dairy products. *Listeria* was considered to be a relatively minor veterinary pathogen until that time, and not even considered a potential food-borne agent. However, subsequent research demonstrated that *L. monocytogenes* was a serious human health concern, and more importantly was found to be widely distributed in nature. In many food-processing plants, *Listeria* were found to be in the general plant environment, and subsequent efforts have been made to improve plant sanitation, through facility and equipment design as well as focusing more attention on basic cleaning and sanitation.

**Sanitary Facility Design**

Some of the basic considerations of food-processing facility design include the physical separation of raw and processed products, adequate storage areas for nonfood items (such as packaging materials), and a physical layout that minimizes employee traffic between raw and processed areas. While these considerations are easily addressed in newly constructed facilities, they may present challenges in older facilities that have been renovated or added on to. Exposed surfaces, such as floors, walls, and ceilings, in the processing area should be constructed of material that allows for thorough cleaning. Although these surfaces are not direct food contact surfaces, they contribute to overall environmental contamination in the processing area. These surfaces are particularly important in areas where food is open to the environment, and the potential for contamination is greater when temperature differences in the environment result in condensation. As an example, a large open cooking kettle will generate some steam that may condense on surfaces above the kettle. This condensate may, without proper design and sanitation, drip back down into the product carrying any dirt and dust from overhead surfaces back into the food. Other obvious considerations are basic facility maintenance as well as insect and rodent control programs, as all of these factors may contribute to contamination of food.

**Sanitary Equipment Design**

Many of the same considerations for sanitary plant design also apply to the design of food-processing equipment. Irrespective of its function, processing equipment must protect food from external contamination and from undue conditions that will allow existing bacteria to grow. The issue of condensate as a form of external contamination has already been raised. Opportunities for existing bacteria to reproduce may be found in the so-called “dead spaces” within some equipment. These areas can allow food to accumulate over time under conditions that allow bacteria to grow. These areas then become a constant inoculation source for additional product as it moves through the equipment, increasing the bacteriological population within the food. Other considerations of food equipment design include avoiding construction techniques that may allow product to become trapped within small areas of the equipment, creating the same situation that occurs in the larger dead spaces within the equipment. As an example, lap seams that are tack welded provide ample space for product to become trapped. Not only does this create a location for bacteria to grow and contaminate the food product, it also creates a point on the equipment that is difficult if not impossible to clean.

**Cleaning and Sanitizing Procedures**

Cleaning and sanitizing processes can be generically divided into five separate steps that apply to any sanitation task. The first step is removal of residual food, waste materials, and debris. This is frequently referred to as a “dry” cleanup. The dry cleanup is followed by a rinse with warm (48–55°C) water to remove material that is only loosely attached to surfaces and to hydrate material that is more firmly attached to surfaces. Actual cleaning follows the warm water rinse, which usually involves the application of cleaning chemicals and some form of scrubbing force, either with mechanical brushes or with high-pressure hoses. The nature of the residual food material will determine the type of cleaning compound applied. After this, surfaces are rinsed and inspected for visual cleanliness. At this point, the cleaning process is repeated on any areas that require further attention. Carbonylates and lipids can generally be removed with warm to hot water and sufficient mechanical scrubbing. Proteins require the use of alkaline cleaners, while mineral deposits can be removed with acid cleaners. Commercially available cleaning compounds generally contain materials to clean the specific type of food residue of concern, as well as surfactants and, as necessary, sequesterants that allow cleaners to function more effectively in hard water.

When surfaces are visually clean, a sanitizer is applied to reduce or eliminate remaining bacteriological contamination. Inadequately cleaned equipment cannot be sanitized, as the residual food material will protect bacteria from the sanitizer. One of the most common sanitizing agents widely used in small- and medium-sized processing facilities is hot water. Most regulatory agencies require that when hot water is used as the sole method of sanitization, the temperature must be at or above 85°C. While heat sanitization in effective, it is not as economical as chemical sanitizers because of the energy costs required to maintain the appropriate temperature. Chlorine containing sanitizers are economical and effective against a wide range of bacterial species, and are widely used in the food industry. Typically, the concentrations of chlorine applied to equipment and surfaces are in the 150–200 parts per million range. Chlorine sanitizers are corrosive and can, if improperly handled, release chlorine gas into the environment.

Iodine-containing sanitizers are less corrosive than chlorine sanitizers, but are also somewhat less effective. These sanitizers must be used at slightly acidic pH values to allow for the release of free iodine. The amber color of iodine sanitizers can give an approximate indication of concentration, but can also leave residual stains on treated surfaces. Quaternary ammonium compounds (QACs) are noncorrosive and demonstrate effective bactericidal action against a wide range of microorganisms. These sanitizers are generally more costly and not as effective as chlorine compounds, but they are stable and provide residual antimicrobial activity on sanitized surfaces. Food-processing plants
will frequently alternate between chlorine and QAC sanitizers to prevent development of resistant bacterial populations or will use chlorine sanitizers on regular production days and then apply QACs during periods when the facility is not operating (for example, over a weekend).

Another element in food plant sanitation programs is the personnel who perform the sanitation operations as well as the employees who work in the processing area. Sanitation personnel should be adequately trained to understand the importance of their function in the overall facility operation in addition to the training necessary to properly use the chemicals and equipment necessary for them to perform their duties.

**HAZARD ANALYSIS CRITICAL CONTROL POINT SYSTEM (HACCP)**

The basic concept of HACCP was developed in the late 1950s and early 1960s as a joint effort to produce food for the manned space program. The U.S. Air Force Space Laboratory Project Group, the U.S. Army Natick Laboratories, and the National Aeronautics and Space Administration contributed to the development of the process, as did the Pillsbury Company, which had a major role in developing and producing the actual food products. Since that time, the HACCP system has evolved and been refined, but still focuses on the original goal of producing food that is safe for consumption.57

Since development, HACCP principles have been used in many different ways. However, recent interest in the system has been driven by changes in the regulatory agencies, specifically the U.S. Department of Agriculture—Food Safety and Inspection Service (USDA-FSIS), and the U.S. Food and Drug Administration. USDA-FSIS recently revised the regulations that govern meat inspection to move all federally inspected meat plants to an HACCP-based system of production and inspection.43 FDA has also changed the regulations for fish and seafood, again moving this to an HACCP-based system for production.48 It is likely, given current trends by federal agencies, that most commercially produced foods will be produced under HACCP.

Prior to the implementation of HACCP, a review should be conducted of all existing prerequisite programs. Deficiencies in these programs should be addressed prior to the implementation of HACCP, because an HACCP plan presumes that these basic programs are fully functional and effective. Development of an HACCP plan begins with the formation of an HACCP team.49 Individuals on this team should represent diverse sections within a given operation, from purchasing to sanitation. The team is then responsible for development of the plan. Initial tasks that the team must accomplish are to identify the food and method of distribution, and to identify the consumer and intended use of the food. Having done this, the HACCP team should construct a flow diagram of the process and verify that this diagram is accurate.

The development of an HACCP plan is based on seven principles or steps in logical order (Table 47-5).50 With the flow diagram as a reference point, the first principle or step is to conduct a hazard analysis of the process. The HACCP team identifies all biological, chemical, and physical hazards that may occur at each step during the process. Once the list is completed, it is reviewed to determine the relative risk of each potential hazard, which helps identify significant hazards. Risk is the interaction of “likelihood of occurrence” with the severity of occurrence.” As an extreme example, a sudden structural failure in the building could potentially contaminate any exposed food with foreign material. However, likelihood of the occurrence of such an event is small. In contrast, if exposed food is held directly below surfaces that are frequently covered with condensate, then the likelihood of condensate dripping on exposed food is considerably higher. An important point in the determination of significant hazards is a written explanation by the HACCP team regarding how the determination of “significant” was made. This documentation can provide a valuable reference in the future, when processing methods change or when new equipment is added to the production line.

The second principle in the development of an HACCP plan is the identification of critical control points (CCPs) within the system.

**TABLE 47-5. SEVEN HACCP PRINCIPLES**

<table>
<thead>
<tr>
<th>Principle</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hazard analysis</td>
</tr>
<tr>
<td>Identify critical control points (CCP)</td>
</tr>
<tr>
<td>Establish critical limits for each CCP</td>
</tr>
<tr>
<td>Monitor CCP</td>
</tr>
<tr>
<td>Establish corrective action</td>
</tr>
<tr>
<td>Verification</td>
</tr>
<tr>
<td>Record keeping</td>
</tr>
</tbody>
</table>
A CCP is a point, step, or procedure where control can be applied and a food safety hazard can be prevented, eliminated, or reduced to acceptable levels. An example of a CCP is the terminal heat process applied when properly conducted according to FDA guidelines, effectively eliminates a potential food safety hazard, *Clostridium botulinum*. Once CCPs have been identified, the third principle in the development of an HACCP plan is to establish critical limits for each CCP. These limits are not necessarily the ideal processing parameters, but the minimum acceptable levels required to maintain the safety of the product. Again, in the example of a canned food, the critical limit is the minimum time and temperature relationship to insure that each has met the appropriate standards required by FDA.

The fourth principle, following in logical order, is to establish appropriate monitoring requirements for each critical control point. The intent of monitoring is to insure that critical limits are being met at each critical control point. Monitoring may be on a continuous or discontinuous basis. Presence of a physical hazard, such as metal, can be monitored continuously by passing all of the food produced through a metal detector. Alternately, presence of foreign material can be monitored on a continuous basis by visual inspection. Discontinuous inspection may involve taking analytical measurements, such as temperature or pH, at designated intervals during the production day. Some analytical measurements can be made on a continuous basis by the use of data-recording equipment, but it is essential that continuous measures be checked periodically by production personnel.

The fifth principle in the development of an HACCP plan is to establish appropriate corrective actions for occasions when critical limits are not met. Corrective actions must address the necessary steps to correct the process that is out of control (such as increasing the temperature on an oven) as well as address disposition of the product that was made while the process was out of control. A literal interpretation of the HACCP system and a CCP is that when a CCP fails to meet the critical limits, then the food product is potentially unsafe for human consumption. As a result, food produced while the CCP was not under control cannot be put into the normal distribution chain without corrective actions being taken to that product. Typically, this means that the product must be either reworked or destroyed, depending on the nature of the process and the volume of product that was produced while the CCP was out of control. This argues for frequent monitoring, so that the actual volume of product produced during each monitoring interval is relatively small.

The sixth principle in the development of an HACCP plan is verification. Verification can take many forms. Microbiological tests of finished products can be performed to evaluate the effectiveness of an HACCP plan. Alternately, external auditors can be used to evaluate all parts of the HACCP plan, to insure that the stated goals and objectives are being met. An HACCP plan must also be periodically reviewed and updated, to reflect changes in production methods and use of different equipment. Another critical aspect of verification is education of new employees on the HACCP plan itself. As HACCP is phased in to many food-processing environments, many employees who are unfamiliar with the concepts and goals of HACCP will have to be educated on the necessity of following the plan. In one respect, USDA-FSIS regulations have guaranteed that meat processors will follow HACCP plans, as the penalty for not following the HACCP plan can be as severe as the loss of inspection at an establishment. However, HACCP is an excellent system for monitoring and improving production of food products, and many food processors will discover that HACCP plans offer many benefits, well above and beyond the legal requirements of the regulatory agencies.

The seventh principle in the development of an HACCP plan is the establishment of effective record-keeping procedures. In many respects, an HACCP plan is an elaborate record-keeping program. Records should document what was monitored, when it was monitored and by whom, and what was done in the event of a deviation. Reliable records are essential from both business and regulatory perspectives. From the business perspective, HACCP records allow a processor to develop an accurate longitudinal record of production practices and deviations. Reviewing HACCP records may provide insight on a variety of issues, from an individual raw material supplier whose product frequently results in production deviations, to an indication of an equipment or environmental problem within a processing plant. From a regulatory perspective, records allow inspectors to determine if a food processor has been fulfilling commitments made in the HACCP plan. If a processor has designated a particular step in the process as a CCP, then they should have records to indicate that the CCP has been monitored on a frequent basis and should also indicate corrective actions taken in the event of a deviation.

### FOOD PRESERVATION

Normal microflora of foods are characterized by food type and growing/handling practices. Foods of plant origin have flora on outer surfaces. Animals too have flora on surfaces, but also have intestinal flora and secretion flora. Outside sources, such as soil, dust, water, humans, and equipment, can be significant sources of disease-causing microbes. Use of diseased animals for foods is dangerous because they often carry human pathogens. It should be noted that the inner tissues of plants and animals are generally sterile; however, cabbage inner leaves have lactobacilli, and animal intestinal tracts have numerous microbes. Pathogens found on fruits and vegetables are from soil origin (*Clostridium, Bacillus*) or from contaminated water, fertilizer, or food handlers. Some grain and nut products are naturally contaminated in the field with mycotoxin-producing molds. Soil is also a source of contamination of foods from animal origin. Animal feces can harbor coliforms, *Clostridium perfringens*, enterococci, and enteric pathogens. Milk from infected udders (mastitis) can carry disease-causing *Streptococcus pyogenes* and *Staphylococcus aureus*. Nonmastitic udders can shed *Brucella*, Rickettsia, and viruses.

Outside sources of contamination that are not normally associated with food can be important in terms of food safety. Soil and dust contain very large numbers and a large variety of microbes. Many microorganisms responsible for food spoilage come from these sources. Contamination is by direct contact with soil, water, or by airborne dust particles. Air can carry microorganisms from other sources such as sneezing, coughing, dust, and aerosols. Pathogens, mold spores, yeasts, and spoilage bacteria can then be disseminated. Organic debris from plants or animals is an excellent source. Microorganisms can grow on walls, floors, and other surfaces and act as a source of contamination during food processing and preparation. Airborne particles can be removed by filtration or by electrostatic precipitation.

Treated sewage may be used for fertilizer, although due to large amounts of toxic compounds, like heavy metals, it is not used often for this purpose. Sewage can be an excellent source of pathogens including all enteric gram negative bacteria, enterococci, *Clostridium*, viruses, and parasites. Sewage that contaminates lakes, streams, and estuaries has been linked to many seafood outbreaks. In addition, water used for food must be safe for drinking and must be treated and free of pathogens. Furthermore, water must not contain toxic wastes. Water in food processing is typically used for washing, cooling, chilling, heating, ice, or as an ingredient. Stored water (reservoirs) and underground water (wells) are usually self-purifying.

Numbers and types of microorganisms found in foods depend on (a) the general environment from which the food was obtained, (b) the quality of raw food, (c) sanitary conditions under which the food was processed or handled, and (c) adequacy of packaging, handling, and storage of foods. General methods of food preservation are shown in Table 47-6. The Hurdle Concept uses multiple methods (multibarrier approach) to food preservation and is the most common. Examples include pasteurized milk (heat, refrigeration, and packaging) canned beans (heat, anaerobiosis, and packaging).

### Principles of Food Preservation

Principles of food preservation rely on preventing or delaying microbial decomposition.
Dehydration Drying or tying-up water by solutes and low temperatures. Refrigeration, freezing
High temperatures Sterilization, canning, pasteurization
Anaerobiosis Sealed, evacuated container, vacuum packaging
Removal Limited applications, difficult to do, filtration

### TABLE 47-6. METHODS OF FOOD PRESERVATION

<table>
<thead>
<tr>
<th>Methods</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Asepsis</td>
<td>Keeping microorganisms out of food, &quot;aseptic packaging&quot;</td>
</tr>
<tr>
<td>Removal</td>
<td>Limited applications, difficult to do, filtration</td>
</tr>
<tr>
<td>Anaerobiosis</td>
<td>Sealed, evacuated container, vacuum packaging</td>
</tr>
<tr>
<td>High temperatures</td>
<td>Sterilization, canning, pasteurization</td>
</tr>
<tr>
<td>Low temperatures</td>
<td>Refrigeration, freezing</td>
</tr>
<tr>
<td>Dehydration</td>
<td>Drying or tying-up water by solutes and hydrophilic colloids, lower water activity (αₜ)</td>
</tr>
<tr>
<td>Chemical preservatives</td>
<td>Natural, developed, or added (propionic acid, nisin, spices), acids lower pH</td>
</tr>
<tr>
<td>Irradiation</td>
<td>X-Rays (ionizing) or UV (nonionizing)</td>
</tr>
<tr>
<td>Mechanical destruction</td>
<td>Grinding, high pressures, not widely used</td>
</tr>
<tr>
<td>Combinations</td>
<td>Most frequently employed, multiple hurdle concept</td>
</tr>
</tbody>
</table>

removal. Preventing growth or activity of microbes with low temperatures, drying, anaerobic conditions, or preservatives can also be done. Killing or injuring microbes with heat, irradiation, or some preservatives is certainly effective. A second principle is to prevent or delay self-decomposition, which is done by destruction or inactivation of enzymes (blanching) or by preventing or delaying autoxidation (antioxidants). The last principle is to prevent physical damage caused by insects, animals, and mechanical forces, which prevents entry of microorganisms into food. Physical barriers (packaging) are the primary means of protection. To control microorganisms in foods, many methods of food preservation depend not on the destruction or removal of microbes but rather on delaying the initiation of growth or hindering growth once it has begun.

For food preservation to succeed, one must be able to manipulate the microbial growth curve. Many steps can be done to lengthen lag phase or positive acceleration phase of a population. These steps include (a) preventing introduction of microbes by reducing contamination (fewer numbers gives a longer lag phase), (b) avoiding addition of actively growing organisms that may be found on unclean containers, equipment, and utensils, and (c) creating unfavorable environmental conditions for growth. The last step is the most important in food preservation and can be done by low water activity, extremes of temperature, irradiation, low pH, adverse redox potential, and by adding inhibitors and preservatives (Table 47-6). Some of these steps may only damage or injure microorganisms; hence, the need for multiple barriers becomes essential. For each of these steps to be effective, other factors should be considered. For example, the number of organisms present determines kill rate. Smaller numbers give faster kill rates. Vegetative cells are most resistant to lethal treatments when in late log or stationary phase and least resistant when in log phase of growth.

### Asepsis/Removal

Keeping microorganisms out of food is often difficult during food production. Processing and post-processing, are much easier places to apply asepsis. Protective covering of foods such as skin, shells, and hides are often removed during processing, thereby exposing previously sterile foods to contaminating microbes. Raw agricultural commodities normally carry a natural bioburden upon entering the processing plant. Packaging is the most widely used form of asepsis and includes wraps, packages, cans, etc.

Removal of microorganisms from foods is not very effective. Washing of fruits and vegetables can remove some surface microorganisms. However, if wash water becomes dirty, it can add microbes to the food. Trimming is an effective way to remove spoiled or damaged parts. Filtration is good for clear liquids (juices, beer, soft drinks, wine, and water) but is of little value for solid foods. Centrifugation, such as used in sedimentation/clarification steps, is not useful for removal of bacteria or viruses.

### Modified Atmosphere Conditions

Altering the atmosphere surrounding a food can be a useful way to control microbes. Examples include packaging with vacuum, CO₂, N₂, or combinations of inert gases with or without oxygen. Some CO₂ accumulation is possible during fermentations or vegetable respiration. It is important to note that vacuum packaging can lead to favorable environments for proliferation of anaerobic pathogens such as Clostridium botulinum.

### High Temperature Preservation

Use of high-temperature processing is based on destroying microbes, but may also injure certain thermotolerant microbes. Not all microorganisms are killed, that is, spore formers usually survive. Other barriers are combined with a thermal process to achieve adequate safety and product shelf life. Commercial sterilization used in the canning process usually destroys all viable microbes that can spoil the product. Thermophilic spores may survive but will not grow under normal storage conditions.

Several factors affect heat resistance of microorganisms in foods. Species’ variability and the ability to form spores, plus condition of the microbial population, can affect heat resistance. Environmental factors such as food variability and presence of other preservative measures employed also dictate thermal resistance. For example, heat resistance increases with decreasing water activity. Hence, moist air heating is better than dry heating. High-fat foods tend to increase resistance of cells. The larger initial number of microorganisms present means a higher heat resistance. Older (stationary phase) cells are more resistant to heat than younger cells. Resistance increases as growth temperature increases. A microbe with a high optimum temperature for growth will generally have a high heat resistance. Addition of other inhibitors, such as nitrite, will decrease resistance. Likewise, high-acid foods (pH less than 4.6) will not generally support growth of pathogens. There is a time-temperature relationship that is a very important factor governing heat resistance of a microbial population. As temperature increases, the time needed for a given kill decreases. The relationship is dependent on type and size of food container. Larger containers require longer process times. Metal conducts heat better than glass, which can lower process times.

Microorganisms are killed by heat at a rate nearly proportional to the numbers present. This is a log order of death, which means that under a constant temperature, the same percentage of a population will die at a given time interval regardless of the population size (Fig. 47-1). For example, 90% die in 30 seconds, 90% of remaining in the next 30 seconds, and so on. Thus, as the initial number of

---

**Figure 47-1.** Typical heat inactivation curve for a bacterial population. D = 30 sec.
organisms increases, the time required for the reduction of all organisms at a given temperature also increases. Food microbiologists express this time-temperature relationship by calculating a number of constants. D value is the time required to reduce a population by one log cycle at a given temperature. Thermal Death Time (TDT) is the time needed to kill a given number of organisms at a given temperature. Thermal Death Point (TDP) is the temperature needed to kill a given number of organisms at a set time (usually 10 minutes; D10).

In food canning, the time-temperature profile must be calculated for each size container, for each food type, and for each retort used. When done correctly, these time-temperature conditions provide a large margin of safety since one rarely knows the numbers and types of microbes in a given container, but one must assume that C. botulinum is present. To insure safety, inoculated pack studies are done using Clostridium sporogenes PA 3679, which is six times more heat resistant than C. botulinum. A known number of PA 3679 are added to cans fitted with thermocouples. Cans are then processed to 120°C (250°F) and held for various time periods. Survivors are enumerated to construct a thermal death curve for that particular food, and a D value is calculated. For canned foods, a 12D margin of safety is used. Thus, heat at a given temperature is applied for a time equal to D × 12 log cycle reductions of PA 3679. Therefore, if a can had 10^8 spores, only 1 in 1000 cans would have a viable spore. Thus, the probability of survival for C. botulinum would be 1 in 10^8 if a can is heated at 250°F for 3 minutes. A minimum botulimum cook is one where every particle of food in a container reaches 250°F and remains at that temperature for at least 3 minutes.

Several factors affect heat transfer and penetration into food packages. Food type (liquids, solids, size, and shape) determine mixing effects during heating. Conduction occurs with solid foods (pumpkin) and results in slow heat transfer because there is no mixing of contents. Convection gives liquids (juice) faster heat transfer due to mixing by currents or mechanical agitation. Combination of conduction and convection is observed with particles in liquid (peas), though heating is primarily by convection and depends on viscosity of liquid component. Container size, shape, and composition are important. Tall thin cans transfer heat faster than short round cans. Large cans take longer than small cans. Metal (tin, steel, and aluminum) containers transfer heat faster than glass resulting in shorter process times. Plastics can have rapid heat transfer due to thinness. Retort pouches, which are laminates of foil and plastic, have rapid heat transfer; however, pinhole problems can occur. Preheating foods prior to filling containers and preheating retort will shorten process time. Rotation or agitation of cans during processing increases convection giving faster heating.

Canning is the preservation of foods in hermetically sealed containers, usually by heat treatments. The typical sequence in canning is as follows. Freshly harvested, good-quality foods are washed to remove soils. Next, a blanch or mild heat treatment is applied to set enzymes, prevent dehydration but not too high to favor growth of microorganisms. For chill storage to be effective in controlling microorganisms, the rate of cooling should be done rapidly. Temperature should be maintained as low as possible for refrigerated foods (less than 40°F). Thawing of frozen foods presents special problems because drip loss provides ample nutrients for microorganisms. In addition, thawing should be done as rapidly as possible and the food used as quickly as possible to avoid opportunity for microbial growth. When thawing is done at room temperature over many hours, which can lead to exposure of surfaces to ambient temperatures for extended periods. Another problem is incomplete thawing of large food items (turkeys). By cooking a large item that is not completely thawed, the internal temperature may not reach lethal levels to kill even the most heat-sensitive enteric pathogens. In fact, a spike in the number of salmonellosis and campylobacteriosis outbreaks occurs every Thanksgiving and Christmas holidays because of consumption of undercooked turkey and stuffing.

Drying
Foods can be preserved by removing or binding water. Any treatment that lowers water activity can reduce or eliminate growth of microorganisms. Some examples include sun drying, heating, freeze drying, and addition of humectants. Humectants act not by removing water but rather by binding water to make it unavailable to act as a solvent. Humectants in common use are salt, sugars, and sugar alcohols (sorbitol). Intermediate moisture foods are those that have 20–40% moisture and a water activity of 0.75–0.85. Examples include soft candies, jams, jellies, honey, pepperoni, and country ham. These foods often require antifungal agents for complete stability.

Preservatives
Food preservatives can be extrinsic (intentionally added), intrinsic (normal constituent of food), or developed (produced during fermentation). Factors affecting preservative effectiveness include
larly asthmatics. Therefore, use of these two classes of agents is
likely to cause adverse respiratory effects to susceptible consumers, particu-
larly so against bacteria. They can be used at levels up to 0.1%.

Sorbates are used in cheeses, baked or non-yeast goods, beverages,
and as flavorants. They are also developed during fermentation. These
compounds are not allowed in human food, trace amounts used for
control steps in manufacturing fermented foods. Alcoholic beverages
made from unpasteurized milk have a distinctly higher risk of
containing pathogens than cheese made from pasteurized milk. Proper
acid development and avoidance of cross contamination are essential
control steps in manufacturing fermented foods. Alcoholic beverages
have not been linked to food-borne disease other than excess con-
sumption leading to ethanol toxicity.

Irradiation

Foods can be processed or preserved with a number of types of
radiation. Nonionizing radiations used include ultraviolet, microwave,
and infrared. These function by exciting molecules. Ionizing radi-
ations include gamma, x-rays, β-rays, protons, neutrons, and α-
particles. Neutrons make food radioactive, while β-rays (low energy
electrons), protons, and α-particles have little penetrating ability and
are of little practical use in foods. Ionizing gamma, x-rays, and high-
energy electrons produce ions by breaking molecules and can be
lethal to microorganisms.

Ultraviolet (260 nm) lamps are used to disinfect water, meat sur-
faces, utensils, air, walls, ceilings, and floors. UV can control film
bacteria during vegetable fermentations. UV effectiveness is dose
dependant. Longer exposure time increases effectiveness. UV intensity
depends on lamp power, distance to object, and amount of interfering
material in path. For example, humidity greater than 60% reduces
intensity. UV will not penetrate opaque materials and is good only for
surface decontamination. Infrared heats products, but has little pen-
etrating power. Microwaves cause rapid oscillation of dipole mole-
cules (water), which results in the production of heat. Microwaves
have excellent penetrating power. However, there are problems with
the time-temperature relationship because microwaves cause foods to
reach hot temperatures too quickly. Also, microwave-treated foods
rarely exceed 100°C. Thus, instances of microbial survival in these
foods has been reported.

X-rays have excellent penetrating ability but are quite expen-
sive. They are not widely used in the food industry. Gamma rays from
radioactive sources (Cs137 and Co60) have good penetration and are
widely used to pasteurize and sterilize foods. Electron beam genera-
tors also are gaining appeal as ionizing sources of radiation to process
foods. Food irradiation is much more widespread in countries other
than the United States. There is much untapped potential to use
ionizing radiations to reduce or eliminate microbial pathogens in
foods. This technology remains underexploited due to consumer
wariness about the safety of the technology.

Fermentation

A number of foods use beneficial microorganisms in the course of
their processing. Bread, cheeses, pickles, sauerkraut, some sausages,
and alcoholic beverages are made by the conversion of sugar to
organic acids, ethanol, or carbon dioxide. These three by-products not
only serve as desirable flavors but also provide a significant antimi-
crobial barrier to pathogens. There have been instances where poorly
fermented foods have been linked to food-borne illness. Furthermore,
cheese made from unpasteurized milk has a distinctly higher risk of
carrying pathogens than cheese made from pasteurized milk. Proper
acid development and avoidance of cross contamination are essential
control steps in manufacturing fermented foods. Alcoholic beverages
have not been linked to food-borne disease other than excess con-
sumption leading to ethanol toxicity.

► SUMMARY

Because of the predominance of hazardous biological contaminants
found in raw foods, most food-processing unit operations are designed
to reduce or eliminate these hazards. Successful implementation of these
processing steps can greatly minimize the risk of food-borne disease
transmission. Unsuccessful implementation or failure to recognize the
need for interventions sets the stage for production of potentially dangerous products. Because of the varied nature of foods, it is imperative that prudent processors understand the inherent risks of their products and ensure the proper application of interventions to reduce these risks. This fundamentally sound recommendation will help keep processed foods competitive in the marketplace and will help maintain and enhance consumer confidence in the safety of their food supply.

The intent of food processing is to deliver safe and wholesome products to the consumer. Basic food safety programs, including GMPs and sanitation, are the minimum requirements to achieve this goal. HACCP is a logical extension of these programs, and focuses on the prevention of hazards before they occur, rather than waiting for a failure to occur, and then addressing the problem. HACCP provides the most comprehensive approach to food safety in the processing environment, but is not foolproof. Perhaps the most challenging aspect is that, even with the best-designed and implemented HACCP plan, it may not always be possible to “prevent, eliminate or reduce to acceptable levels” the pathogen of concern. This is particularly true with foods that are purchased by the consumer in their raw state, and then cooked. A specific example is *Escherichia coli* O157:H7 in ground beef. Irrespective of the preventative efforts of the processor, it is not possible to ensure that the product is free of the bacterium, and there is no “acceptable level” of this organism in ground beef.
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Water Quality Management and Water-Borne Disease Trends
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Water is a necessity for human survival, and access to safe drinking water is a required cornerstone of public health. In concert with improved pasteurization and refrigeration of foods and childhood immunizations, modernized sanitation methods and access to potable water have increased the life span and improved the general health of American citizens more than any other advancement in the field of medicine. Conscientious water quality management and access to renewable water resources are vital to every sector of our industrialized society and every sector of our nation’s agricultural economy. Early American settlements located near water and water reserves were generally sufficient for our country’s development and prosperity during initial phases of growth. However, even during these early periods of U.S. history, there were recorded instances where communities disappeared as a result of declining or contaminated water supplies. Currently, there is a water crisis in the United States that has resulted from population growth and urbanization placing pressure on fixed sources of freshwater available locally and, at times, regionally. These water access pressures have resulted in insufficient quantity and deteriorating quality of water supplies in many regions of the United States.

These water quantity and water quality challenges have arisen from the fact that the amount of water in the world is fixed at approximately 3.59 x 10^20 gallons in all. Of this amount, only about 0.2 % is freshwater that is readily available for human use. Through the hydrologic cycle, freshwaters run to the sea and become saline, but evaporation of water from the sea and precipitation on land restores these freshwaters continuously so that the quantity of freshwater is also relatively fixed and limited. Ongoing stewardship and an increasing prioritization of water quality management will be essential in order to ensure access to a water supply that provides both the quantity and quality necessary to preserve this precious environmental resource.

Preservation of water quality and prevention of water-borne disease is a complicated task requiring a coordinated effort from many diverse stakeholders including health-care providers, local and national public health authorities, water utility practitioners and engineers, water quality and regulatory specialists, environmental scientists and engineers, basic science researchers, and water consumers. In order to work together to maintain and improve water quality management in the United States, each stakeholder must understand (a) the basic parameters of water use and sources; (b) the challenges of water source protection and water contamination; (c) the trends in water-borne disease and the health effects associated with exposure to contaminated waters; and (d) the provision of safe drinking water and the treatment of wastewaters. The intent of this chapter is to provide an overview of each of these essential components of water quality management in the United States and the subsequent impact on water-borne disease and public health.

Functions of Water

The uses of water in any community are numerous and diverse, and the requirements for the quantity and quality of water for these multiple functions are wide ranging and multifaceted. Conventionally, it has been both convenient and economical to provide a single water supply sufficient in quantity to serve all uses and suitable in quality to meet community drinking water standards, even though only a small fraction of the total water supply used in a community is actually used for drinking water.

The uses and applications for water are numerous and include but are not limited to (a) drinking and food preparation purposes; (b) personal hygiene activities including bathing and laundering; (c) residential and commercial heating and air conditioning; (d) urban irrigation and street cleaning; (e) recreational venues including swimming and wading pools, waterparks, and hot tubs and spas; (f) amenity purposes such as public fountains and ornamental ponds; (g) power production from hydropower and steam generation; (h) commercial and industrial processes including bottled water and food production; (i) residential and commercial fire protection; (j) agricultural purposes including irrigation and aquaculture; and (k) the process of carrying away human and industrial wastes from all manner of establishments and community facilities.

The quantities required for each type of multiple water use in the United States vary substantially. The allocation of water use in U.S. communities is presented in Table 48-1 and reflects the fact that 40% of water use is residential use. In a typical American community, the average per capita consumption is between 50 and 100 gallons per day as illustrated in Table 48-2. In summer months, this demand may increase by 50% resulting from such activities as increased urban irrigation. It has been suggested that the U.S. per capita water usage could be substantially reduced by water conservation practices; these dramatic water savings are illustrated in Table 48-3. It is important to note that by comparison in Asia and Africa, per capita consumption may be a little as 13 gallons per day.

Types of Water Systems

To service their residents, communities require sources of water, transmission pumps and mains, treatment plants, and distribution systems for delivering water to each user. Transmission systems and treatment
### TABLE 48-1. WATER USE ALLOCATION IN U.S. COMMUNITIES

<table>
<thead>
<tr>
<th>Use</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Residential</td>
<td>40</td>
</tr>
<tr>
<td>Commercial</td>
<td>15</td>
</tr>
<tr>
<td>Industrial</td>
<td>25</td>
</tr>
<tr>
<td>Public</td>
<td>5</td>
</tr>
<tr>
<td>Unaccounted for</td>
<td>15</td>
</tr>
<tr>
<td>Total</td>
<td>100</td>
</tr>
</tbody>
</table>

### TABLE 48-2. ALLOCATION OF INTERIOR RESIDENTIAL WATER USE

<table>
<thead>
<tr>
<th>Use</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Drinking and cooking</td>
<td>5</td>
</tr>
<tr>
<td>Bathing</td>
<td>30</td>
</tr>
<tr>
<td>Toilet flushing</td>
<td>40</td>
</tr>
<tr>
<td>Laundering</td>
<td>15</td>
</tr>
<tr>
<td>Dishwashing</td>
<td>5</td>
</tr>
<tr>
<td>Miscellaneous</td>
<td>5</td>
</tr>
<tr>
<td>Total</td>
<td>100</td>
</tr>
</tbody>
</table>

Water is an important constituent of all living matter, constituting approximately 70% of the weight of the human body. It is a very effective and efficient medium for transferring nutrients and removing waste materials from the human body as well as maintaining thermostability through heat transfer and evaporation. The water intake of a typical adult varies from 1 to 3 quarts per day, about half of which is lost through evaporation from the skin and lungs and the other half through excretion of feces and urine. It is the challenge of managing human excreta properly if adequate sanitation is to be maintained and the spread of water-borne disease is to be prevented and avoided. Therefore, one primary goal of water quality management involves protecting water supplies for human use from damage by human use.

### SOURCES OF WATER

Water may be abstracted for use from any one of a number of points in its movement through the hydrological cycle illustrated in Fig. 48-1. The most suitable water source to be developed for use by any community depends on the quantity and quality of the source under consideration for development. The selection of the most appropriate water source for human use in a specific region may result from a wide variety of options available, including the most common sources of water listed below.

**Rainwater.** Rainwater is the source of all freshwater in the world. It may be collected directly from roofs and other prepared catchment systems and stored in cisterns for later use. Since catchment areas for the direct capture of rainwater are necessarily limited in size, such water supplies are useful only for individual households or small communities. Households in the Southwest are examples of the former, and paved catchments in the country of Gibraltar are examples of the latter. The quality of rainwater is generally reasonable but it may be contaminated by gases and particles that are washed out of the atmosphere or by the accumulation of dust and other debris in catchment systems. For example, the gaseous sulfur and nitrogen oxides emitted from power plants that use fossil fuels react with atmospheric water forming dilute solutions of sulfuric and nitric acids. The precipitation of these acids or “acid rain” has resulted in serious environmental impacts on surface water quality and on the biota that depend upon water in affected areas.

**Surface Water.** The earliest sources of water for large communities in the United States were rivers and lakes, which readily provided the quantity needed for economic growth and development. However, the large drainage areas required for such run-of-river or lake supplies inevitably subjected them to activities such as urban and industrial development that resulted in degradation of the quality of water. In the United States, water supplies for the cities of Philadelphia, Cincinnati, and New Orleans are typical of run-of-river supply sources. Unfortunately, such water supplies have historically been the source of water-borne epidemics (e.g., in the nineteenth century) and still may pose water-borne disease hazards in situations where treatment is inadequate. The development of filtration processes and disinfection of water by chlorination at about the turn of the century rendered such surface waters suitable for community water supplies. However, since the onset of the chemical revolution beginning in the mid-twentieth century, waters obtained from large watersheds, such as those from the Ohio and Mississippi rivers, inevitably contained numerous synthetic organic chemicals used in industry and agriculture. Some of these water-borne chemical agents have been identified as being carcinogenic, mutagenic, teratogenic, or otherwise harmful to human health. Many of these chemical compounds are not readily removed in wastewater or water treatment processes or naturally degraded in the environment during passage downstream. As a result, it was the identification of many synthetic organic chemicals in the lower Mississippi
River that provided the impetus for the passage of the Safe Drinking Water Act (PL 93-523) in 1974. The groundwork for this important act was provided by the Community Water Supply Survey conducted by the Public Health Service (PHS) in 1969, which indicated that many public water supply systems, particularly those serving small communities, were not providing adequate water service and were not in a position to meet appropriate drinking water standards.

A safer option is the use of smaller watersheds, which do not have naturally sustained flows during all periods of the year, but by storing wet-weather flows in reservoirs can provide substantial quantities of water for use during dry periods. Such small watersheds are generally found in upland areas and are often free of the major urban and industrial development that may result in the type of chemical pollution that has become such a growing concern for U.S. communities.

![Figure 48-1. The water cycle.](Adapted from Fair GM, Geyer JC, Okun DA. Elements of Water Supply and Wastewater Disposal. New York: John Wiley & Sons; 1971.)

### TABLE 48-3. WATER-SAVING IMPACT OF AVERAGE PERSONAL WATER USE EMPLOYING WATER CONSERVATION PRACTICES OR FIXTURES VERSUS TYPICAL WATER USE

<table>
<thead>
<tr>
<th>Activity</th>
<th>Frequency</th>
<th>Circumstances</th>
<th>Water Used</th>
</tr>
</thead>
<tbody>
<tr>
<td>Toilet</td>
<td>Four flushes per day</td>
<td>Conventional toilet</td>
<td>3.5–7 gallons per flush</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Ultra-low flush toilet</td>
<td>1.6 gallons per flush</td>
</tr>
<tr>
<td>Shower</td>
<td>Once a day for 5 minutes</td>
<td>Conventional showerhead</td>
<td>3–8 gallons per minute</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Low-flow showerhead</td>
<td>2.5 gallons per minute</td>
</tr>
<tr>
<td>Bath</td>
<td>Once a day</td>
<td>Full bathtub</td>
<td>36 gallons</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Tub ⅛ to ⅛ full</td>
<td>9–12 gallons</td>
</tr>
<tr>
<td>Shaving</td>
<td>Once a day</td>
<td>Open tap</td>
<td>5–10 gallons</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1 full basin</td>
<td>1 gallon</td>
</tr>
<tr>
<td>Brushing teeth</td>
<td>Twice a day</td>
<td>Open watertap</td>
<td>2–5 gallons</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Brush and rinse</td>
<td>⅛–⅛ gallon</td>
</tr>
<tr>
<td>Washing hands</td>
<td>Twice a day</td>
<td>Open watertap</td>
<td>2 gallons</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1 full basin</td>
<td>1 gallon</td>
</tr>
<tr>
<td>Cooking†</td>
<td>Washing produce</td>
<td>Open watertap</td>
<td>5–10 gallons</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1 full kitchen basin</td>
<td>1–2 gallons</td>
</tr>
<tr>
<td>Automatic dishwasher</td>
<td>Once per day—full load</td>
<td>Standard cycle</td>
<td>10–15 gallons</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Short cycle</td>
<td>8–13 gallons</td>
</tr>
<tr>
<td>Manual dishwashing</td>
<td>Once a day</td>
<td>Open watertap</td>
<td>30 gallons</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Full basin/wash and rinse</td>
<td>5 gallons</td>
</tr>
<tr>
<td>Laundry§</td>
<td>½ load a day</td>
<td>Portion of full load</td>
<td>35–50 gallons per full load</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Full load</td>
<td>10–15 gallons for a full load</td>
</tr>
<tr>
<td>Car washing</td>
<td>Twice a month</td>
<td>Hose with shut-off nozzle</td>
<td>100 gallons per month</td>
</tr>
<tr>
<td></td>
<td></td>
<td>5 full, 2-gallon buckets</td>
<td>20 gallons per month</td>
</tr>
</tbody>
</table>

---

*Numbers are based on approximate, average household use since water use will vary with individual habits and lifestyles, differing water pressure, and the age and model of appliances.

†The average per capita consumption of water by Americans is 50 gallons per day with 40 gallons attributed to interior residential use and additional 10 gallons for outdoor use.

‡Real cooking figure will be higher to include boiling water, rinsing utensils, and other uses.

§Laundry figure is based on two full loads per person, per week.
Communities such as Boston, New York, and San Francisco are examples of cities that have developed upstream water sources. The quality of these upstream sources has often been of such high quality that until recently, the only treatment required has been disinfection. Pressure from development of previously protected watersheds is now threatening to degrade them, and special efforts will continue to be required in the future to protect such important watersheds and preserve them. The watershed area serving New York City is currently undergoing extensive evaluation, and increased protection measures are under consideration for implementation.

Natural and human-made lakes may improve or degrade waters drawn from their originating watersheds. Improvement of water quality may result from storage in a lake providing opportunities for coagulation and sedimentation of colloidal and suspended solids that are tributary to the lake from rivers and streams. Some measure of disinfection is accomplished by exposure to sunlight provided that there is time for biochemical stabilization of organic matter and for degradation of water-borne microorganisms. Furthermore, storage in a lake or reservoir attenuates high levels of contaminants that may result from natural rainstorms or man-made contamination events on the watershed, such as tanker or transportation accidents.

On the other hand, storage in lakes or reservoirs may degrade water quality through processes such as eutrophication, biomineralization, and thermal stratification. Eutrophication or overnutrition of a water body occurs naturally as a result of a high content of nutrient materials, particularly phosphorus and nitrogen, which support the growth of algae. In a standing body of water with adequate sunlight, these types of nutrients tend to accumulate in algae, and as the algae settle, the lake tends slowly to fill over time. Urban and agricultural development on a watershed adds significantly to sediment and nutrient input to a lake; the former reduces the capacity of lakes and the latter accelerates the process of eutrophication to the point where many lakes are adversely affected. The increasing concentrations of algae are difficult to remove in water treatment and they often impart unpleasant taste and odors to the water. Another impact of storage is the bioaccumulation of small concentrations of chemicals and other contaminants that are absorbed by aquatic life in the lake. This bioaccumulation process may affect the quality of aquatic life formed from these lakes and may lead to the increase of the levels of adverse contaminants beyond what they would be in a flowing river. Lake quality and water source protection is further affected by thermal stratification. During the summer months, warmer and lighter water accumulates in the upper layers of most lakes. The water density difference resulting from this temperature differential is sufficient to prevent the lower layers of the lake from obtaining atmospheric oxygen. The following processes may result: (a) organic matter reduces the dissolved oxygen in the lower levels of the lake often resulting in anaerobic conditions; (b) hydrogen sulfide and carbon dioxide begin to accumulate; (c) increasing acidity leads to increasing solution of such metals as iron and manganese; and (d) microorganisms tend to accumulate at the thermocline, the zone of rapidly changing temperature and density that separates the upper and lower layers of the lake. As a result of these hydrological phenomena, source water that may otherwise have been satisfactory for water supply become exceedingly problematic for use as a community water source.

Groundwater. Groundwaters are recharged by percolation of rainwater and runoff through the ground and are withdrawn by means of natural springs, wells, or infiltration galleries (horizontal wells). Groundwaters tend to be more highly mineralized than surface waters resulting from the solution of minerals that the groundwaters come in contact with as these waters percolate through the ground layers. However, these groundwaters are generally of higher sanitary quality since (a) they are not as likely to be subject to microbial pollution as surface water sources and (b) passage of water through soil strata often serves to improve their bacteriological quality. On the other hand, groundwater pollution, particularly from toxic waste discharges and leaching of landfills, has become a major problem in the United States and considerable care is required to protect such valuable water resources. Unfortunately, once a groundwater aquifer is polluted with chemical contaminants, serious financial investment and many years of time may be required for the contamination to be remediated, if remediation is even possible.

In general, it is far more difficult to determine the yields of groundwater sources than of surface water sources. Yields of groundwaters are a function of the volume and size of soil interstices, and such determinations depend on extensive hydrogeological exploration, including the construction of test wells and the conduction of pumping tests. Accordingly, groundwaters have not generally been placed into service for community water supplies as often as surface water resources and are most frequently used primarily for smaller communities. On the other hand, some groundwater supplies have been over-pumped or “mined” where water withdrawals have exceeded water recharge. This overdraft has resulted in a steady lowering of the elevation of the water surface underground or water tables diminishing the amount that can be withdrawn and increasing the cost of pumping. Such excessive water withdrawals have also had a bearing on the ground surface above, threatening structures and increasing the potential for flooding in some communities.

The combined use of groundwaters in association with surface waters as a source of community water requirements continues to be explored as an option but requires engineering planning and hydrological study. In many communities, underground reservoirs may have major advantages over surface water reservoirs, such as: (a) no loss of water through evaporation; (b) water quality is often not as likely to be deleteriously affected by natural or urban and industrial pollution; (c) underground reservoirs do not require the expropriation of large areas of surface land; and (d) these waters may be located nearer to the community’s points of use than are surface impoundments. In this combined scheme, water would be drawn from surface water sources during wet periods when groundwater reservoirs are also being recharged, and during dry periods, water withdrawal would be tapped from underground reservoirs.

A special category of undergroundwater sources is the artesian aquifer that is a confined aquifer under pressure and that is recharged at a higher elevation some distance away. When this water resource is tapped by a well, the water in the well rises above the confining layer and may only be free-flowing. As an example, flowing springs originate from artesian aquifers since they are under pressure. It is important to note that artesian aquifers are less likely to be contaminated with either microbial or chemical pollutants than unconfined aquifers. Wells are constructed in a variety of ways and configurations, depending on the nature of the aquifer from which the water is to be withdrawn. Special precautions are required that ensure wells are protected from surface water runoff by being encased properly with the protective casing extending above the ground surface. After construction, wells must be disinfected before being tested for water quality and human consumption. Sampling of water from a well is pointless if the sanitary survey indicates that the well is not protected from contamination by surface runoff. A sample taken during a dry period may reveal good quality water, but the water will inevitably become contaminated by surface water runoff, if the wellhead and base structure are not adequately protected from contamination.

Ocean and Brackish Waters. These water sources are unsuitable for most communities’ water supplies, but in conditions of dire necessity, freshwater can be obtained from them by use of one of several desalination processes. The most appropriate method for desalination of seawater is thermal distillation. Distillation is widely used in oil-rich areas where water is extremely limited such as in the Middle East and the West Indies. In brackish waters, where the salt content is less than 10% that of seawater, reverse osmosis or electrodialysis may be used, but all desalination methods are energy intensive. As the cost of energy continues to increase as compared with other costs, desalination is not likely to be a feasible option for most community water supplies except in situations where serious investment in providing water can be justified, such as for tourism or for individual, military, or political purposes.
Water Reclamation and Reuse. Far more attractive than desalination in water-scarce areas is the reclamation of wastewaters for reuse for nonpotable purposes. Water reuse is becoming increasingly attractive in communities where water resources are limited since a substantial portion of a community’s water needs is dedicated for urban irrigation and other nonpotable uses. Impetus for water reuse has also resulted from the increasingly rigorous requirements for wastewater treatment that often lead to production of a water effluent of too high a quality at too high a cost to be discarded. Early water reuse technology developed from wastewater disposal by irrigation, a practice widely followed in Europe for more than a century. In the United States, early water reuse was exemplified by the utilization of the effluent from the Baltimore wastewater treatment facilities for use in the Bethlehem Steel Sparrows Point plant in the 1930s.

In the United States, the modern approach to water reuse is exemplified by the development of distribution systems for nonpotable waters for a variety of purposes including urban irrigation and residential and industrial use. Such dual distribution systems were pioneered in Colorado Springs, Colorado; Pomona and Irvine, California; and St. Petersburg, Florida. In these instances, the nonpotable distribution systems carry secondary wastewater effluent additionally treated by coagulation, filtration, and disinfection processes used for treatment of potable waters drawn from polluted sources. The main difference between the potable and nonpotable waters would be that the nonpotable waters would not be free of the chemical contaminants that are inevitably present in such wastewaters and that are not removed in wastewater treatment and may be hazardous if ingested over a long period of time.

In as early as 1958, the United Nations Economic and Social Council stated, “No higher quality water, unless there is a surplus of it, should be used for a purpose that can tolerate a lower grade.” This conservation policy is being considered and potentially adopted in water-short areas of the United States. In Florida, for example, where consumptive use permits are required for all abstractions of water, a permit will not be issued if a lower-quality water can be used and is available for use. Nonpotable reuse is becoming so widely adopted that the American Water Works Association has published a Manual on Dual Distribution Systems and some 14 states have adopted regulations for water reclamation and reuse. In San Diego, California, at least one residential home builder offers a collection system for gray water from showers, bath tubs, and washing machines that can then be used to flush toilets and water lawns with the cost of this additional plumbing priced at less than $2000.

Selection of Water Sources. Topography, climate, availability of untapped water resources, population density, land use, and myriad other characteristics differentiate each community’s water source options from another and none are precisely like that of any other community. Therefore, a community government and its planning engineers faced with the need to provide a community’s water supply must recognize that each situation is unique. The guiding principle in the selection of a water source is provided in the National Interim Primary Drinking Water Regulations promulgated by the U.S. Environmental Protection Agency (EPA) in 1976:

> Production of water that poses no threat to the consumer’s health depends on continuous protection. Because of human frailties associated with protection, priority should be given to the selection of the purest source. Polluted sources should not be used unless other sources are economically unavailable, and then only when personnel, equipment, and operating procedures can be depended on to purify and otherwise continuously protect the drinking water supply. (Emphasis added.)

Earlier drinking water standards established by the U.S. Public Health Service presented a similar focus. The primary concern for water quality had originally been prevention of the transmission of water-borne infectious disease, many of which had effectively been addressed with conventional filtration and disinfection with chlorine. However, many cities throughout the United States opted for run-off river supplies that were conveniently available even though they did not constitute the “purest” source. The relatively new threat to human health arising from the “chemical revolution” with the creation of many new long-lasting synthetic organic chemicals has given new meaning to the concern for selecting the “purest source.” This is particularly important since detection methods for monitoring many of these chemical agents are not yet available or economically unfeasible for use by many communities. Community governments are given options in the selection of water sources, and prudent dictates a search for the “purest source.” This search might entail development of groundwaters or upstream sources free of urban and industrial pollution. However, in situations where these water resources are not adequate in quantity to provide all the water required in a community, consideration should be given for developing high-quality sources for potable purposes with the consideration of reclaimed wastewaters for nonpotable purposes.

Protection of Water Sources. Where high-quality sources of water supply are available, whether surface or underground in nature, they are subject to despoilation from development and lack of protection of the watershed or recharge areas. In the United States, only in rare instances is the land of a community watershed or recharge area under the control of the water purveyor, and these areas are generally the responsibility of the local authorities that have planning jurisdiction. Even where a community water purveyor owns the land or the local authority that has dominion over the land is served by the water supply, the pressure for development of the watershed can lead to degradation of the water supply for the serviced community that resides many miles away from the watershed area. In a landmark case, water companies in the state of Connecticut attempted to sell portions of their wholly-owned protected watershed lands for development. After considerable study, state legislation was enacted that forever barred the sale of watershed lands for development. In response to a suit against the State of Connecticut by the water companies, the U.S. District Court upheld the state’s position:

> … the obvious purpose of the legislation is the protection of the health and welfare of the State’s inhabitants … watershed properties are critical to water purity … the State is ensuring the ability of the water companies to provide pure water to its customers.

More generally in the United States, local government authorities have planning jurisdiction over watershed lands and recharge areas and work closely with their water purveyor in developing land use strategies that protect the integrity of the community’s water supplies. Such strategies include regulations specifying maximum densities, limits for impervious areas, setbacks from the banks of streams and reservoirs, and the definition of permissible activities on and near the watershed. The promulgation and enforcement of such regulations require strong stewardship and leadership on the part of elected and appointed government officials as these actions to protect water supply sources may sharply curtail the opportunities for financial profit from development of watershed or recharge areas.

In selecting appropriate water supply sources for a community, the greatest attention is generally given to the numerical limits for specific water contaminants in the posttreatment potable water. It may be more prudent to emphasize the “sanitary survey” of the end-user potable water which would ensure a high quality of water for water consumers by ensuring appropriate protective handling and distribution of water to the end-user. The drinking water regulations of 1976 state:

> Knowledge of physical defects or of the existence of other health hazards in the water supply system is evidence of a deficiency in protection of the water supply. Even though water quality analysis have indicated that the quality requirements have been met, the deficiencies must be corrected before the supply can be considered safe. (Emphasis added.)
These water supply deficiencies include pollution of the water source, inadequate water treatment, cross-connections with sources of contamination, inadequate capacity resulting in low pressure, and insufficient operation of the water treatment facilities including inadequate disinfection and failure to provide stand-by facilities in the event of power or other equipment failure. In contention is whether or not the discharge of a pollutant upstream from a community water intake source is considered a "deficiency in protection of the water supply." While many laws exist that intend to prevent the discharge of toxic substances into the environment in general and in water bodies in particular, implementation of these laws is uncertain at best.

Little assurance can be given that a water supply drawn from a water source that drains large urban and industrial areas will, in fact, be free of potentially harmful chemical and microbial agents. Currently, the best course of action is to avoid discharging human, animal, and industrial wastes above water supply intakes and to avoid installing water supply intakes below waste discharges' point sources.

### POTABLE WATER QUALITY AND REGULATION

Initially in the United States, protection of the nation’s public health was the responsibility of the individual states with federal initiatives in place for only interstate activities. The U.S. Public Health Service Drinking Water Standards were first adopted in 1914 to protect the health of the traveling public across the country. These standards were often adopted by individual states and eventually were applicable to water supplies throughout the United States. Initially these standards had limited application with the primary emphasis on physical and bacterial parameters: the first to ensure esthetic quality and the second to prevent the transmission of water-borne disease. These public health standards were updated periodically, and in 1962, the standards were extensively revised to include water-borne chemical and radiologic agents for the first time. Initially, the only chemical agents for which limits were established were heavy metals. Recognition of the problem of water-borne synthetic organic chemicals surfaced with the establishment of an upper limit for the chemical, carbon chloroform extract (CCE). This limit served as a comprehensive, gross surrogate for all synthetic organic chemicals, although it could not distinguish between chemical compounds that were innocuous versus harmful to human health. These initial standards required that water supply systems (a) provide adequate capacity to meet peak demands without development of low pressures; (b) assess the quality of water at the free-flowing outlet of the water consumer; and (c) administer the water system facilities under the responsible charge of personnel whose qualifications are acceptable to the regulatory agency.

It was not until passage of the **Safe Drinking Water Act (SDWA)** in 1974 that public water supply systems in the United States came under the federal aegis of the EPA. Under this law, the EPA was authorized to set national standards to protect drinking water and source water from naturally occurring and man-made water contaminants. The Safe Drinking Water Act passed in 1974 was amended in 1986 and 1996, and the numerous amendments, regulations, and proposed rules added to the SDWA are summarized in Table 48-4.12

#### Provision of the Safe Drinking Water Act (SDWA)

The SDWA authorized the EPA to set **drinking water standards** in the United States and develop regulations to control the level of contaminants in the nation’s drinking water. These drinking water standards are part of the Safe Drinking Water Act’s “multiple barrier” approach to drinking water protection that includes (a) assessing and protecting drinking water sources; (b) protecting wells and collection systems; (c) ensuring that water is treated by qualified operators; (d) ensuring the integrity of water distribution systems; and (e) providing information to the public on the quality of their drinking water. In most cases, the EPA delegates responsibility for implementing drinking water standards to states and Indian nations. These drinking water standards apply to (a) public water systems that provide water for human consumption through at least 15 service connections or (b) systems that regularly serve at least 25 individual water customers. Public water systems include such entities as municipal water companies, homeowner associations, schools, businesses, campgrounds, and shopping malls. There are two categories of drinking water standards under the Safe Drinking Water Act:

- **National Primary Drinking Water Regulation (NPDWR):** This primary standard is a legally enforceable drinking water standard that applies to public water systems. Primary standards protect drinking water quality by limiting the levels of specific contaminants that can adversely affect public health and are known to or anticipated to occur in water. These standards take the form of either (a) maximum contaminant levels (MCLs) or the maximum permissible level of a contaminant in water which is delivered to any user of a public water system or (b) treatment techniques (TTs) which are set rather than an MCL when there is no reliable method that is economically and technically feasible to measure a contaminant at particularly low concentrations. The list of National Primary Drinking Water Regulations, MCLs, potential health effects, and sources of each contaminant in drinking water are presented in Table 48-5.

- **National Secondary Drinking Water Regulation (NSDWR):** This secondary standard is a nonenforceable guideline addressing contaminants that may cause (a) aesthetic effects such as undesirable tastes or odors; (b) cosmetic effects that do not damage human health but are still undesirable; or (c) technical effects that may cause damage to water equipment or reduce effectiveness of treatment for other contaminants in drinking water. The EPA recommends secondary standards to water systems but does not require systems to comply; however, states may choose to adopt them as enforceable standards. The EPA has established National Secondary Drinking Water Regulations that set nonmandatory water quality standards for 15 contaminants as “secondary maximum contaminant levels” or SMCLs. These secondary contaminants are not considered to present a risk to human health at the SMCL listed in Table 48-6.
<table>
<thead>
<tr>
<th>Contaminant</th>
<th>MCLG* (mg/L)</th>
<th>MCL or TT* (mg/L)</th>
<th>Potential Health Effects from Ingestion of Water</th>
<th>Sources of Contaminant in Drinking Water</th>
</tr>
</thead>
<tbody>
<tr>
<td>Microorganisms</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cryptosporidium sp.</td>
<td>zero</td>
<td>TT&lt;sup&gt;x&lt;/sup&gt;</td>
<td>Gastrointestinal illness (e.g., diarrhea, vomiting, gastrointestinal distress)</td>
<td>Human and animal fecal waste</td>
</tr>
<tr>
<td>Giardia lamblia</td>
<td>zero</td>
<td>TT&lt;sup&gt;x&lt;/sup&gt;</td>
<td>Gastrointestinal illness (e.g., diarrhea, vomiting, gastrointestinal distress)</td>
<td>Human and animal fecal waste</td>
</tr>
<tr>
<td>Heterotrophic plate count (HPC)</td>
<td>n/a</td>
<td>TT&lt;sup&gt;x&lt;/sup&gt;</td>
<td>HPC is an analytic method used to measure the variety of bacteria that are common in water. Lower concentrations of bacteria in drinking water indicate better maintenance at the water treatment system.</td>
<td>HPC measures a range of bacteria that are naturally occurring in the environment</td>
</tr>
<tr>
<td>Legionella sp.</td>
<td>zero</td>
<td>TT&lt;sup&gt;x&lt;/sup&gt;</td>
<td>Legionnaires' disease, a type of pneumonia. Found naturally in water; multiplies in heating systems</td>
<td></td>
</tr>
<tr>
<td>Total Coliforms (including fecal coliform and E. coli)</td>
<td>zero</td>
<td>5.0%&lt;sup&gt;e&lt;/sup&gt;</td>
<td>Not a health threat in itself, this indicator determines whether other potentially harmful bacteria may be present in water. Coliforms are naturally present in the environment as well as feces and fecal coliforms. E. coli originate only from human and animal fecal waste.</td>
<td></td>
</tr>
<tr>
<td>Turbidity</td>
<td>n/a</td>
<td>TT&lt;sup&gt;x&lt;/sup&gt;</td>
<td>Turbidity is a measure of the cloudiness of water and indicates water quality and filtration effectiveness (e.g., whether disease-causing organisms are present). Higher turbidity levels are often associated with higher levels of disease-causing microorganisms such as viruses, parasites, and some bacteria. These organisms can cause symptoms such as nausea, gastrointestinal distress, diarrhea, and associated headaches.</td>
<td>Soil runoff</td>
</tr>
<tr>
<td>Viruses (enteric)</td>
<td>zero</td>
<td>TT&lt;sup&gt;x&lt;/sup&gt;</td>
<td>Gastrointestinal illness (e.g., diarrhea, vomiting, gastrointestinal distress)</td>
<td>Human and animal fecal waste</td>
</tr>
<tr>
<td>Disinfection By-Products</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bromate</td>
<td>zero</td>
<td>0.010</td>
<td>Increased risk of cancer</td>
<td>By-product of drinking water disinfection</td>
</tr>
<tr>
<td>Chlorite</td>
<td>0.8</td>
<td>1.0</td>
<td>Anemia; infants and young children: nervous system effects</td>
<td>By-product of drinking water disinfection</td>
</tr>
<tr>
<td>Haloacetic acids (HAA5)</td>
<td>n/a&lt;sup&gt;a&lt;/sup&gt;</td>
<td>0.060</td>
<td>Increased risk of cancer</td>
<td>By-product of drinking water disinfection</td>
</tr>
<tr>
<td>Total Trihalomethanes (TTHMs)</td>
<td>none&lt;sup&gt;a&lt;/sup&gt;</td>
<td>0.10</td>
<td>Liver, kidney, or central nervous system disorders; increased risk of cancer</td>
<td>By-product of drinking water disinfection</td>
</tr>
<tr>
<td>Turbidity</td>
<td>n/a</td>
<td>0.080</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Disinfectants</td>
<td>MRLD&lt;sub&gt;LG&lt;/sub&gt; (mg/L)</td>
<td>MRLD&lt;sub&gt;L&lt;/sub&gt; (mg/L)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Chloramines (as Cl&lt;sub&gt;2&lt;/sub&gt;)</td>
<td>4&lt;sup&gt;b&lt;/sup&gt;</td>
<td>4.0&lt;sup&gt;b&lt;/sup&gt;</td>
<td>Eye/nose irritation; stomach discomfort; anemia</td>
<td>Water additive used to control microbes</td>
</tr>
<tr>
<td>Chlorine (as Cl&lt;sub&gt;2&lt;/sub&gt;)</td>
<td>4&lt;sup&gt;b&lt;/sup&gt;</td>
<td>4.0&lt;sup&gt;b&lt;/sup&gt;</td>
<td>Eye/nose irritation; stomach discomfort</td>
<td>Water additive used to control microbes</td>
</tr>
<tr>
<td>Chlorine dioxide (as ClO&lt;sub&gt;2&lt;/sub&gt;)</td>
<td>0.8&lt;sup&gt;b&lt;/sup&gt;</td>
<td>0.8&lt;sup&gt;b&lt;/sup&gt;</td>
<td>Anemia; infants and young children: nervous system effects</td>
<td>Water additive used to control microbes</td>
</tr>
<tr>
<td>Inorganic Chemicals</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Antimony</td>
<td>0.006</td>
<td>0.006</td>
<td>Increase in blood cholesterol; decrease in blood sugar</td>
<td>Discharge from petroleum refineries; fire retardants; ceramics; electronics; solder</td>
</tr>
<tr>
<td>Arsenic</td>
<td>0&lt;sup&gt;i&lt;/sup&gt;</td>
<td>0.010 as of 01/23/06</td>
<td>Skin damage or circulatory system dysfunction; possible increased risk of cancer</td>
<td>Erosion of natural deposits; runoff from orchards; runoff from glass and electronics production wastes</td>
</tr>
<tr>
<td>Asbestos</td>
<td>7 million fibers per liter</td>
<td>7 MFL</td>
<td>Increased risk of developing benign intestinal polyps</td>
<td>Decay of asbestos cement in water mains; erosion of natural deposits</td>
</tr>
<tr>
<td>Barium</td>
<td>2</td>
<td>2</td>
<td>Increase in blood pressure</td>
<td>Discharge of drilling wastes; discharge from metal refineries; erosion of natural deposits</td>
</tr>
<tr>
<td>Beryllium</td>
<td>0.004</td>
<td>0.004</td>
<td>Intestinal lesions</td>
<td>Discharge from metal refineries and coal-burning factories; discharge from electrical, aerospace, and defense industries</td>
</tr>
</tbody>
</table>

(Continued)
<table>
<thead>
<tr>
<th>Contaminant</th>
<th>MCLG&lt;sup&gt;a&lt;/sup&gt; (mg/L)&lt;sup&gt;b&lt;/sup&gt;</th>
<th>MCL or TT&lt;sup&gt;b&lt;/sup&gt; (mg/L)&lt;sup&gt;c&lt;/sup&gt;</th>
<th>Potential Health Effects from Ingestion of Water</th>
<th>Sources of Contaminant in Drinking Water</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cadmium</td>
<td>0.005</td>
<td>0.005</td>
<td>Kidney damage</td>
<td>Corrosion of galvanized pipes; erosion of natural deposits; discharge from metal refineries; runoff from waste batteries and paints</td>
</tr>
<tr>
<td>Chromium (total)</td>
<td>0.1</td>
<td>0.1</td>
<td>Allergic dermatitis</td>
<td>Discharge from steel and pulp mills; erosion of natural deposits</td>
</tr>
<tr>
<td>Copper</td>
<td>1.3</td>
<td>TT&lt;sup&gt;i&lt;/sup&gt;; action level=1.3</td>
<td>Short-term exposure: gastrointestinal distress; Long-term exposure: liver or kidney damage; Individuals with Wilson’s disease should consult their personal physician if the amount of copper in their water exceeds the action level</td>
<td>Corrosion of household plumbing systems; erosion of natural deposits</td>
</tr>
<tr>
<td>Cyanide (as free cyanide)</td>
<td>0.2</td>
<td>0.2</td>
<td>Nerve system or thyroid dysfunction</td>
<td>Discharge from steel/metal factories; discharge from plastic and fertilizer factories</td>
</tr>
<tr>
<td>Fluoride</td>
<td>4.0</td>
<td>4.0</td>
<td>Infants and children: delays in physical or mental development including deficits in attention span and learning abilities; Adults: kidney damage; high blood pressure</td>
<td>Discharge from household plumbing systems; erosion of natural deposits</td>
</tr>
<tr>
<td>Lead</td>
<td>zero</td>
<td>TT&lt;sup&gt;i&lt;/sup&gt;; action level=0.015</td>
<td>Kidney damage</td>
<td>Erosion of natural deposits; discharge from refineries and factories; runoff from landfills and croplands</td>
</tr>
<tr>
<td>Mercury (inorganic)</td>
<td>0.002</td>
<td>0.002</td>
<td>Nervous system or blood disorders; increased risk of cancer</td>
<td>Discharge from petroleum refineries; erosion of natural deposits</td>
</tr>
<tr>
<td>Nitrate (measured as nitrogen)</td>
<td>10</td>
<td>10</td>
<td>Infants below the age of 6 months who drink water containing nitrate in excess of the MCL could become seriously ill and, if untreated, exposure may lead to death. Symptoms include shortness of breath and blue-baby syndrome.</td>
<td>Runoff from fertilizer use; leaching from septic tanks, sewage; erosion of natural deposits</td>
</tr>
<tr>
<td>Nitrite (measured as nitrogen)</td>
<td>1</td>
<td>1</td>
<td>Infants below the age of 6 months who drink water containing nitrate in excess of the MCL could become seriously ill and, if untreated, exposure may lead to death. Symptoms include shortness of breath and blue-baby syndrome.</td>
<td>Runoff from fertilizer use; leaching from septic tanks, sewage; erosion of natural deposits</td>
</tr>
<tr>
<td>Selenium</td>
<td>0.05</td>
<td>0.05</td>
<td>Hair or fingernail loss; numbness in fingers or toes; circulatory disorders</td>
<td>Discharge from petroleum refineries; erosion of natural deposits</td>
</tr>
<tr>
<td>Thallium</td>
<td>0.0005</td>
<td>0.002</td>
<td>Hair loss; blood; kidney, intestine, or liver disorders</td>
<td>Leaching from ore-processing sites; discharge from electronics, glass, and drug factories</td>
</tr>
<tr>
<td>Organic Chemicals</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Acrylamide</td>
<td>zero</td>
<td>TT&lt;sup&gt;i&lt;/sup&gt;</td>
<td>Nervous system or blood disorders; increased risk of cancer</td>
<td>Added to water during sewage/wastewater treatment; Runoff from herbicide used on row crops</td>
</tr>
<tr>
<td>Alachlor</td>
<td>zero</td>
<td>0.002</td>
<td>Eye, liver, kidney, or spleen disorders; anemia; increased risk of cancer</td>
<td>Runoff from herbicide used on row crops</td>
</tr>
<tr>
<td>Atrazine</td>
<td>0.003</td>
<td>0.003</td>
<td>Cardiovascular system or reproductive disorders</td>
<td>Runoff from herbicide used on row crops</td>
</tr>
<tr>
<td>Benzene</td>
<td>0</td>
<td>0.005</td>
<td>Anemia; decrease in blood platelets; increased risk of cancer</td>
<td>Discharge from factories; leaching from gas storage tanks and landfills</td>
</tr>
<tr>
<td>Benzo(a)pyrene (PAHs)</td>
<td>zero</td>
<td>0.0002</td>
<td>Reproductive difficulties; increased risk of cancer</td>
<td>Leaching from linings of water storage tanks and distribution lines</td>
</tr>
<tr>
<td>Carbofuran</td>
<td>0.04</td>
<td>0.04</td>
<td>Disorders of blood, nervous, or reproductive system</td>
<td>Leaching of soil fumigant used on rice and alfalfa</td>
</tr>
<tr>
<td>Carbon tetrachloride</td>
<td>zero</td>
<td>0.005</td>
<td>Liver dysfunction; increased risk of cancer</td>
<td>Discharge from chemical plants and other industrial activities</td>
</tr>
<tr>
<td>Chemical</td>
<td>Value 1</td>
<td>Value 2</td>
<td>Description</td>
<td>Source</td>
</tr>
<tr>
<td>--------------------------</td>
<td>---------</td>
<td>-----------</td>
<td>--------------------------------------------------------------------------------------------------------------</td>
<td>--------------------------------------------------------------------------------------------</td>
</tr>
<tr>
<td>Chlordane</td>
<td>0.002</td>
<td></td>
<td>Liver or nervous system disorders; increased risk of cancer</td>
<td>Residue of banned termicide</td>
</tr>
<tr>
<td>Chlorobenzene</td>
<td>0.1</td>
<td>0.1</td>
<td>Liver or kidney dysfunction</td>
<td>Discharge from chemical and agricultural chemical factories</td>
</tr>
<tr>
<td>2,4-D</td>
<td>0.07</td>
<td>0.07</td>
<td>Kidney, liver, or adrenal gland disorders</td>
<td>Runoff from herbicide used on row crops</td>
</tr>
<tr>
<td>Dalapon</td>
<td>0.2</td>
<td>0.2</td>
<td>Minor kidney changes</td>
<td>Runoff from herbicide used on rights of way</td>
</tr>
<tr>
<td>1,2-Dibromo-3-chloropropene (DBCP)</td>
<td>zero</td>
<td>0.0002</td>
<td>Reproductive difficulties; increased risk of cancer</td>
<td>Runoff/leaching from soil fumigant used on soybeans, cotton, pineapples, and orchards</td>
</tr>
<tr>
<td>α-Dichlorobenzene</td>
<td>0.6</td>
<td>0.6</td>
<td>Liver, kidney, or circulatory system disorders</td>
<td>Discharge from industrial chemical factories</td>
</tr>
<tr>
<td>β-Dichlorobenzene</td>
<td>0.075</td>
<td>0.075</td>
<td>Anemia; liver, kidney, or spleen damage; changes in blood function</td>
<td>Discharge from industrial chemical factories</td>
</tr>
<tr>
<td>1,2-Dichloroethane</td>
<td>zero</td>
<td>0.005</td>
<td>Increased risk of cancer</td>
<td>Discharge from industrial chemical factories</td>
</tr>
<tr>
<td>1,1-Dichloroethylene</td>
<td>0.007</td>
<td>0.007</td>
<td>Liver dysfunction</td>
<td>Discharge from industrial chemical factories</td>
</tr>
<tr>
<td>cis-1,2-Dichloroethylene</td>
<td>0.07</td>
<td>0.07</td>
<td>Liver dysfunction</td>
<td>Discharge from industrial chemical factories</td>
</tr>
<tr>
<td>trans-1,2-Dichloroethylene</td>
<td>0.1</td>
<td>0.1</td>
<td>Liver dysfunction</td>
<td>Discharge from industrial chemical factories</td>
</tr>
<tr>
<td>Dichloromethane</td>
<td>zero</td>
<td>0.005</td>
<td>Liver dysfunction; increased risk of cancer</td>
<td>Discharge from drug and chemical factories</td>
</tr>
<tr>
<td>1,2-Dichloropropane</td>
<td>zero</td>
<td>0.005</td>
<td>Increased risk of cancer</td>
<td>Discharge from chemical factories</td>
</tr>
<tr>
<td>Di(2-ethylhexyl) adipate</td>
<td>0.4</td>
<td>0.4</td>
<td>Weight loss, liver dysfunction, or possible reproductive difficulties</td>
<td>Discharge from chemical factories</td>
</tr>
<tr>
<td>Di(2-ethylhexyl) phthalate</td>
<td>zero</td>
<td>0.006</td>
<td>Reproductive difficulties; liver dysfunction; increased risk of cancer</td>
<td>Discharge from rubber and chemical factories</td>
</tr>
<tr>
<td>Dioxin (2,3,7,8-TCDD)</td>
<td>zero</td>
<td>0.0000003</td>
<td>Reproductive difficulties; increased risk of cancer</td>
<td>Runoff from herbicide used on soybeans and vegetables</td>
</tr>
<tr>
<td>Diquat</td>
<td>0.02</td>
<td>0.02</td>
<td>Cataract formation</td>
<td>Emissions from waste incineration and other combustion; discharge from chemical factories</td>
</tr>
<tr>
<td>Endothall</td>
<td>0.1</td>
<td>0.1</td>
<td>Stomach and intestinal disorders</td>
<td>Runoff from herbicide use</td>
</tr>
<tr>
<td>Endrin</td>
<td>0.002</td>
<td>0.002</td>
<td>Liver dysfunction</td>
<td>Runoff from herbicide use</td>
</tr>
<tr>
<td>Epichlorohydrin</td>
<td>zero</td>
<td>0.01</td>
<td>Increased cancer risk, and over a long period of time, gastrointestinal disorders</td>
<td>Residue of banned insecticide</td>
</tr>
<tr>
<td>Ethylbenzene</td>
<td>0.7</td>
<td>0.7</td>
<td>Liver or kidney disorders</td>
<td>Discharge from industrial chemical factories; an impurity of some water treatment chemicals</td>
</tr>
<tr>
<td>Ethylene dibromide</td>
<td>zero</td>
<td>0.00005</td>
<td>Disorders of liver, stomach, reproductive system, or kidneys; increased risk of cancer</td>
<td>Discharge from petroleum refineries</td>
</tr>
<tr>
<td>Glyphosate</td>
<td>0.7</td>
<td>0.7</td>
<td>Kidney dysfunction; reproductive difficulties</td>
<td>Discharge from petroleum refineries</td>
</tr>
<tr>
<td>Heptachlor epoxide</td>
<td>zero</td>
<td>0.0004</td>
<td>Liver damage; increased risk of cancer</td>
<td>Runoff from herbicide use</td>
</tr>
<tr>
<td>Hexachlorobenzene</td>
<td>zero</td>
<td>0.0002</td>
<td>Liver or kidney disorders; reproductive difficulties; increased risk of cancer</td>
<td>Residue of banned termicide</td>
</tr>
<tr>
<td>Hexachlorocyclopentadiene</td>
<td>0.05</td>
<td>0.05</td>
<td>Kidney or stomach dysfunction</td>
<td>Discharge from chemical factories</td>
</tr>
<tr>
<td>Lindane</td>
<td>0.0002</td>
<td>0.0002</td>
<td>Liver or kidney disorders</td>
<td>Runoff/leaching from insecticide used on cattle, lumber, gardens</td>
</tr>
<tr>
<td>Methoxychlor</td>
<td>0.04</td>
<td>0.04</td>
<td>Reproductive difficulties</td>
<td>Runoff/leaching from insecticide used on fruits, vegetables, alfalfa, livestock</td>
</tr>
<tr>
<td>Oxamyl (Vydate)</td>
<td>0.2</td>
<td>0.2</td>
<td>Slight nervous system effects</td>
<td>Runoff/leaching from insecticide used on apples, potatoes, and tomatoes</td>
</tr>
<tr>
<td>Polychlorinated biphenyls (PCBs)</td>
<td>zero</td>
<td>0.0005</td>
<td>Skin changes; thymus gland disorders; immune system deficiencies; reproductive or nervous system difficulties; increased risk of cancer</td>
<td>Runoff from landfills; discharge of waste chemicals</td>
</tr>
</tbody>
</table>

(Continued)
### TABLE 48-5. NATIONAL PRIMARY DRINKING WATER REGULATIONS AND MAXIMUM CONTAMINANT LEVELS (MCL)\(a\) (Continued)

<table>
<thead>
<tr>
<th>Contaminant</th>
<th>MCLG(b) (mg/L)(c)</th>
<th>MCL or TT(b) (mg/L)(c)</th>
<th>Potential Health Effects from Ingestion of Water</th>
<th>Sources of Contaminant in Drinking Water</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pentachlorophenol</td>
<td>zero</td>
<td>0.001</td>
<td>Liver or kidney disorders; increased cancer risk</td>
<td>Discharge from wood-preserving factories</td>
</tr>
<tr>
<td>Picloram</td>
<td>0.5</td>
<td>0.5</td>
<td>Liver dysfunction</td>
<td>Herbicide runoff</td>
</tr>
<tr>
<td>Simazine</td>
<td>0.004</td>
<td>0.004</td>
<td>Blood disorders</td>
<td>Herbicide runoff</td>
</tr>
<tr>
<td>Sterylene</td>
<td>0.1</td>
<td>0.1</td>
<td>Liver, kidney, or circulatory system disorders</td>
<td>Discharge from rubber and plastic factories; leaching from landfills</td>
</tr>
<tr>
<td>Tetrachloroethylene</td>
<td>zero</td>
<td>0.006</td>
<td>Liver dysfunction; increased risk of cancer</td>
<td>Discharge from factories and dry cleaners</td>
</tr>
<tr>
<td>Toluene</td>
<td>1</td>
<td>1</td>
<td>Nervous system, kidney, or liver disorders</td>
<td>Discharge from petroleum factories</td>
</tr>
<tr>
<td>Toxaphene</td>
<td>zero</td>
<td>0.003</td>
<td>Kidney, liver, or thyroid disorders; increased risk of cancer</td>
<td>Runoff/leaching from insecticide used on cotton and cattle</td>
</tr>
<tr>
<td>2,4,5-TP (Silvex)</td>
<td>0.05</td>
<td>0.05</td>
<td>Liver disorders</td>
<td>Residue of banned herbicide</td>
</tr>
<tr>
<td>1,2,4-Trichlorobenzene</td>
<td>0.07</td>
<td>0.07</td>
<td>Changes in adrenal glands</td>
<td>Discharge from textile finishing factories</td>
</tr>
<tr>
<td>1,1,1-Trichloroethane</td>
<td>0.2</td>
<td>0.2</td>
<td>Liver, nervous system, or circulatory disorders</td>
<td>Discharge from metal degreasing sites and other factories</td>
</tr>
<tr>
<td>1,1,2-Trichloroethylene</td>
<td>0.003</td>
<td>0.006</td>
<td>Liver, kidney, or immune system dysfunction</td>
<td>Discharge from industrial chemical factories</td>
</tr>
<tr>
<td>Trichloroethylene</td>
<td>zero</td>
<td>0.005</td>
<td>Liver disorders; increased risk of cancer</td>
<td>Discharge from metal degreasing sites and other factories</td>
</tr>
<tr>
<td>Vinyl chloride</td>
<td>zero</td>
<td>0.002</td>
<td>Increased risk of cancer</td>
<td>Leaching from PVC pipes; discharge from plastic factories</td>
</tr>
<tr>
<td>Xylenes (total)</td>
<td>10</td>
<td>10</td>
<td>Nervous system damage</td>
<td>Discharge from petroleum factories; discharge from chemical factories</td>
</tr>
</tbody>
</table>

#### Radionuclides

| Alpha particles          | none\(d\)               | 15 picocuries per Liter     | Increased risk of cancer                                                                                        | Erosion of natural deposits of certain minerals that are radioactive and may emit a form of radiation known as alpha radiation |
| Beta particles and photon emitters | none\(d\) | 4 millirems per year | Increased risk of cancer                                                                                       | Decay of natural and man-made deposits of certain minerals that are radioactive and may emit forms of radiation known as photons and beta radiation |
| Radium 226 and Radium 228 (combined) | none\(d\) | 5 pCi/L                  | Increased risk of cancer                                                                                        | Erosion of natural deposits |

#### Notes

\(a\) Modified and provided courtesy of the Environmental Protection Agency and accessible at [http://www.epa.gov/safewater/mcl.html](http://www.epa.gov/safewater/mcl.html).

\(b\) Definitions:

- **Maximum Contaminant Level (MCL)**—The highest level of a contaminant that is allowed in drinking water. MCLs are set as close to MCLGs as feasible using the best available treatment technology and taking cost into consideration. MCLs are enforceable standards.
- **Maximum Contaminant Level Goal (MCLG)**—The level of a contaminant in drinking water below which there is no known or expected risk to health. MCLGs allow for a margin of safety and are nonenforceable public health goals.
- **Maximum Residual Disinfectant Level (MRDL)**—The highest level of a disinfectant allowed in drinking water. There is convincing evidence that addition of a disinfectant is necessary for control of microbial contaminants.
- **Maximum Residual Disinfectant Level Goal (MRDLG)**—The level of a drinking water disinfectant below which there is no known or expected risk to health. MRDLGs do not reflect the benefits of the use of disinfectants to control microbial contaminants.

#### Treatment Technique—A required process intended to reduce the level of a contaminant in drinking water.

\(c\) Units are in milligrams per liter (mg/L) unless otherwise noted. Milligrams per liter are equivalent to parts per million.

\(d\) EPA’s surface water treatment rules require systems using surface water or groundwater under the direct influence of surface water to (a) disinfect their water, and (b) filter their water or meet criteria for avoiding filtration so that the following contaminants are controlled at the following levels:
• Cryptosporidium: (as of 1/1/02 for systems serving >10,000 and 1/14/05 for systems serving <10,000) 99% removal
• Giardia lamblia: 99.9% removal/inactivation
• Viruses: 99.99% removal/inactivation
• Legionella: No limit, but EPA believes that if Giardia and viruses are removed/inactivated, Legionella will also be controlled
• Turbidity: At no time can turbidity (cloudiness of water) go above 5 nephelometric turbidity units (NTU); systems that filter must ensure that the turbidity go no higher than 1 NTU (0.5 NTU for conventional or direct filtration) in at least 95% of the daily samples in any month. As of January 1, 2002, turbidity may never exceed 1 NTU, and must not exceed 0.3 NTU in 95% of daily samples in any month.
• HPC: No more than 500 bacterial colonies per milliliter.
• Long Term 1 Enhanced Surface Water Treatment (Effective Date: January 14, 2005): Surface water systems or (GWUDI) systems serving fewer than 10,000 people must comply with the applicable Long Term 1 Enhanced Surface Water Treatment Rule provisions (e.g., turbidity standards, individual filter monitoring, Cryptosporidium removal requirements, updated watershed control requirements for unfiltered systems).
• Filter Backwash Recycling: The Filter Backwash Recycling Rule requires systems that recycle to return specific recycle flows through all processes of the system’s existing conventional or direct filtration system or at an alternate location approved by the state.

*More than 5.0% samples total coliform-positive in a month. (For water systems that collect fewer than 40 routine samples per month, no more than one sample can be total coliform-positive per month.) Every sample that has total coliform must be analyzed for either fecal coliforms or E. coli if two consecutive TC-positive samples, and one is also positive for E. coli fecal coliforms, system has an acute MCL violation.
†Fecal coliform and E. coli are bacteria whose presence indicates that the water may be contaminated with human or animal wastes. Disease-causing microbes (pathogens) in these wastes can cause diarrhea, cramps, nausea, headaches, or other symptoms. These pathogens may pose a special health risk for infants, young children, and people with severely compromised immune systems.
‡Although there is no collective MCLG for this contaminant group, there are individual MCLGs for some of the individual contaminants:
• Trihalomethanes: bromodichloromethane (zero); bromoform (zero); dibromochloromethane (0.06 mg/L). Chloroform is regulated with this group but has no MCLG.
• Haloacetic acids: dichloroacetic acid (zero); trichloroacetic acid (0.3 mg/L). Monochloroacetic acid, bromoacetic acid, and dibromoacetic acid are regulated with this group but have no MCLGs.

‡MCLGs were not established before the 1986 Amendments to the Safe Drinking Water Act. Therefore, there is no MCLG for this contaminant.

Lead and copper are regulated by a treatment technique that requires systems to control the corrosiveness of their water. If more than 10% of tap water samples exceed the action level, water systems must take additional steps. For copper, the action level is 1.3 mg/L, and for lead is 0.015 mg/L.

Each water system must certify, in writing, to the state (using third-party or manufacturer’s certification), that when acrylamide and epichlorohydrin are used in drinking water systems, the combination (or product) of dose and monomer level does not exceed the levels specified, as follows:
• Acrylamide = 0.05% dosed at 1 mg/L (or equivalent)
• Epichlorohydrin = 0.01% dosed at 20 mg/L (or equivalent)
The development of US Drinking Water Regulations

Regulations addressing the protection of drinking water and the public's health continue to be added in earnest to the original Safe Drinking Water Act of 1974 as illustrated in Table 48-4. In 1996, an important amendment to the SDWA required the EPA to develop a process for setting drinking water standards in the United States that includes determination of whether setting a standard is appropriate for a particular water contaminant, and if so, what that drinking water standard should entail. As part of the 1996 amendment to the SDWA, drinking water standard-setting procedures now incorporate inclusion of peer-reviewed science and support data to allow for an intensive technological evaluation of the contaminant under consideration. This standard-setting process includes evaluation of many factors such as (a) the occurrence of the contaminant in the environment; (b) the probability of human exposure and risks of adverse health effects in the general population and sensitive subpopulations; (c) the availability of analytical methods of detection; (d) the technical feasibility of the regulation; and (e) the impact of regulation on water systems, the economy, and public health.13

In order to set new drinking water standards not already regulated by the SDWA, the EPA must first make determinations about which water contaminants to regulate. This regulatory determination is a formal decision on whether to issue a national primary drinking water regulation for a specific water contaminant. The decision to regulate a water contaminant is based upon (a) the projected adverse health effects from the contaminant and the public health risk; (b) the extent of occurrence of the contaminant in drinking water and the likelihood that the water contaminant occurs in public water systems at levels of concern; and (c) a determination as to whether regulation of the contaminant would present a “meaningful opportunity” for reducing risks to human health.14 Water contaminants that meet these criteria for possible regulatory consideration were included in the National Drinking Water Contaminant Candidate List (CCL) that was originally published March 2, 1998. The CCL catalogs contaminants that (a) are not already regulated under SDWA; (b) may have adverse human health effects; (c) are known to or anticipated to occur in public water systems; and (d) may require regulations under the SDWA.

The Safe Drinking Water Act requires that the EPA periodically publish a National Drinking Water Contaminant Candidate List or CCL. The first CCL published in March of 1998 contained 60 water contaminants, and the second CCL was published in February of 2005 after the agency decided to continue research on the list of contaminants on the first CCL. The Drinking Water Contaminant Candidate List published in 2005 (the second CCL) includes the Microbial Contaminant Candidates and the Chemical Contaminant Candidates presented in Table 48-7. The second CCL includes 51 water contaminants of the original 60 unregulated contaminants from the first CCL published in 1998 including nine microbiological contaminants and 42 chemical contaminants or contaminant groups. In July 2003, the EPA announced its final determination for a subset of nine water contaminants from the first CCL and concluded that sufficient data and information was available to make the determination not to regulate Acanthamoeba, aldrin, dieldrin, hexachlorobutadiene, manganese, metribuzin, naphthalene, sodium, and sulfate. Therefore, these nine water contaminants were not included in the updated 2005 Contaminant Candidate List.13 A second cycle of preliminary regulatory determinations from the second CCL is underway and final regulatory determinations will be announced in August of 2006. It is important to note that future drinking water contaminant regulations are not limited to making regulatory determinations for only those contaminants on the CCLs. If information becomes available indicating that a specific water contaminant presents a public health risk, a decision to regulate a previously unregulated contaminant may occur in the interest of public health.15

Determination of New Drinking Water Standards

In order to propose and finalize a new drinking water standard or National Primary Drinking Water Regulation for a drinking water contaminant candidate on the CCL, the EPA follows a regulatory process that includes (a) conducting studies to develop analytical methods for detecting a new water contaminant; (b) determining whether the contaminant occurs in drinking water; (c) evaluating the treatment technologies necessary to remove the specific contaminant

<table>
<thead>
<tr>
<th>Contaminant</th>
<th>Secondary MCL</th>
<th>Noticeable Effects above the Secondary MCL</th>
</tr>
</thead>
<tbody>
<tr>
<td>Aluminum</td>
<td>0.05–0.2 mg/L</td>
<td>Colored water</td>
</tr>
<tr>
<td>Chloride</td>
<td>250 mg/L</td>
<td>Salty taste</td>
</tr>
<tr>
<td>Color</td>
<td>15 color units</td>
<td>Visible tint</td>
</tr>
<tr>
<td>Copper</td>
<td>1.0 mg/L</td>
<td>Metallic taste; blue-green staining</td>
</tr>
<tr>
<td>Corrosivity</td>
<td>Noncorrosive</td>
<td>Metallic taste; corroded pipes and fixture staining</td>
</tr>
<tr>
<td>Fluoride</td>
<td>2.0 mg/L</td>
<td>Tooth discoloration</td>
</tr>
<tr>
<td>Foaming agents</td>
<td>0.5 mg/L</td>
<td>Frothy, cloudy; bitter taste; strong odor</td>
</tr>
<tr>
<td>Iron</td>
<td>0.3 mg/L</td>
<td>Rusty color; sediment; metallic taste; reddish or orange staining</td>
</tr>
<tr>
<td>Manganese</td>
<td>0.05 mg/L</td>
<td>Black to brown color; black staining; bitter metallic taste</td>
</tr>
<tr>
<td>Odor</td>
<td>3 TON (threshold odor number)</td>
<td>“Rotten-egg,” musty or chemical smell</td>
</tr>
<tr>
<td>pH</td>
<td>6.5–8.5</td>
<td>High pH: bitter metallic taste; corrosion</td>
</tr>
<tr>
<td>Silver</td>
<td>0.1 mg/L</td>
<td>Skin discoloration; graying of the white portion of eye</td>
</tr>
<tr>
<td>Sulfate</td>
<td>250 mg/L</td>
<td>Salty taste</td>
</tr>
<tr>
<td>Total Dissolved</td>
<td>500 mg/L</td>
<td>Hardness; deposits; colored water; staining; salty taste</td>
</tr>
<tr>
<td>Solids (TDS)</td>
<td>5 mg/L</td>
<td>Metallic taste</td>
</tr>
</tbody>
</table>

1mg/L is milligrams of substance per liter of water

*Modified and provided courtesy of the Environmental Protection Agency and accessible at http://www.epa.gov/safewater/mcl.html.
from drinking water; and (d) investigating the potential health effects resulting from exposure to the specific water contaminant. This regulatory process allows the federal agency to determine if a drinking water contaminant is determined as follows:

- **Noncarcinogenic Chemical Contaminants:** For chemical compounds that may lead to adverse noncancerous health effects, the MCLG is based on the reference dose (RFD), which is an estimate of the amount of a chemical that a human may be exposed to on a daily basis that is not anticipated to cause adverse health effects over a lifetime. As part of this RFD calculation, sensitive subpopulations are included and the level of uncertainty may span an order of magnitude. The RFD is multiplied by a typical adult body weight (70 kg) and divided by daily water consumption (estimated at 2 liters) to provide a Drinking Water Equivalent Level (DWEL). The DWEL is multiplied by a percentage of the total daily exposure to the chemical compound contributed by exposure to drinking water (often 20%), and this calculation provides the final determination of the MCLG for the noncarcinogen chemical under consideration.13

- **Carcinogenic Chemical Contaminants:** If there is credible evidence that a chemical compound may cause cancer and there is no dose below which the chemical agent is considered safe, the MCLG for the chemical compound is set at zero by the EPA. If the chemical compound is carcinogenic but a safe dose can be determined, the MCLG is set at a level above zero that is considered to be safe.13

- **Microbial Contaminants:** For water-borne microbial contaminants that may present public health hazards, the MCLG is set at zero since in many cases ingesting one protozoa, virus, or bacterium may cause adverse health effects, particularly in sensitive populations most at risk for morbidity and mortality from water-borne exposure. The EPA continues to conduct health effects studies to determine whether there is a safe level above zero for specific water-borne microbial contaminants. To date, this “safe level above zero” has not been established.13

Once an MCLG is determined for a specific water-borne contaminant, the EPA may establish an enforceable primary drinking water standard, which in most cases is set as a MCL, defined as the maximum permissible level of a contaminant in water which is delivered with exposure to microbial, radiological, particulate, inorganic, and organic chemical contaminants present in drinking water including risk assessments for development of human cancer resulting from exposure to chemical contaminants in drinking water. The subsequent publications through 1989 have compiled data on (a) the risks associated with chlorination and disinfection by-products in drinking water; (b) the toxicological profiles of drinking water contaminants; (c) the epidemiological trends, risk assessments, and pharmacokinetics of several drinking water contaminants; and (d) suggested no-adverse-response levels (SNARLs) for acute and chronic exposures to selected drinking water contaminants.

As part of the process of proposing and finalizing a National Primary Drinking Water Regulation or primary drinking water standard for a specific water contaminant on the Drinking Water Contaminant Candidate List or CCL, the EPA reviews available health-effects studies and drinking water occurrence data. The EPA then sets a Maximum Contaminant Level Goal (MCLG) for the water contaminant under regulatory consideration which is defined as the maximum level of a contaminant in drinking water at which no known or anticipated adverse health effects occur and which allows for an adequate margin of safety.13 MCLGs are nonenforceable public health goals, and since MCLGs consider only public health risk and not the limits of detection and water treatment technology, they may be set at a level that many water utility systems cannot meet in the United States. It is very important to note that MCLGs consider the health-effects risk from water-borne exposure to contaminants by sensitive subpopulations including infants, children, geriatric populations, and those with compromised immune systems. The MCLG for each type of water contaminant is determined as follows:

### TABLE 48-7. DRINKING WATER CONTAMINANT CANDIDATE LIST—FEBRUARY, 2005 (SECOND CCL)

<table>
<thead>
<tr>
<th><strong>Microbial Contaminant Candidates</strong></th>
<th><strong>Chemical Contaminant Candidates</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td>Adenoviruses</td>
<td>1,1,2,2-tetrachloroethane</td>
</tr>
<tr>
<td>Aeromonas hydrophila</td>
<td>1,2,4-trimethylbenzene</td>
</tr>
<tr>
<td>Caliciviruses</td>
<td>1,1-dichloroethane</td>
</tr>
<tr>
<td>Coxackieviruses</td>
<td>1,1-dichloroethylene</td>
</tr>
<tr>
<td>Cyanobacteria (blue-green algae)</td>
<td>1,2-diphenylhydrazine</td>
</tr>
<tr>
<td></td>
<td>1,3-dichloropropane</td>
</tr>
<tr>
<td></td>
<td>1,3-dichloropropane</td>
</tr>
<tr>
<td></td>
<td>2,4,6-trichlorophenol</td>
</tr>
<tr>
<td></td>
<td>2,2-dichloropropane</td>
</tr>
<tr>
<td></td>
<td>2,4-dichlorophenol</td>
</tr>
<tr>
<td></td>
<td>2,4-dinitrophenol</td>
</tr>
<tr>
<td></td>
<td>2,4-dinitrotoluene</td>
</tr>
<tr>
<td></td>
<td>2-methyl-Phenol (o-cresol)</td>
</tr>
<tr>
<td></td>
<td>Acetochlor</td>
</tr>
<tr>
<td></td>
<td>Alachlor ESA and other acenilide</td>
</tr>
<tr>
<td></td>
<td>pesticide degradation products</td>
</tr>
<tr>
<td></td>
<td>Aluminum</td>
</tr>
<tr>
<td></td>
<td>Boron</td>
</tr>
<tr>
<td></td>
<td>Bromobenzene</td>
</tr>
<tr>
<td></td>
<td>DCPA mono-acid degrade</td>
</tr>
<tr>
<td></td>
<td>DCPA di-acid degrade</td>
</tr>
<tr>
<td></td>
<td>DOE</td>
</tr>
<tr>
<td></td>
<td>DDE</td>
</tr>
<tr>
<td></td>
<td>Disulfoton</td>
</tr>
<tr>
<td></td>
<td>Diuron</td>
</tr>
<tr>
<td></td>
<td>EPTC (s-ethyl-N,N,N-tripropylcarbamate)</td>
</tr>
<tr>
<td></td>
<td>Etofos</td>
</tr>
<tr>
<td></td>
<td>p-isopropyltoluene (p-cymene)</td>
</tr>
<tr>
<td></td>
<td>Linuron</td>
</tr>
<tr>
<td></td>
<td>Methyl bromide</td>
</tr>
<tr>
<td></td>
<td>Methyl-t-butyl ether (MTBE)</td>
</tr>
<tr>
<td></td>
<td>Metolachlor</td>
</tr>
<tr>
<td></td>
<td>Molinate</td>
</tr>
<tr>
<td></td>
<td>Nitrobenzene</td>
</tr>
<tr>
<td></td>
<td>Organotins</td>
</tr>
<tr>
<td></td>
<td>Perchlorate</td>
</tr>
<tr>
<td></td>
<td>Prometon</td>
</tr>
<tr>
<td></td>
<td>RDX</td>
</tr>
<tr>
<td></td>
<td>Terbacil</td>
</tr>
<tr>
<td></td>
<td>Terbufos</td>
</tr>
<tr>
<td></td>
<td>Triazines and degradation products</td>
</tr>
<tr>
<td></td>
<td>Vanadium</td>
</tr>
</tbody>
</table>

The MCLG is the nonenforceable value set by the EPA below which no adverse health effects are anticipated to occur and which allows for an adequate margin of safety. MCLGs are established for drinking water contaminants on the CCL. The EPA reviews available health-effects studies and drinking water occurrence data and sets a MCLG for each contaminant on the CCL. The MCLG is the maximum level of a contaminant in drinking water at which no known or anticipated adverse health effects occur and which allows for an adequate margin of safety.13 MCLGs are nonenforceable public health goals, and since MCLGs consider only public health risk and not the limits of detection and water treatment technology, they may be set at a level that many water utility systems cannot meet in the United States. It is very important to note that MCLGs consider the health-effects risk from water-borne exposure to contaminants by sensitive subpopulations including infants, children, geriatric populations, and those with compromised immune systems. The MCLG for each type of water contaminant is determined as follows:

- **Noncarcinogenic Chemical Contaminants:** For chemical compounds that may lead to adverse noncancerous health effects, the MCLG is based on the reference dose (RFD), which is an estimate of the amount of a chemical that a human may be exposed to on a daily basis that is not anticipated to cause adverse health effects over a lifetime. As part of this RFD calculation, sensitive subpopulations are included and the level of uncertainty may span an order of magnitude. The RFD is multiplied by a typical adult body weight (70 kg) and divided by daily water consumption (estimated at 2 liters) to provide a Drinking Water Equivalent Level (DWEL). The DWEL is multiplied by a percentage of the total daily exposure to the chemical compound contributed by exposure to drinking water (often 20%), and this calculation provides the final determination of the MCLG for the noncarcinogen chemical under consideration.13

- **Carcinogenic Chemical Contaminants:** If there is credible evidence that a chemical compound may cause cancer and there is no dose below which the chemical agent is considered safe, the MCLG for the chemical compound is set at zero by the EPA. If the chemical compound is carcinogenic but a safe dose can be determined, the MCLG is set at a level above zero that is considered to be safe.13

- **Microbial Contaminants:** For water-borne microbial contaminants that may present public health hazards, the MCLG is set at zero since in many cases ingesting one protozoa, virus, or bacterium may cause adverse health effects, particularly in sensitive populations most at risk for morbidity and mortality from water-borne exposure. The EPA continues to conduct health effects studies to determine whether there is a safe level above zero for specific water-borne microbial contaminants. To date, this “safe level above zero” has not been established.13

Once an MCLG is determined for a specific water-borne contaminant, the EPA may establish an enforceable primary drinking water standard, which in most cases is set as a MCL, defined as the maximum permissible level of a contaminant in water which is delivered.
to any user of a public water system. The MCL is established as close to the MCLG as feasible as directed by the Safe Drinking Water Act, which delineates the following conditions: (a) the level that may be achieved with the use of the best available technology (BAT), treatment techniques, and other means which EPA finds are acceptable after examination for efficiency under field conditions and not solely under laboratory conditions, and (b) the level that may be achieved taking the cost of treatment into consideration. If there is no reliable method that is economically and technically feasible to measure a water contaminant at particularly low concentrations, a treatment technique (TT) is established rather than an MCL. A treatment technique is defined as an enforceable procedure or level of technological performance which public water systems must follow to ensure control of a specific water contaminant. Two current examples of treatment technique rules include the Surface Water Treatment Rule that addresses disinfection and filtration and the Lead and Copper Rule that optimizes corrosion control.

After establishing either an MCL or TT for a specific water-borne contaminant, the EPA must complete an economic cost-benefit analysis to determine whether the benefits of any proposed primary drinking water standard under consideration justify the cost of treatment based upon affordable technology for large public water systems. Considering this economic evaluation, the EPA may adjust the MCL for a particular class or group of public water systems to a level that “maximizes health risk reduction benefits at a cost that is justified by the benefits.” Each state in the United States has been authorized to grant variances for new drinking water standards to small water systems serving up to 3300 people, if the system cannot afford to comply with a new drinking water regulation and the small system installs EPA-approved variance technology. States can also grant variances for public water systems serving 3301–10,000 residents but only with EPA approval. However, the SDWA does not allow small water systems to be granted variances for microbial contaminants in drinking water.

It is imperative that small public water systems receive special consideration from the EPA since more than 90% of all public water systems in the United States are categorized as small and these small systems face the greatest challenges in providing potable water at affordable rates for their U.S. residents. Therefore, the 1996 Amendments to the SDWA provided states with affordable options that are appropriate for small public water systems so that they may comply with primary drinking water standards. As part of this special consideration, the EPA must identify treatment technologies that achieve primary drinking water standard compliance and that are affordable for public water systems serving fewer than 10,000 people when setting new primary drinking water standards. These special considerations may include packaged or modular systems and point-of-entry/point-of-use treatment devices under the control of the small public water system as part of a state variance. When such alternative technologies cannot be developed and implemented, the EPA must identify affordable technologies that maximize water contaminant reduction and protect the public’s health.

In addition, under certain circumstances, exemptions from drinking water standards may be granted to allow additional time to develop alternative compliance options or establish financial support. However, after the exemption period expires, the public drinking water system must be in compliance with the primary drinking water standard. Most importantly, the terms of any state variance or exemption to a primary drinking water standard must guarantee no unreasonable risk to the public health. Primary drinking water standards go into effect 3 years after they are finalized by the EPA. If capital improvements are required by the public water system in order to comply with the new drinking water standard, the EPA’s administrator for the standard state may allow this 3-year implementation period to be extended up to 2 additional years.

Every 5 years, the EPA repeats the cycle of revising the Drinking Water Contaminant Candidate List or CCL by making regulatory determinations for five water contaminants and identifying up to 30 contaminants for unregulated monitoring. Every 6 years, the EPA also reevaluates existing primary drinking water regulations to determine if modifications are necessary as well. The U.S. regulatory process and primary drinking water standard-setting process aims to ensure the safety and quality of water for all U.S. residents and can be expected to be in continuous state of change for the foreseeable future.

### TYPES OF WATER CONTAMINATION

Although the United States has one of the safest water supplies in the world, those responsible for the continued safety of our nation’s water are faced with constant and newly emerging environmental challenges to water quality. Multiple reservoirs of infection, modes of transmission, and sources of contamination from microbial, chemical, and radiologic water-borne agents present continuous challenges to protecting the public from water-related disease resulting from exposure to contaminated waters. The Centers for Disease Control and Prevention, in addition to other organizations responsible for water quality and safety in the United States, has focused their efforts on four critical areas of water contamination that are of public health significance and warrant water protection measures.

- **Drinking Water Contamination:** Water-related disease associated with exposure to drinking water may result from microbial, chemical, or radiologic contamination of drinking water supplies. Microbial contamination of drinking water frequently results from animal or human sewage contamination of source water that has not been adequately treated by available disinfection or filtration procedures. In addition, other challenges to water safety from microbial contamination include infectious pathogens such as *Cryptosporidium parvum* that are resistant to routine water treatment technologies. Chemical contamination of drinking water may result from multiple sources ranging from agricultural run-off to leakage from underground storage tanks to industrial discharges and chemical spills. Chemical contamination of drinking water may be generated from naturally occurring phenomenon (i.e., arsenic, lead, and copper erosion of natural deposits) or from human activities (i.e., nitrate contamination from fertilizer use or discharge of chemical solvents from industrial processes). Radiologic contamination of drinking water may also present a public health problem arising from naturally occurring or man-made contamination from various industrial and power-generating processes.

- **Recreational Water Pollution:** According to a report from the Environmental Protection Agency, as many as 40% of U.S. beaches, rivers, estuaries, and lakes may be polluted with microbial or chemical contaminants. Exposure to contaminated water has resulted in recreational water outbreaks as a result of exposure to water-borne contaminants in such venues as swimming and wading pools, lakes and ponds, rivers and canals, decorative fountains, hot tubs, and springs over the past several decades. Recreational water exposure to infectious pathogens such as *E. coli* O157:H7, *Cryptosporidium parvum*, and *Naegleria fowleri* have the potential to cause serious morbidity and mortality particularly in susceptible populations such as children.

- **“Special Uses” Water Contamination:** Water used for special purposes other than drinking and recreational activities may also become contaminated and pose a public health threat and act as a potential source of contamination. The use of water is essential to medicine, agriculture, aquaculture, and commercial food and bottled water production in the United States. Unfortunately, water-borne pathogens may thrive on biofilms in dental and medical devices (such as catheters and dialysis machines) and grow on piping in air-conditioning systems and cooling towers (e.g., *Legionella pneumophila*). Agricultural wastewater may become contaminated with both microbial
and chemical contaminants including infectious zoonotic pathogens, pesticides and herbicides, and nitrates from fertilizer use. In addition, animal hormones and pharmaceuticals used in agriculture may retain their biological activity when ingested by humans exposed to agricultural wastewater. Ingestion of fish and seafood found in waters contaminated with high concentrations of enteric bacteria, parasites, and viruses, marine toxins, and chemical contaminants such as mercury may also cause adverse health effects particularly in susceptible populations such as pregnant women and developing fetuses.\(^1\)

- **Intentional Water Contamination**: Another area of public health concern and focus of water protection countermeasures in the United States is the possibility of intentional acts of water terrorism.\(^1\,16\) This possible water contamination scenario could potentially involve a community-wide water-borne disease outbreak or a cluster of water-related cases from chemical or radiologic toxicity in the general population or in sensitive subgroups most at risk for disease and death. Therefore, the possibility of water contamination from a covert or overt terrorist event remains a public health threat in the United States that could result in water-related disease resulting from biological, chemical, or radiological agents.\(^1,16\)

### Microbial Contaminants in Water

Acute microbial infection was the primary cause of death in one in five Americans in the early 1900s with a significant percentage of this morbidity and mortality resulting from unchecked exposure to water-borne cholera and typhoid.\(^1,17\) During the past century, protection efforts by water utilities and public health agencies have played a major role in preventing microbial pollution of potable water supplies in the United States.\(^1\) By the early 1980s in America, most water utility practitioners and public health specialists were relatively comfortable controlling microbial contamination with existing water quality monitoring standards and conventional treatment methodologies.\(^18-20\) However, the decade of the 1990s has been characterized as “the decade of the microbe” with the emergence and reemergence of infectious pathogens to consider when evaluating patients, particularly vulnerable populations most susceptible to water-borne disease.\(^21\) One very difficult aspect of protecting potable water and preventing water-related disease resulting from microbial contaminant exposure is the fact that water-borne pathogen disease trends are constantly changing and evolving as public health threats. The list of emerging and reemerging infectious diseases resulting from exposure to water-borne pathogens has grown exponentially during the past decade.\(^24-26\) The potential threat of bioterrorist assault on water reserves adds other water-borne pathogens to this growing list.\(^16,29,27\) Currently, the water-borne microbial agents of public health and clinical significance in the United States may be divided into three categories: (a) *bacterial pathogens*, (b) *protozoan parasites*, and (c) *enteric viruses*.\(^1\) The primary infectious pathogens that have either been identified as transmissible through contaminated water or have been increasingly suspected of water-borne transmission based upon growing epidemiologic evidence are presented in Table 48-8.\(^1\,7,20,24,28,29,30\)

### Chemical Contaminants in Water

Historically in the United States, the primary concern of those responsible for providing safe drinking water has been protection from microbial contamination, and when microbial contamination of drinking water occurs, there is no question that public health is threatened.\(^1,11\) Preventing microbial contamination of drinking water supplies is still a primary focus for those local, state, and federal authorities responsible for supplying potable water to U.S. residents. However, during the past two decades, the chemical contamination of drinking water and chemical pollution of watersheds and water reserves has become a growing problem for public health specialists and water utility practitioners. In addition, the presence of chemical contaminants in drinking water has become a widely recognized concern of the public.\(^25\) Chemical terrorism with specific attacks on our national infrastructure, including drinking water resources, presents another possible public health threat.\(^16\)

### TABLE 48-8. SELECTED WATER-BORNE PATHOGENS OF PUBLIC HEALTH SIGNIFICANCE†

<table>
<thead>
<tr>
<th>Bacterial Pathogens</th>
<th>Protozoan Parasites</th>
<th>Enteric Viruses</th>
</tr>
</thead>
<tbody>
<tr>
<td>Campylobacter sp.</td>
<td>Entamoeba histolytica</td>
<td>Hepatitis A and E</td>
</tr>
<tr>
<td>Pathogenic Escherichia coli</td>
<td>Giardia lamblia</td>
<td>Norwalk and Norwalk-like</td>
</tr>
<tr>
<td>Diarrheagenic Escherichia coli</td>
<td>Cryptosporidium parvum</td>
<td>Rotavirus</td>
</tr>
<tr>
<td>Salmonella sp.</td>
<td>Acanthamoeba sp.</td>
<td>Adenoviruses</td>
</tr>
<tr>
<td>Shigella sp.</td>
<td>Naegleria fowleri</td>
<td></td>
</tr>
<tr>
<td>Vibrio cholerae</td>
<td>Balantidium coli</td>
<td></td>
</tr>
<tr>
<td>Yersinia enterocolitica</td>
<td>Microsporida sp.</td>
<td></td>
</tr>
<tr>
<td>Legionella sp.</td>
<td>Cyclospora cayetanensis</td>
<td></td>
</tr>
<tr>
<td>Mycobacterium avium</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Leptospira sp.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Helicobacter pylori</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Primary drinking water standards with maximum contaminant level goals (MCLGs) and maximum contaminant levels (MCLs) have been established in the United States for 80 chemical and radiologic agents as of 2005 as detailed in Table 48-5 and include regulatory standards for inorganic and organic contaminants, disinfectants and disinfection by-products, and radionuclides. The potential health effects from ingestion of these drinking water contaminants as determined by the Environmental Protection Agency and the primary sources of these contaminants in U.S. drinking waters is also presented in Table 48-5 for review.

Unfortunately from an ecological point of view, water and water sediments are the final repositories or “sinks” for thousands of pounds of industrial and agricultural chemicals in the United States that are used by our modern society. An estimated 70,000 chemicals are in commercial use in the United States with approximately 700 new chemical agents synthesized each year. Each chemical agent may represent a “potential contaminant or parents of daughter contaminants born of reactions of these compounds with other compounds in the aquatic environment.” Of the 70,000 industrial and agricultural chemical agents in use in the United States, approximately 500 compounds have been evaluated for carcinogenic potential with the vast majority never being subjected to thorough toxicity testing for human health effects. Regulatory agencies and water quality specialists are often faced with determining the significance and fate of these chemical compounds in the aquatic environment only after these compounds have been developed and are in use. Water utility practitioners are often tasked with removing these chemical agents from water resources while hundreds more new chemical compounds are being synthesized each year.

For example, more than 1000 specific synthetic organic chemicals (SOCs) at the nanogram to microgram per liter concentration have been identified in drinking water supplies in the United States. These compounds result from industrial and municipal discharges, urban road runoff, and reaction of chlorine in water treatment with natural organics. Most of the synthetic organic chemicals identified in drinking water have not evaluated for potential human health effects, and the National Research Council indicates that only about 10% of the organic chemicals in water have even been identified. If potential human health effects have been established for any chemical contaminants, these health effect profiles have generally been based on animal studies conducted on individual chemical contaminants. Therefore, there is uncertainty as to the actual risk posed to humans who may be ingesting very low concentrations of combinations of chemical contaminants over an extended period of time during their lifetime. Such rare types of epidemiological investigation assessing the synergistic effects of multiple chemical agent exposure in drinking water have been far from definitive and require ongoing and continuous reassessment of the risk.

MCLs are generally not available for thousands of chemical agents that might be in the public water supply since the scientific studies needed to determine their health effects are simply not available. Also, the analytic burden for assessing the presence and the concentration of all water-borne chemicals would be inordinately great since assessing the presence and concentration of these chemical compounds requires experienced analysis and sophisticated instrumentation. Most large water supply laboratories are equipped with atomic absorption spectrophotometers that will identify heavy metals in water; however, gas chromatograph-mass spectrometers are required for determination of synthetic organics in water but are many times more costly and far fewer laboratories are equipped for these types of determinations. What can be stated with certainty is that the situation with regard to acceptable levels of chemical contaminants in drinking water is constantly changing and will undergo continuous reassessment.

Radiologic Contaminants in Water

Radiologic contamination of public water supplies may be naturally occurring or result from man-made activity. The radiologic agents of importance that are regulated in drinking water are presented in Table 48-5 and include alpha particles, beta particles and photon emitters, Radium 226 and Radium 228, and Uranium. Radium 226 is among the more important of the naturally occurring radionuclides and is found in groundwater as a result of geological conditions such as erosion of natural deposits. On the other hand, man-made radiologic contamination of water generally affects surface waters as a result of fallout from weapons testing and releases from nuclear power plants and users of radioactive materials.

The establishment of limits for radioactivity in water suffers from the same uncertainties as those inherent in establishment of limits for many chemical contaminants of water; that is, the assumptions that there is no threshold below which any dose is considered to be harmless and that the human health effects are proportional to the dose. In addition, when establishing limits, the cost of achieving certain levels of radioactivity in a water supply must be weighed against the expected risks and benefits in reduced radiation exposure to the resident population served by the water supply. Naturally occurring radium contamination in drinking water is often of greater concern than man-made radioactive contamination, particularly since naturally occurring radiologic contamination disproportionately affects small water supplies that draw from groundwaters. For example, radium concentrations as high as 50 pCi/L have been reported and some 500 community water supply systems in the United States deliver water that exceeds this standard. If other sources of water cannot be found, the radium can be removed by ion exchange, although this increases the concentration of sodium and may be of concern to that portion of the population requiring low-sodium diets. Radon, a daughter product of radium, is a naturally occurring radionuclide in groundwater, and surveys indicate that approximately 70% of groundwater supplies in the United States have detectable radon. Accordingly, while radon is not likely to pose a problem for larger community supplies, it may be a problem for individual or very small supplies.

Water-Borne Disease Trends and Surveillance

One of the most critical outcomes of appropriate water quality management and conscientious source water protection is the prevention of water-borne diseases and the effects of water pollution on the health of the U.S. population. Monitoring water-borne disease trends resulting from exposure to biological, chemical, or radiologic contaminants in both drinking water and recreational waters provides valuable surveillance data that (a) reveals deficiencies in water quality management, (b) exposes penetration of the “multiple barrier” protection approach to ensuring safe drinking water, and (c) provides credible information for improving water quality regulations at the local, state, and federal levels.

Previously in the United States, during the period of 1920 to 1970, monitoring data regarding water-borne disease outbreaks (WBDOs) was collected by various researchers and different federal agencies. However, since 1971, the Centers for Disease Control and Prevention (CDC), in coordination with the Environmental Protection Agency and the Council of State and Territorial Epidemiologists, has maintained a collaborative nationwide surveillance system that tracks the occurrences and causes of WBDOs associated with U.S. drinking water. In 1978, characterization and tabulation of water-borne disease outbreaks associated with recreational water exposure was added to this national surveillance system. The U.S. water-borne disease surveillance system incorporates surveillance data from each state, territory, and locality regarding water-borne disease outbreaks resulting from both microbial and chemical contaminant exposure associated with drinking water, recreational water, and other types of water exposures. This important historical surveillance database is used by federal agencies including the CDC and EPA to (a) identify the types of water systems, the underlying deficiencies of water systems, and the etiologic agents associated with outbreaks from drinking water; (b) identify the etiologic agents, types of aquatics venues, and water-treatment systems, and the deficiencies associated with recreational water-borne disease outbreaks; (c) to evaluate and
reassess the adequacy of treatment technologies and prevention strategies for providing safe drinking water and recreational waters; and (d) establish national research priorities based upon water-related outbreak trends that may provide the basis for improved water-quality regulations in the future.37,38 These drinking water and recreational water surveillance activities are also utilized to (a) characterize the epidemiology of WBDOs, (b) identify changing trends in the etiologic agents that cause WBDOs in the United States, (c) determine why the outbreaks occurred in a specific water venue or community, and (d) prevent water-borne disease transmission. The results of these surveillance activities are currently reported in the MMWR Surveillance Summaries published by the CDC with one summary dedicated to drinking water—associated outbreaks and a second summary dedicated to recreational water—associated outbreaks.37,38

It is important to note that the surveillance data reported in these surveillance summaries represent only a portion of the burden of human disease associated with drinking water and recreational water exposure since endemic water-borne disease risks are not included and reliable estimates for the number of unrecognized WBDOs are not available. For example, leading to underreporting of outbreaks and cases of water-borne disease.37,38 In addition, other confounders may lead to underreporting of water-borne disease cases and outbreaks, including but not limited to: (a) not all water-related outbreaks are detected, investigated, and subsequently reported to CDC or EPA; (b) inadequate diagnosis and underreporting of cases of water-borne disease by medical practitioners often confound water-borne disease surveillance programs and chemical exposure registries; (c) the sensitivity of this surveillance system has not been assessed; (d) water-borne outbreaks occurring in national parks, tribal lands, and military bases may not always be reported to state or local authorities; (e) availability of laboratory testing, requirements for reporting diseases, and the financial resources available to local health departments for surveillance and investigation of probable outbreaks may restrict reporting; and (f) this surveillance system is passive and the accuracy of the data depends solely on the conscientious reporting of the agencies involved (i.e., state, local, and territorial health departments).37,38 For these reasons, the true incidence and prevalence of water-borne disease outbreaks in the United States resulting from microbial, chemical, or radiological contamination of drinking and recreational water is probably greater than is reflected in these U.S. national surveillance systems.37,38 Even with these restrictions, it is extremely valuable to review the state of water-borne disease associated with exposure to drinking water and recreational waters contaminated with microbial, chemical, or radiologic agents as a “window” to the effectiveness of water quality management in the United States. A brief review of the most recent water-borne disease outbreak surveillance data reported by the CDC and EPA for drinking water and recreational water is summarized below.

Water-Borne Disease Trends Associated with Drinking Water

The most recent MMWR Surveillance Summary detailing water-borne disease outbreaks associated with drinking water was published in 2004 and summarizes data collected from the reporting period of 2001–2002.37 In order to understand the surveillance data included in this surveillance summary of outbreaks associated with drinking water, the following definitions are important to note and understand. According to the CDC and EPA, two criteria must be met in order for an event to be defined as a drinking water—associated disease outbreak. First, more than two individuals must have experienced similar symptoms after exposure to the contaminated drinking water; that is, an outbreak is not an individual case of a specific water-borne disease. However, this first criterion is waived for a single case of laboratory-confirmed primary amebic meningoencephalitis (PAM) or for a single case of water-borne chemical poisoning if associated water-quality data indicates contamination by the chemical compound in question.37 The second criterion developed by the CDC and EPA states that epidemiologic evidence must implicate drinking water as the probable source of the water-related illness or disease. It is important to note the following: (a) reported outbreaks caused by contaminated water or ice at a point of use such as contaminated water faucets or serving containers are not classified as drinking water—associated outbreaks, and (b) WBDOs associated with cruise ships are not reported in the CDC/EPA surveillance summaries.37

Water-borne disease outbreaks are reported by the CDC and EPA according to different types of drinking water systems; this classification scheme is summarized in Fig. 48-2. Public water systems are classified as either community or noncommunity systems and are
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* Environmental protection agency.
† Food and drug administration.
§ In certain instances, bottled water is used in lieu of a community supply or by noncommunity systems.

regulated under SDWA. Of the approximately 161,000 public water systems in the United States, 33% are community systems and 67% are noncommunity systems that include 88,000 transient systems and 20,000 nontransient systems (refer to Fig. 48-2 for details).37,29 Despite representing the minority of water systems in number, community water systems serve 273 million U.S. residents or more than 93% of the U.S. population.29 In addition, although 91% of public water systems are supplied by groundwater, more Americans (66.2%) have their drinking water supplied by public systems served by surface water. Finally, approximately 17 million U.S. residents, or only 6.0%, rely upon private, individual water systems.39 Drinking water–water. Finally, approximately 17 million U.S. residents, or only 6.0%, have their drinking water supplied by public systems served by surface water. Finally, approximately 17 million U.S. residents, or only 6.0%, rely upon private, individual water systems.39 Drinking water–associated outbreaks involving water not intended for drinking, such as lakes, springs, and creeks used by campers, are also classified as individual systems as are sources such as bottled water.27 Each drinking water system evaluated for a water-borne disease outbreak is also classified by the underlying deficiency that caused the water-borne outbreak and includes (a) untreated surface water; (b) untreated groundwater; (c) treatment deficiencies such as temporary interruption of disinfection, chronically inadequate disinfection, or inadequate or no filtration; (d) distribution system deficiencies such as cross-connection contamination, contamination of water mains during construction or repair, or contamination of a water storage facility; and (e) unknown or miscellaneous deficiency including contaminated bottled water or a water source not intended for drinking such as irrigation water.37

Water-borne disease outbreaks associated with drinking water categorized by year and etiologic agent are presented in Fig. 48-3 spanning the reporting period of 1971–2002.37 The number of water-borne disease outbreaks associated with drinking water by year and type of water system affected is presented in Fig. 48-4 for the period of 1971–2002.37 Both figures illustrate a significant improvement in the number of reported water-borne disease outbreaks associated with drinking water in the United States since early reporting in 1971. Drinking water–associated outbreaks classified by etiologic agent, type of water system, water source, and underlying system deficiency from the most recent reporting periods of 2001–2002 are presented in Fig. 48-5. During this most recent reporting period, a total of 31 outbreaks associated with drinking water were reported in 19 states causing illness in an estimated 1020 persons resulting in 51 hospitalizations and seven deaths.37 Of these 31 water-borne disease outbreaks, 61.3% resulted from a known infectious water-borne pathogen. 16.1% were attributed to water-borne chemical poisoning, and 22.6% resulted from an unknown etiology (Fig. 48-5).37 In the water-borne disease outbreaks of known infectious etiology, 19.4% were caused by Legionella species, 16.1% were caused by water-borne viruses, 16.1% arose from water-borne parasites, and 9.7% resulted from water-borne exposure by bacteria other than Legionella species.37

During the 2001–2002 reporting period for drinking water–associated water-borne disease surveillance, six drinking water–associated disease outbreaks were attributed to Legionella sp. that caused illness in 80 exposed individuals and resulted in 41 hospitalizations and four deaths.37 During the same reporting period, five outbreaks affecting 727 persons were attributed to water-borne viral infections that were all determined to be norovirus etiology. Illnesses from these five water-borne viral outbreaks resulted in two hospitalizations and one death.37 In addition, five drinking water–associated water-borne disease outbreaks affecting 30 individuals were attributed to parasitic infection with three Giardia intestinalis outbreaks, one Cryptosporidium sp. outbreak, and one Naegleria fowleri outbreak resulting in five hospitalizations and two deaths with both deaths caused by water-borne Naegleria fowleri infection. Three outbreaks affecting 27 individuals were attributed to bacterial infections other than Legionella species and included one Escherichia coli O157: H7 outbreak, one Campylobacter jejuni outbreak, and an outbreak involving coinfection with two different bacteria, Campylobacter jejuni and Yersinia enterocolitica. Water-borne illness resulting from these three water-borne bacterial outbreaks resulted in three hospitalizations and no deaths.37 Seven drinking water–associated water-borne disease outbreaks affecting 117 persons were reported that involved acute gastrointestinal illness (AGI) of unknown etiology that resulted in no hospitalizations or deaths and lead to no confirmation of the suspected etiologic agent.37 Five outbreaks affecting 39 individuals were attributed to chemical contamination of drinking water with two outbreaks resulting from
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Excludes outbreaks of Legionnaires disease.

Individual = Private or individual water systems (9% of U.S. population or 24 million users)
Community = Systems that serve >25 users year round (91% of U.S. population or 243 million users)
Noncommunity = Systems that serve <25 users and transient water systems such as restaurants, highway rest areas, parks (millions of users yearly)


* Other than Legionella species.
† Excludes outbreaks attributed to Legionella species.
§ No outbreaks were attributed to untreated surface water.

excessive levels of copper and a third from elevated levels of copper and other metals. One water-borne chemical outbreak was caused by ethylene glycol contamination of a water supply of a school and another by ethyl benzene, toluene, and xylene contamination of bottled water. However, illnesses from these five water-borne chemical outbreaks associated with drinking water resulted in no hospitalizations or deaths. Although there has been improvement in the reduction of water-borne disease outbreaks associated with contaminated drinking water, the medical and public health consequences of these type of outbreaks may lead to significant morbidity and mortality for those most susceptible to water-related disease as detailed above.

**Water-Borne Disease Trends Associated with Recreational Waters**

Unlike drinking water regulation, state and local governments in the United States establish and enforce regulations to protect recreational waters from both naturally occurring and man-made contaminants. Since standards for operating, disinfecting, and filtering such water venues as public swimming and wading pools are regulated by state and local health departments, regulations vary throughout the United States. In 1986, the EPA published guidelines for microbiologic water quality that applied to recreational freshwater such as lakes and rivers as well as marine water; however, states throughout the United States have latitude regarding their recreational water regulations and local health departments, regulations vary throughout the United States. In 1986, the EPA published guidelines for microbiologic water quality that applied to recreational freshwater such as lakes and rivers as well as marine water; however, states throughout the United States have latitude regarding their recreational water regulations and local health departments, regulations vary throughout the United States.

Unfortunately, contaminated freshwater venues used for recreational activities may require weeks or even months to improve or return to acceptable levels of safety. In either treated or freshwater venues, prompt identification of potential sources of water contamination and appropriate remedial action is necessary to protect the safety of recreational waters.

The most recent *MMWR Surveillance Summary* detailing water-borne disease outbreaks associated with recreational waters was published in 2004 and summarizes data collected from the reporting period of 2001–2002. In order to understand the surveillance data included in this surveillance summary of outbreaks associated with recreational waters, the following definitions are important to note and understand. According to the CDC and EPA, two criteria must be met in order for an event to be defined as a recreational water–associated disease outbreak. First, more than two individuals must have experienced similar symptoms after exposure to water or air encountered in a recreational water venue. However, this first criterion is waived for a single case of laboratory-confirmed primary amebic meningoencephalitis (PAM), a single case of wound infection, or a single cases of chemical poisoning if associated water-quality data indicates contamination by the chemical compound in question. The second criterion developed by the CDC and EPA for reporting states that epidemiologic evidence must implicate recreational water or the recreational water setting as the probable source of the water-related disease or illness. Under these definitions, recreational settings or venues include swimming pools, wading pools, whirlpools, hot tubs, spas, waterparks, interactive fountains, and freshwater and marine surface waters. When recreational water outbreaks are analyzed, these outbreaks are separated by type of venue: (a) untreated venues include fresh and marine waters, and (b) treated venues include the remaining settings such as swimming pools, wading pools, whirlpools, hot tubs, spas, waterparks, interactive fountains, etc.

Water-borne disease outbreaks associated with recreational water categorized by year and type of illness are presented in Fig. 48-6 spanning the reporting period of 1978–2002. The number of water-borne disease outbreaks leading to gastroenteritis-associated with recreational water by year and water type (treated versus untreated freshwater) is presented in Fig. 48-7 for the period of 1978–2002. Both figures illustrate a significant increase in the number of reported water-borne disease outbreaks associated with recreational water in the United States since early reporting in 1978, particularly in treated recreational water venues. Recreational water-associated outbreaks leading to gastroenteritis classified by etiologic agent and type of exposure (treated versus untreated freshwater) from the reporting period of 1993–2002 is presented in Fig. 48-8.
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**Figure 48-6.** Number of water-borne disease outbreaks associated with recreational water by year and illness in the United States, 1978–2002. *(Source: Courtesy of the Centers for Disease Control and Prevention.)*

- Other*: includes keratitis, conjunctivitis, otitis, bronchitis, meningitis, hepatitis, leptospirosis, pontiac fever, and acute respiratory illness.

Figure 48-8. Water-borne disease outbreaks of gastroenteritis associated with recreational water exposure by etiologic agent and type of exposure in the United States, 1993–2002. (Source: Courtesy of the Centers for Disease Control and Prevention.38)
During the 2001–2002 reporting period, a total of 65 outbreaks associated with recreational water exposure were reported in 23 states leading to water-borne illness in 2536 individuals that resulted in 61 hospitalizations and eight deaths. Of these 65 reported recreational water outbreaks, the following illness pattern emerged: (a) 46.2% resulted in outbreaks of gastrointestinal disease; (b) 32.3% resulted in recreational water outbreaks of dermatitis; (c) 12.3% resulted in water-borne outbreaks of meningococcal meningitis; and (d) 9.2% resulted in outbreaks of acute respiratory illness including one outbreak of Pontiac fever, and four outbreaks caused by chemical contaminants for water-borne exposure.38 Of the 65 recreational water outbreaks reported in 2001–2002, 32.3% were associated with untreated freshwater and 67.7% resulted from exposure to treated water such as chlorinated water. Of the 30 outbreaks of water-related diseases associated with untreated freshwater exposure and 67.7% resulted from exposure to treated water such as chlorinated water. Of the 30 outbreaks of water-related diseases as associated with untreated freshwater exposure and 40.0% were associated with freshwater or surface marine water exposure and 50% were associated with exposure to treated water venues.38

Of the reported water-borne disease outbreaks associated with recreational water exposure that resulted in gastrointestinal-related recreational outbreaks, 40.0% were caused by parasites, 20.0% resulted from water-borne bacteria, 16.7% resulted from exposure to water-borne viruses, and the remaining 23.3% of recreational water outbreaks were of unknown etiology (refer to Fig. 48-8 for details). Cryptosporidium species remained the most common cause of recreational water outbreaks associated with treated water exposure, and toxigenic E. coli serotypes and norovirus were the most commonly identified sources of outbreaks associated with untreated freshwater exposure. The etiologic agents that were suspected or identified in nongastroenteritis-related recreational outbreaks during this reporting period included Pseudomonas aeruginosa, Naegleria fowleri, Legionella species, Bacillus species, Staphylococcus species, avian schistosomes, and chlorine-based pool chemicals and products.38 During this reporting period, eight cases of laboratory-confirmed primary amebic meningoencephalitis (PAM) were suspected or identified in nongastroenteritis-related recreational outbreaks during this reporting period included Pseudomonas aeruginosa, Naegleria fowleri, Legionella species, Bacillus species, Staphylococcus species, avian schistosomes, and chlorine-based pool chemicals and products.38 During this reporting period, eight cases of laboratory-confirmed primary amebic meningoencephalitis (PAM) were suspected or identified in swimming in freshwater lakes and rivers and 40.0% resulted from exposure to water-borne contaminated drinking water, the trend for morbidity and, at times, mortality associated with exposure to contaminated recreational waters both in treated venues and untreated freshwater and surface marine waters is disturbing. The resulting medical and public health consequences of these types of recreational water–associated outbreaks may lead to significant morbidity and mortality for those most susceptible to water-related diseases as detailed below.1

Susceptible Populations and Water-Related Disease

When assessing the impact of water-borne disease on the general population, it is important to recognize the fact that certain individuals may be at greater risk for the morbidity and mortality that may result from exposure to microbial, chemical, or radiologic contaminants in both drinking and recreational water.141 The U.S. national drinking water standards address this important issue and intend “to protect the general public as well as those groups of individuals who may be more sensitive than the general population to the harmful effects of contaminants in drinking water.”42 Susceptible or vulnerable subpopulations may experience medical sequelae at lower levels of exposure to specific contaminants in water than the general population.1 The variability of host susceptibility presents several significant challenges to managing and preventing water-related disease in vulnerable or sensitive populations most at risk for water-related disease including but not limited to:

- The segment of the population identified as at increased risk from lower levels of exposure to water-borne microbial, chemical, or radiologic contaminants currently represents 20% of the U.S. population. This percentage is expected to increase as the average American life span increases and immunocompromised individuals survive longer.1,41
- There are many biological factors that influence susceptibility to specific water-borne contaminants. Susceptible or high-risk populations may develop severe and fatal systemic disease from the same water-borne exposure that may present as an asymptomatic or mild illness in the general population.1,45 For example, the case fatality ratio for pregnant women from an infection of hepatitis E during a water-borne disease outbreak is 10 times greater than that for the general population.1,41
- An individual’s susceptibility to water-borne contaminants does not remain constant or fixed over time.1,44 During an individual’s lifetime, their susceptibility changes with age from a highly susceptible developing fetus to a low-risk status as a healthy adult to increased susceptibility as an elderly patient with chronic disease.1
- Even members of the general population not specifically designated as high risk or vulnerable subgroups may at various times in their life become more susceptible to water-borne contaminant exposure.1 Intermittent illnesses or accidental trauma may shift the susceptibility status of a healthy low-risk individual to one of a susceptible patient requiring special consideration and protection from the adverse health effects of water contaminant exposure.1,44
- Specific individuals may experience water-related disease due to a greater level of exposure to water-borne contaminants than the general population. This enhanced level of exposure may be due to biological factors such as higher ratios of skin surface to body mass in children resulting in a proportionally greater body burden of water contaminants than in adults.1,45

Selected susceptible subpopulations who may be at greater risk for developing water-related disease from exposure to water-borne biological, chemical, and radiologic contaminants than the general population are presented in Fig. 48-9 for review.1,18,30,41,42,46 It is important to define and characterize which members of the U.S. population may be considered susceptible or sensitive subpopulations in order to determine whether their specific risk profile for developing water-related disease warrants special health precautions. Individuals in these sensitive subgroups warrant special attention and risk reduction education in order to prevent the adverse health outcomes that may result from their increased risk of developing water-related diseases. Since the primary targets for water quality management and water...
safety regulations in the United States may not completely eliminate the risk of developing water-related disease from biological, chemical, and radiologic contaminants in water, the following special health precautions and risk reduction behaviors are warranted for susceptible populations most at risk: (a) updated health advisories for healthcare providers detailing prevention guidelines for specific “at risk” groups (Fig. 48-9) when water contamination events occur or when there is concern that water exposure may lead to disease; (b) concise patient information addressing risk characterization and risk reduction activities to reduce overall risk exposure to waterborne contaminants; (c) risk communication information addressing the specific risk of disease from waterborne contaminant exposure and “avoidance behavior” guidelines for “at risk” groups; and (d) recommendation for alternative sources of drinking water for high-risk patients when appropriate. Implementation of these risk-reduction activities may lead to improved health outcomes for the susceptible populations at increased risk for suffering from the morbidity and mortality that may result from exposure to water contamination.

- **TREATMENT OF WATER AND WASTEWATER**

Treatment of waters to make them suitable for subsequent use by humans requires physical, chemical, and biological processes. Some portion of this purification process may take place in nature, but when natural cleansing cannot ensure a suitable level of water quality, engineered processes in water treatment plants are frequently necessary. Sophisticated engineering processes are increasingly required to address the contamination that impairs the quality of water from increasing human-made pressures. In addition, resistance to nature’s purification process may also be overwhelmed by population growth and expansion in the face of fixed natural resources including limited water resources. The processing steps or unit processes used for purifying drinking water are briefly described below, while those used for treating wastewater are described in the Wastewater Collection and Disposal section of this chapter.

- **Distillation.** The processes of evaporation and condensation maintain the hydrologic cycle (Fig. 48-1). Engineered distillation is used for desalination and for other applications where special water quality may be needed in a community. The distillation process produces the purest water of any of the processes listed below with only volatile organics persisting after treatment.

- **Gas Exchange.** In the gas exchange process, oxygen is added to water, and dissolved gases such as carbon dioxide and hydrogen sulfide are removed. This process of reducing unpleasant taste and odor may also assist in the oxidation of iron and manganese, rendering these compounds more easily removable. Aeration is also an important natural process restoring water quality in polluted rivers and other bodies of water and is also used in water purification and wastewater treatment processes.

- **Coagulation.** During the coagulation process, colloidal and suspended particles are brought together to form large “flocs” that settle more easily during the purification process. This process occurs naturally in lakes and other bodies of water but it is an important process in water purification and is supplemented by the addition of coagulants such as aluminum sulfate or synthetic polymers. The resultant “floc” layer is subsequently removed by sedimentation, filtration, or both.

- **Floculation.** In nature, water contaminant mixing is induced by the velocity of flow in rivers or by wind, thermal, or density-induced currents in lakes and reservoirs: the resultant aggregation process causes interparticle contact. This process of flocculation is engineered in water treatment plants and in coordination with the process of coagulation aids in the formation of large floc particles that are more easily removed from treated water.

- **Sedimentation.** Under the action of gravity, many water-borne particulates including bacteria settle to the bottom of a body of water. However, since the settling velocities of these small particles are low, turbulence or swift currents interfere with sedimentation so that the process is effective only in slow-moving bodies of water such as lakes. In engineered water purification facilities, special tanks that minimize extraneous currents are used encouraging settling of the smallest and most dense particles. The engineered process of coagulation assists in the sedimentation process.

- **Filtration.** During the filtration process, water passes through a granular media and fine particulates are removed by adhesion to the granular media and by sedimentation in the pore spaces of the media. Removal of particles by filtration is not accomplished by straining as the particles removed are generally much smaller than the spaces between the grains of the medium. In some instances, biological growth on the filter may assist with removal of water-borne particles and with biochemical degradation of the adsorbed organic matter. In nature, the process of filtration occurs as water percolates through the soil.

- **Adsorption.** While some adsorption takes place during the process of filtration, often special media designed to adsorb water contaminants are also employed during water purification processes. Activated carbon, both in granular form as filters and in powdered form as an additive to water, is used to adsorb unpleasant taste and odors and a wide variety of organic chemical contaminants in water.

- **Ion Exchange.** In the ion exchange process of water purification, resins from both natural and synthetic sources are used to remove specific ion contaminants. The most common products are zeolites that are used for removing calcium and magnesium that are water hardness—producing ions and replacing them with sodium.

- **Disinfection.** A wide variety of disinfection procedures are employed during the water purification process for destroying pathogenic microorganisms that may cause water-borne disease. Sterilization of water during large-scale water purification procedures is not intended or a necessary target goal for water treatment. The most common disinfection procedure for water purification is chlorination.

Other water treatment processes are available for specific treatment applications, such as treatment to help prevent corrosion and to manage the solids or sludge that accumulate during the water treatment process. The handling and disposal of waste sludge is a difficult problem, particularly at wastewater treatment plants where the sludge is often noxious and can constitute a health hazard itself. Other water treatment processes may be required in specific locations where a community water system may be needed to remove substances such as ammonia, phosphorus, radioactivity, or water contaminants specific to the community’s geological location or industrial activities. In general, one or more of the unit processes mentioned above will be employed in a specific community water treatment system depending upon the level and types of water contaminants present in source water.

Where the target for water treatment is potable water, the selection of the treatment process is dependent on the quality of the water source. For example, groundwaters may require only aeration and disinfection, while heavily polluted surface waters may require all the unit processes described above. Community wastewaters that may include the presence of industrial wastewater discharges also select treatment processes that result in an effluent that protects the receiving water and the “downstream” uses of the released water for the neighboring community. If the effluent is to be discharged into an ocean, fewer processes are likely to be required than if the effluent is intended for discharge into a small, fragile stream or for reuse for nonpotable purposes later.

- **ENGINEERED WATER PURIFICATION PROCESSES**

The conventional sequence of engineered processes for the purification of surface water for potable purposes includes flocculation and
coagulation, sedimentation, filtration, and disinfection. This type of engineered water purification treatment is intended to remove color, turbidity, microorganisms, colloidal particles, and some dissolved substances. Some of these processes may be omitted where the water is drawn from a protected source and are free of unwanted color and turbidity. However, this type of conventional treatment is not applicable to dissolved synthetic organic chemicals and is only moderately effective in the removal of heavy metals and radioactivity. If these water contaminants are present in a community water source, additional processes such as adsorption on granular-activated carbon may be required. The following sections describe, and Fig. 48-10 illustrates, the principal unit processes required in most water purification plants in the United States.

Coagulation. The coagulation processes often include chemical addition, rapid mixing, and flocculation. The process removes finely divided suspended material, colloidal material, microorganisms, and to some extent dissolved substances of larger molecular size by producing flocs sufficiently sized to be removed by sedimentation, filtration, or both. The raw source water that is being processed may be highly colored or free of color or with high or low turbidity. The water-borne particles responsible for color and turbidity are not discernible by the naked eye, but after coagulation, the individual floc particles are easily observed ranging from 1 to 2 mm in diameter. The principal coagulants used for water purification are alum, aluminum sulfate available in solid or liquid form, and ferric salts such as ferric sulfate. These aluminum and iron salts in solution form trivalent aluminum or ferric ions that react with alkalinity, which may be naturally present or may be added to the process with lime or soda ash. The addition of these coagulants reduces the pH of the treated water since optimum coagulation is a function of the pH level.

The aluminum hydroxide is essentially insoluble and forms a loosely bound gelatinous structure. The process is one in which the trivalent ions interact with the contaminant materials in the water to reduce the forces of repulsion among them allowing larger and larger aggregates to form with accretion. As natural colloids are largely negatively charged, the positive ions are effective in neutralizing and reducing the forces of repulsion among them allowing larger and larger aggregates to form with accretion. As natural colloids are largely negatively charged, the positive ions are effective in neutralizing and allowing the coagulation process to proceed. When large amounts of coagulants are required for treatment, a reduction in pH may result and the treated water may become somewhat more corrosive. The use of natural or synthetic polymers for treatment may reduce coagulant requirements by tenfold. The proper amount of coagulant and polymer and the optimum pH for a community treatment facility are determined by jar tests or by pilot plant studies in the design phase of a new facility. Jar tests are then run routinely at the treatment facility as a guide to the adjustment of the chemical concentrations needed in response to changing temperature and the variable quality of the raw source water.

Chemical feeding equipment selection is based upon the required chemical, the required precision of feeding, and the variety of concentrations necessitated by changing water quality that may be gradual or with a changing flow that may be sudden and frequent. After the necessary chemicals are added to the treated water, it is customary to utilize rapid mixing equipment to make certain that the treatment chemicals are distributed uniformly in the water. Turbine or propeller mixers are commonly used, but if the treated water is to eventually be pumped, the chemical treatment may be added on the suction side of the pump, using the pump as the mixer. Hydraulic mixing may also be used, and the water pipes themselves can be used if there are sufficient bends to ensure the necessary turbulence, or staters may be inserted in a pipe. The time required for rapid mixing of the chemical treatment is only seconds in length.

The coagulation process is aided by flocculation produced in special tanks, where mechanical paddles or diffused air stirs in water gently, promoting the conjunction of suspended particles and the resulting large flocs then settle easily. The parameter of concern in the design of such tanks is the velocity gradient or the velocity variation across an element of water. In practice, the velocities in flocculation tanks vary from about 1 m/s at the entrance to the tanks, decreasing to about 0.2 m/s near the outlet, with a retention time of 30 minutes. Specific requirements vary with different raw waters and variations in temperature, so that the flocculator is designed to accommodate the worst situation, which generally occurs in winter.

Sedimentation. The effluent from the flocculation tanks with large but variable-sized flocs is subsequently led into sedimentation tanks, where the flocs are encouraged to settle. The detention time, again depending on the level of quality in the water to be treated, varies from 2–6 hours. The required water-treatment facility capacity is divided into two or more units to permit one unit to be out of service without requiring shutdown of the plant. Commonly, these tanks are rectangular in design and approximately 4–5 meters in depth. When the rate of accumulation of floc at the bottom of these tanks is expected to be too significant to be easily removed manually, mechanical sludge collectors may be installed. When the sludge can be stored at the bottom of the tank for several months without creating problems in the treatment process and subsequently removed manually, mechanical sludge collectors can be dispensed, saving the cost of equipment and maintenance.

Another useful treatment configuration, particularly where facility space is at a premium, is the upward flow or sludge blanket clarifier, a process in which the treated water after flocculation moves up through a floc blanket that is suspended in the tank by the upward velocity. The water impurities are removed in the blanket and the resultant effluent is clear. These upward flow units were initially developed for softening water, but their cost saving economics have encouraged their use in conventional water treatment as well. A compact arrangement for an upflow unit in combination with the flocculator is in concentric tanks with the flocculator in the center and sedimentation on the outside.
Management of Sludge. The material that falls to the bottom of water treatment performance. Such modification settlers can be installed in existing tanks to improve on the plates or in the tubes and then fall to the bottom of the tank. Waters must flow before reaching the effluent weirs. The flocs settle has been the installation of a series of sloping plates or tubes installed in the top of the sedimentation tank through which the floc-bearing waters can be directed. The resistance to adopt such in-flow units in the United States arises from the fact that an upflow filter constitutes a cross-connection. In a conventional filter, the unfiltered water is always separated from the filtered water by the bed. The underdrain system contains only filtered water that is used for backwashing. The dirtied wash water on top of the filters after washing should not mix with the filtered water. Any wash water that remains on top of the filter is refiltered, so there is never an occasion when the underdrains receiving the filtered water can be contaminated by unfiltered or wash water. On the other hand, the purified effluent from upflow filters occupies the same space above the filters as is occupied by the wash water during washing, and contamination of the filtered water is quite possible. In many European plants, where filters are used primarily to remove iron and manganese from groundwaters and there is no bacterial contamination, such cross-connections are of little consequence. Also, in the reclamation of wastewaters where the production of potable water is not intended, upflow filters may be effectively utilized.

The earliest filters, introduced in the middle of the nineteenth century for use without pretreatment by coagulation and sedimentation, were slow sand filters. The rate of application to the slow sand filter is approximately 0.15 m/hr, requiring an area about 50 times greater than conventional filters. The slow sand filter operates by the creation on its top layer of a film of material removed from the water including microorganisms that is termed a schmutzdecke. It is this living filter that removes color, turbidity, and bacteria from treated water. The top layer is easily clogged, however, and the top 3–5 cm of sand are removed periodically for washing. Immediately after removal of the schmutzdecke, the performance of the filter may be somewhat poorer but it is quickly restored. Several cleanings take place before the washed sand is restored to the filter. To permit somewhat greater loads on slow sand filters, it is customary to precede the slow sand filtration with pretreatment by rapid sand filters or microstrainers, drums made of finely woven steel mesh that remove algae and other large particles permitting the slow sand filters to operate for longer periods between cleanings. Chemical coagulants are not used in this process.

Diatomaceous earth filters are used for industrial water supplies and many other specialized applications. The water to be filtered is mixed with diatomaceous earth and forced through a porous septum in a pressure shell forming a filtering layer several millimeters thick on the surface of the septum. When the filter is clogged, the flow is reversed and the diatomaceous earth is dislodged and washed away and a new cycle of operation is initiated. Filters of considerable capacity can be provided in a small space, and such units are particularly suitable for mobile installations, swimming pools, and many industrial water supplies. However, they are not well suited for handling coagulated waters because the filters clog quickly. More importantly, the small thickness of diatomaceous earth does not provide the security against breakthroughs of unfiltered water that is provided by the meter depth of sand in conventional filters; therefore, they have not been widely adopted in the municipal practice of water treatment.

Communities with hard water, which generally originates from groundwater, often use filters containing ion-exchange resins for softening. For treatment plants drawing upon highly polluted sources, granular activated carbon filters to adsorb chemicals are also being introduced. Such filter units, identified as “point-of-use” treatment devices, have been introduced for home use for attachment to the household supply or even to a single water faucet. These “point-of-use” treatment devices must be properly maintained. If the water treatment media are not replaced or recharged at regular intervals, the treatment devices may do more harm than good. These types of filters are of 

The rate of application to the water treatment filters ranges from 4 to 10 m/hr, depending on the quality of the water. The facility water engineer selects the sizes and loadings of the pretreatment and filter units to minimize the overall cost of treatment. When raw source waters are of high quality and coagulation and sedimentation are not required, as is the case when water is drawn from upland reservoirs with low turbidity and color problems, direct filtration is used with the addition of a very small amount of coagulant and coagulant aids. Such direct filtration processes are widely practiced in the treatment of water for swimming pools and for many industrial uses. Since filters are periodically taken out of service for washing, there must be multiple backup units. Also, because of the many valves and other fittings required in each filter, there is a limit to their size requiring larger water-treatment plants to house many separate filter units. A preferred mode for operating sand filters during water treatment would be upflow so that the incoming source water is met initially by the largest sand grains. Such upflow filters or a combination of upflow and downflow filters with the filter drains in the center are widely used in Europe. The reluctance to adopt such in-flow units in the United States arises from the fact that an upflow filter constitutes a cross-connection. In a conventional filter, the unfiltered water is always separated from the filtered water by the bed. The underdrain system contains only filtered water that is used for backwashing. The dirtied wash water on top of the filters after washing should not mix with the filtered water. Any wash water that remains on top of the filter is refiltered, so there is never an occasion when the underdrains receiving the filtered water can be contaminated by unfiltered or wash water. On the other hand, the purified effluent from upflow filters occupies the same space above the filters as is occupied by the wash water during washing, and contamination of the filtered water is quite possible. In many European plants, where filters are used primarily to remove iron and manganese from groundwaters and there is no bacterial contamination, such cross-connections are of little consequence. Also, in the reclamation of wastewaters where the production of potable water is not intended, upflow filters may be effectively utilized.
little value in removing bacteria and may actually result in an increase in the bacterial content of water resulting from bacterial overgrowth within the filter itself. Home units for water softening are less necessary today with the availability of synthetic detergents; however, if home water softening is desired, the water softener is best attached to the household hot water tank and washing machines rather than softening the entire water supply of the household.

Disinfection. Disinfection with chlorine has been the single most important process for ensuring the bacteriological safety of potable water supplies in the United States and other industrialized nations. Waterborne epidemics from bacterial contamination have been reduced in industrialized countries as a result of this advancement, and the bacterial water-borne outbreaks that have occurred have been traced to failures in chlorination. In order to be effective in water treatment, water disinfectants need to possess the following important properties: (a) effectively destroy sensitive bacteria, viruses, and amebic cysts in water within a reasonable time despite all variations in water temperature, composition, and concentration of microbial water contaminants; (b) remain nontoxic and palatable to humans and domestic animals after treatment; (c) offer a reasonable cost and be easily stored, transported, handled, and applied safely; (d) provide determinable measurement of residual concentration in the treated water easily, and preferably automatically; and (e) offer sufficient persistence in treated water so that the disappearance of the residual would be a warning of recontamination. As it is not feasible to continuously monitor bacteriological or virological quality of water and there is a need to have the results before the water is distributed to the consumer, the ability to detect a residual concentration of a known bactericidal disinfectant after exposure for a certain time at a certain pH and temperature is a key quality-control test for disinfectants in drinking water.

The use of chlorine or one of its derivatives meets these requirements most economically; however, other alternative methods of disinfection are sought for two reasons: (a) chlorine added to some waters imparts an undesirable taste and odor, particularly where phenol is present; and (b) the reaction of chlorine with organic matter even where these organics are not themselves of health significance has resulted in the formation of a wide range of reaction by-products. The problems created by the use of chlorine as a disinfectant have been exacerbated because chlorine is a useful oxidant that can remove taste and odors economically and, when added at the beginning of a water treatment process, reduce the concentration of microorganisms that can cause difficulty in sedimentation tanks and filters later in the water treatment process. The wide use of prechlorination, particularly with waters drawn from polluted sources such as the Mississippi and Ohio rivers, has resulted in many water systems not meeting the trihalomethane standard. This problem may be effectively addressed by the use of better sources of raw water or by adequate treatment before the disinfecting dose of chlorine is added. Humin organics, phenols, and other precursors of trihalomethanes should be removed before the addition of chlorine to reduce this problem; however, this generally requires abandoning the process of prechlorination. While the removal of natural organics through coagulation, sedimentation, and filtration can be readily accomplished, the removal of synthetic organic chemicals in polluted waters is much more difficult. The adoption of substitutes for chlorine must be initiated with great care since other disinfectants may themselves produce by-products with toxicologic profiles of which far less is known than of the trihalomethanes. Also, some of the other methods of disinfection such as chloramination do not provide the same level of microbiological safety as chlorine treatment. Nevertheless, pursuit of all methods of disinfection may reveal a combination that provides the required safety of water disinfection while minimizing the undesirable side effects of by-product production. For example, the use of other methods of disinfection, such as those described below with chlorine added primarily to ensure bacterial safety by providing the water with a measurable chlorine residual, may be suitable combinations for drinking water treatment. Boiling water will provide disinfection, but this process is suitable only as an emergency measure for individual consumers and is not a reasonable community approach to providing drinking water.

A wide range of other methods of disinfection including the use of strong oxidants is available that may be combined with chlorine. Sunlight is a natural disinfectant, and irradiation by ultraviolet light is an engineered process that can be tailored to disinfection of water. A mercury vapor arc lamp emitting invisible light of 25–37 Å applied to a water source free of light-absorbing substances, particularly suspended matter that will protect microorganisms against the light, is a useful method of disinfection. Unfortunately, there is no way of continuously monitoring the effectiveness of the process and, as such, this application has not found use in municipal potable water supply practice in the United States, although it is used in the Soviet Union. Silver ions are bactericidal at concentrations as low as 15 µg/L, but this disinfection process is quite slow. Larger concentrations that speed up the process are unacceptable because of possible side effects from silver toxicity. Furthermore, silver ions are neither viricidal nor cysticidal in appropriate concentrations, and silver is expensive as a disinfection option. Nevertheless, silver-coated sand may be appropriate for specialized installations requiring water disinfection. Copper ions are strongly algicidal and copper sulfate is often used for algae control in lakes and reservoirs; however, copper is not bactericidal. Pathogenic bacteria do not survive in highly acid or alkaline waters below a pH of 3 or above a pH of 11. A water treatment process that reduces the pH of source water to these pH levels, as might be the case through the use of lime, will accrue some disinfection benefits. Otherwise, the use of acids or alkalies as disinfectants is not feasible.

Oxidizing Chemicals. Oxidizing chemicals used for water treatment include the halogens (chlorine, bromine, and iodine), ozone, and other oxidants such as potassium permanganate and hydrogen peroxide. Potassium permanganate has found wide use as a replacement for chlorine for taste and odor control but it is not as effective as a disinfectant. The use of ozone is useful for destroying odors and color and is also an effective disinfectant but it suffers from the fact that it leaves no residual suitable for monitoring. Among the halogen compounds, gaseous chlorine and a wide variety of chlorine compounds are economically feasible for use in water treatment. Bromine and iodine have been employed on a limited scale for the disinfection of swimming pool waters as well as in tablets for disinfecting small quantities of drinking water in the field and in remote conditions.

Ozone. The combination of ozone for pretreatment while providing some disinfection followed by chlorination has become a popular sequence in Europe and is beginning to be employed in the United States to reduce the level of trihalomethanes in finished drinking water. In this process, ozone is produced on-site by the corona discharge of high-voltage electricity into dry air or oxygen. Ozone is corrosive and toxic and in conjunction with hydrocarbons from automobile exhaust is responsible for oxidant pollution and upper and lower respiratory irritation in many individuals. In the vicinity of a water treatment plant using ozone, the environmental effect can often be seen on surrounding vegetation. Nevertheless, ozone is used effectively and efficiently as an oxidant, a deodorant, a decolorant, and a disinfectant in both drinking water and wastewaters. In light of the fact that production of ozone is expensive and energy-intensive and the fact that ozone residuals disappear rapidly from water and are not available for quality control, ozone is used for special applications and not as a general replacement for chlorine in water treatment. Intensive research into the characteristics, biocidal efficiency, and reaction products of ozone continues; however, the use of ozone treatment is not expected to replace chlorine entirely because it leaves no residual for ongoing water quality monitoring.
Chlorine. Chlorinated lime (Ca(ClO)2) was the first chlorine disinfectant used for treating public water supplies. It is a hygroscopic white powder that rapidly absorbs both moisture and carbon dioxide from the air with the resultant loss of chlorine and is rapidly replaced by hypochlorites. This technique was replaced by elemental chlorine (Cl₂) produced by the electrolysis of brine in liquid form for storage and transmission in steel cylinders. Liquid chlorine is still by far the most common form of chlorine used for water supply and wastewater transmission in steel cylinders. Liquid chlorine is withdrawn from the steel tank as a liquid and vaporized below 9.5 °C by evaporation equipment. Below 9.5 °C, liquid chlorine may be withdrawn from the steel tank as a liquid and vaporized therefrom may be used for water treatment, and is produced directly in water by the reaction of elemental chlorine with sodium hypochlorite (NaClO₂). The on-site generation of hypochlorite by electrolysis of brine may be used for communities in isolated locations where water is available but the delivery of chlorine may be difficult.

When chlorine or its derivatives are added to water in the absence of ammonia or organic nitrogen, hypochlorous acid (HClO), hypochlorite ion (OCl⁻), or both are formed with the distribution between the two depending upon the level of pH. These compounds are referred to in practice as free available chlorine. When ammonia or organic nitrogen is present, monochloramine (NH₂Cl), dichloramine (NHCl₂), and nitrogen trichloride (NCl₃) may be formed with the distribution among the species again being a function of the level of pH. Generally, the first two of these compounds prevail and are referred to as chloramines of combined available chlorine. Since the disinfecting power of each of these varies widely, the chemistry of chlorination must be fully understood so that the chlorine may be used effectively and disinfection assured in finished drinking water. Although the purpose of adding chlorine is to destroy microorganisms, most of the substances in water that react with the chlorine are inert organic materials, both natural and human-made, as well as other reducing substances. If organic matter and other chemical compounds that require chlorine demand can be removed from water by treatment before the addition of chlorine, both the required addition of chlorine and the formation of chlorinated organic compounds will be reduced.

When ammonia or its salts are present in chlorinated water during water treatment, chloramines are formed. Monochloramine is formed in the pH range of 6–8, while dichloramine predominates at lower pH values. The chloramines appear as part of the residual chlorine, but as they are a considerably less effective disinfecting agent than hypochlorous acid. To ensure adequate disinfection, a free residual must be formed and this requires the addition of more than enough chlorine to react with all the ammonia and organic compounds present in the water under treatment. The great advantage of obtaining free available chlorine is that most tastes and odors that can be oxidized by chlorine are destroyed, and rigorous disinfection, even leading to the inactivation of viruses, can be ensured as long as the proper combination of chlorine residual concentration, pH, time of contact, and temperature are conscientiously observed.

While hypochlorites used in water treatment facilities can be added with solution feeders, special equipment is required for adding elemental chlorine. Chlorine is transported in liquid form in steel cylinders, but chlorine gas also exists within the cylinder. It is this gas that is drawn off for solution by water stream feeding and delivered into the water to be treated. For significant rates of use, particularly in wastewater treatments where the amounts of chlorine used are substantially greater than in water supply disinfection, the chlorine may be withdrawn from the steel tank as a liquid and vaporized in special evaporation equipment. Below 9.5 °C, chlorine combines with water to form chlorine hydrate or chlorine ice that may obstruct feeding equipment in treatment facilities. Therefore, it is important that chlorine feeding equipment and the water that may come in contact with the gas be maintained above this critical temperature. Because chlorine is highly toxic, it must be handled with great care and under adequate safeguards. Concentrations of 30 ppm or more induce coughing, and exposures for 30 minutes to concentrations of 40–60 ppm are very dangerous with 1000 ppm being rapidly fatal in humans. Since chlorine gas is heavier than air, it may concentrate in tunnels and lower levels of buildings at the water treatment facilities, exposing workers and the public. Therefore, special facilities are provided for handling chlorine with separate entrances to feeding and weighing rooms, special automatic ventilation, and safety equipment including appropriate personal protective equipment.

Since chlorine is the most important safeguard for microbiological safety of drinking water, no breakdown in chlorine feeding can be tolerated. Thus, units must be adequate in size and be duplicated so that failure of any single unit would not interfere with continuous chlorination. An ample number of filled cylinders must be available with at least two cylinders on-line at all times so that an empty cylinder can be replaced without interfering with the chlorination process. Most chlorinators operate under vacuum to prevent leakage of chlorine gas with the vacuum created by the feed water being pumped under pressure. The pressure of water required for this feed water line must be substantially greater than the water pressure in the line being fed and this requires separate pumps. Failure of these pumps resulting from a power disruption would lead to cessation of the chlorination process. Therefore, suitable alarms with provision for standby power generation are required to ensure continuous water treatment operation. Portable chlorinators that operate off pressure in the cylinders may be used for emergency chlorination of water mains, wells, tanks, and reservoirs in the field.

After chlorine is added, sufficient contact time must be provided which depends upon the quality of the source water being treated but is generally approximately 30 minutes. In water treatment facilities, this process may be completed in a clear well, and in wastewater treatment plants special chlorine contact chambers are constructed. Chlorination is now routinely automated to permit automatic variation of dosages to account for variations in flow and chlorine demand and to maintain a constant chlorine residual. The chlorine dosages and residuals are recorded and it is common to maintain an alarm to give warning of any departure from the required chlorine residual in the water treatment process.

Corrosion Inhibition. Treated drinking water may be more corrosive because of the addition of coagulants and chlorine, both of which reduce the pH of the water under treatment. Also, many water sources in the United States are quite soft and corrosive naturally. To avoid corrosion of pipelines, hot water heaters, and plumbing fittings, it is general practice to reduce the corrosivity of finished water. This process is completed by either adding sufficient alkalinity and raising the pH to render the water noncorrosive or by adding a hexametaphosphate sequestering agent, which tends to form a light coating in the pipes and mitigates the effect of any corrosion that might result. Corrosion control is also important to minimize lead concentrations in water where lead is present in household water plumbing and may represent a health hazard.

Adsorption. Depending on the source of water for a community, a water treatment plant may use one or more of the processes described above. However, none of these processes are directed against the synthetic organic compounds that pollute many U.S. water resources resulting from drainage from urban and industrial activities. Some removal of these organics can be expected when powdered activated carbon is used for taste and odor control. The synthetic organic compounds in water were initially characterized by passing the water sample through activated carbon filters on which the organics are adsorbed and then dissolving these organics with chloroform. The 1962 U.S.
Public Health Service Drinking Water Standards had a limit of 0.2 mg/L for this carbon chlorofom extract. It was recognized that many of the organics adsorbed on the filter were of no health concern and that many organics that might be of health concern were not adsorbed at all. The use of special GAC filters for treating water drawn from polluted sources is now being introduced in an attempt to remove some, if not all, of these refractory organic chemicals. Pilot water treatment plants have been built but there is little experience with the long-term full-scale use of these special GAC filters. They have limited capacity, require regular backwashing, and may release contaminants into the finished water being treated. In time, the larger cities that draw drinking water from polluted sources, such as the lower Delaware, Hudson, Ohio, and Mississippi rivers, are likely to incorporate GAC filters into their treatment processes. Smaller communities that draw from polluted sources will be constrained in their adoption of GAC filters because of their inadequate operating and monitoring capabilities. One beneficial effect of requiring such additional treatment may be that water purveyors now drawing on polluted sources will examine other options for drinking water treatment. For example, Vicksburg, Mississippi, which had been drawing its water supply from the Mississippi River prior to passage of the SDWA, switched to groundwater. This possibility does exist for other cities facing this environmental dilemma and may be more attractive than trying to monitor and remove the myriad synthetic organic compounds present in these rivers. Also, the cost of installation and operation of GAC filters along with the cost of monitoring may make higher-quality sources a more attractive option.

**Water Distribution Systems**

A water supply system including a community’s treatment plant is designed to meet the average demand for water on the maximum day of use for a locality. Water use varies from hour to hour and may reach a peak during an event such as firefighting activities. Accordingly, a water distribution system must be based on peak water demand requirements and include: (a) high lift pumps that deliver treated water to the distribution system, (b) transmission mains for the treated water, (c) piping in municipal streets that serves residential homes and businesses, (d) hydrants in the distribution system for firefighting activities, and (e) service reservoirs supplying the source water. Each water customer is served by a connection to the water main generally through a dedicated meter. To ensure continuity of water service, water distribution pumps are selected so that if any single pump is down for repairs, the remaining backup pumps can handle the community’s water needs. Also, it is customary to provide standby power generally through diesel engines to ensure continuity of water service. Distribution system piping is most commonly comprised of cement-lined ductile cast-iron pipe and is generally 6 inches or more in diameter which is the minimum size necessary for fire protection. The water distribution pipe network is designed with sufficient interconnections so that if any one pipe breaks, water service including fire protection can be provided via other routes. Water distribution systems are designed to maintain a minimum pressure of 20 psi (about 280 kg/cm²) during peak flow demands to permit service to be maintained at least to the second floor of residences without creating a back draft that might pollute the water supply. Higher buildings need to be served by their own pumping stations in order to receive water service. Elevated service reservoirs are present in many communities to maintain these pressures by storing water for peak demand use, firefighting activities, or in emergencies.

The introduction of dual water supply systems of potable and nonpotable water requires that the two systems be kept physically separate and easily distinguishable. This is accomplished by using different materials and colors for the pipe network and hydrants and different-shaped valve boxes. The operation and maintenance of a community’s water distribution system is under the responsibility of a local water supply authority so that water services are available and dependable in an emergency. It is to the credit of the water industry in the United States that power failures occur with considerably greater frequency than failure of water services.

**WASTEWATER COLLECTION AND DISPOSAL**

With increasing population growth and pressure from urbanization and industrialization, human waste products have increased in volume and type, and their impact on the environment in the United States has intensified significantly. Human waste products include night soil and wastewaters and each exerts its own stressors on the environment and present unique public health challenges. Human night soil principally affects soil, and wastewaters principally affect water; but both may have a serious impact on the environment and the health and general well-being of every community in the United States.

**Night Soil Collection and Disposal.** The expression **night soil** is used to describe human body wastes, excreta or excrement, or the combination of feces and urine voided by humans. The term itself derives from the historical practice of carting away accumulations of human ordure at night. In most industrialized countries, night soil no longer exists as such since human excreta is flushed away by water into community or individual sewerage systems. The disposal of human night soil is a problem of economy, convenience, personal hygiene, and public health. The danger of exposure to infectious diseases is proportional to the concentration of the causative agents in night soil and it is the source of a wide variety of gastrointestinal infections. The safe disposal of human night soil has important public health implications, and necessary operations to address this public health service are commonly left to local government in the United States.

The two components of night soil—feces and urine—vary significantly in amount but only slightly in composition depending upon the diet and age distribution of the general population and the consumption of water and other liquids. Human fecal matter contains food residues, bile and intestinal secretions, cellular substances from the alimentary tract, and expelled microorganisms in large numbers. The average amount of fecal matter excreted daily is estimated at approximately 90 grams, ranging up to an average of 150 grams for adult males in the United States. On the basis of wet solids, fecal matter contains about 1% nitrogen, much the same relative amount of phosphoric acid, and approximately one-fourth the weight of potash. The number of coliform organisms alone is well in excess of $10^9$ and there are a wide variety of other microorganisms in human fecal discharges including bacterial cells that comprise approximately one-fourth of the weight of human feces. The infective capacity of human feces is illustrated by the isolation of more than $10^9$ Salmonella typhosa from some carriers of typhoid fever bacilli and in the millions of cysts of Entamoeba histolytica from carriers of amebic dysentery. Similar numbers of virus units of poliomyelitis have been isolated in the stools of infected individuals with this virus.

The principal components of human urine are water, urea, and mineral ash. The weight of urine excreted by humans is about 1000 grams per capita daily and up to 1500 grams in adult males. Compared with fecal material, urine is richer in fertilizing elements with daily per capita production of nitrogen at 10 times that of fecal material, phosphoric acid twice that of fecal matter, and potash at eight times the production in human feces. Therefore, it is no surprise that urine constitutes the most agriculturally valuable part of human excreta. At the time, human urine is normally sterile and destroys many bacterial species in fecal matter when left in contact for any length of time. As chemical fertilizers became economical and standard practice in industrial parts of the world, the use of human excreta as fertilizer was abandoned during the last century. However, with increasing cost of chemical fertilizer production, primarily resulting from high energy costs involved in manufacturing, interest in using human wastes for agricultural fertilizer is being reconsidered in the United States. The circulation of enteric human pathogens in the environment from night soil exposure is a function of many conditions including (a) the prevalence of the causative agent in diagnosed cases and secondary carriers, (b) the rate of survival of the excreted pathogen in different ecosystems and climates, (c) the nature of the infection and the minimum infective dose necessary for infection, and (d) the host...
susceptibility and immune status of the population potentially exposed to the pathogen.

**Wastewater Disposal and Water Pollution.** In the United States, household wastes from kitchen, bathroom, and laundries are conveniently flushed away as domestic wastewater and manufacturing wastes are discarded as industrial wastewaters. The system of underground pipes and appurtenances into which wastewaters are discharged is collectively the community’s sewage system. Municipalities initially constructed sewers to protect their city streets and low-lying areas from inundation by flooding rainstorms—not to carry away human body wastes. The original sewers were designed as storm-water drains—not sanitary sewers. Water carriage of human waste did not come into purposeful use until the nineteenth century. At that time, the Industrial Revolution and the explosive growth of urban communities placed a heavy burden on existing waste removal—and the manual transport of human waste from inside cities. As a consequence of this pressure, storm-water drains were pressed into service for domestic waste removal leading to a combined sewerage system. During summer periods, the streams into which the sewers emptied began “to seethe and ferment under a burning sun” as the oxygenating capacity of the natural waters had been surpassed. One resolution was the construction of intercepting sewers along the banks of larger bodies of water. These conduits were constructed to transport human waste beyond the community being serviced to other points of possible disposal. Storm waters were spilled, together with their share of municipal wastes, into the otherwise unprotected waters. This weakness in design of the combined system of sewerage is yet to be resolved in older cities in the United States. Separate systems of sewerage did not come into significant use until the beginning of the twentieth century when the treatment of wastewater was introduced resulting in (a) the protection of water reserves within the community against human and industrial pollution and (b) the treatment of all wastewaters without the complications of rainwater removal.

Understandingly, the need for reducing the burden of human waste pollution imposed upon freshwaters and oceans was established initially in densely settled industrial communities in the United States. Waste removal techniques progressed from the separation of gross, generally settleable pollutants (primary treatment) to the separation of fine or dissolved, generally nonsettleable, pollution components by biological treatment (secondary treatment), and ultimately to the removal of the small concentration of specific classes of residual pollutants (tertiary treatment). The disposal of domestic wastewater and industrial wastes involves collection through plumbing systems of residential homes and other buildings followed by their delivery to public sewers; collection and treatment of communal and industrial wastewaters; and disposal of these treated wastes onto or into receiving waters.

Modern wastewater treatment in the United States began in the 1920s and for a half-century was devoted to protecting the best uses of the receiving waters into which the wastewaters were being discharged and included the following classifications: Class A—drinking water for human consumption and a protection of shellfish laying beds; Class B—bathing waters; Class C—aquatic life; Class D—industrial and agricultural water supply; and, Class E—navigation and disposal of wastewaters without nuisance. Standards were established for each of these classes, and the subsequent treatment required was established to maintain these standards. For example, treatment facilities discharging to class A and B waters were required to provide bacterial removal since drinking and bathing had rigorous bacterial standards that were not applicable to waters for other purposes. Dissolved oxygen levels did not need to be so high in waters used for industrial and agricultural purposes as in waters for aquatic life. Accordingly, the treatment to remove biochemical oxygen demand needed to be greater when discharges were released to Class C waters intended for protecting aquatic life than when they were released to Class D waters.

These standards were the responsibility of the individual states, and some states were more rigorous in their implementation of standards than others. Accordingly, some streams were allowed to become highly polluted and unfit for any use. The environmental movement of the 1960s targeted this environmental problem leading to passage of Public Law 92-500, the Federal Water Pollution Control Act Amendments of 1972 with its 1977 amendments known colloquially as the Clean Water Act. One of the goals of this act stated that water quality in the nation’s water reserves provide for the protection and propagation of fish, shellfish, and wildlife and provide for recreation in and on the waters—all to be achieved by 1983. This eliminated prior classification of Class D and Class E. Another national goal presented in the act was that the discharge of pollutants into navigable water be eliminated by 1983, a goal that was recognized by many professionals as being potentially unattainable. Unfortunately, there was not an emphasis in Public Law 92-500 directed to preservation of receiving waters for potable water supplies. One important provision of the Clean Water Act is the requirement for National Pollution Discharge Elimination System (NPDES) permits for all sewered, so-called point-source, discharges. The permits list the conditions that have to be met for pollution discharges, and together they provide a useful tool for wastewater management. The problems of nonpoint-source wastewaters, such as urban and agricultural runoff, however, remain less tractable.

**Wastewater Drainage of Buildings.** The plumbing systems of dwellings and other buildings are the terminus of the water supply and the beginning of wastewater disposal as illustrated in Fig. 48-11. The central components of house drainage systems are a vertical stack and a connecting horizontal house drain network leading to the residential sewer that leads to the street sewer or to an on-site method of disposal. For tightness, all piping with the exception of the house sewer is metallic or rigid plastic. Each fixture drains into the system through a trap in which a sealing depth of water prevents air within the piping from seeping into the building. Usually malodorous, this air at times contain toxic and flammable contaminants and the seal of traps is intended to remain intact. To prevent their being siphoned by aspiration or blown by back-pressure from water rushing through them or past them in pipes or stacks, these traps are vented. For full safety, water inlets must discharge well above the high-water mark of the fixture to keep its waters from being sucked or forced back into the water system by backflow. If an adequate air gap cannot be provided, special backflow preventers must be installed in the supply pipe. Although water supply systems are normally under higher pressure than drainage systems, pressures are reduced drastically at times of high draft such as during fires or when water pipes break. The pressure in the water system may then drop below atmospheric pressure and the resulting negative (in relation to barometric) pressure differential may pull dangerous pollutants into the water system.

**Wastewater Drainage of Towns.** Sewerage systems, whether separate or combined, are in a sense vascular systems of underground conduits that collect the spent water of a community for subsequent treatment and appropriate disposal. Sewers generally originate in a high-lying portion of a community, point progressively downhill, and increase in size as they accumulate more wastewaters from larger and larger tributary areas. In the United States, street sewers are at least 8 inches in diameter and house sewers at least 6 in. Sanitary and combined sewers are laid deep enough in the ground to drain the lowest fixtures in the properties serviced. However, when basements or lower levels are very deep as is the case for most tall buildings, wastewaters are lifted to the street sewer by pumps or ejectors. Sewers are generally of vitrified tile or concrete, with joints of premolded rubber or plastic to maintain water tightness. The slopes on which sewers are laid are generally set by the existing street grades. If a community is flat, sewers must still be laid on minimum grade, becoming quite deep, and pumping stations must lift the wastewater back to a minimum depth, often leading to an expensive wastewater system. Alternative systems such as vacuum or pressure sewers to avoid the need for laying sewers to grade may have appropriate application in these special situations. For inspection and cleaning, sewer access openings are generally built into the wastewater system at changes in grade and...
direction and also at intermediate points in long, straight runs of network lines. Rainwater enters combined or storm sewers through street inlets with catch basins necessary for combined sewerage systems. The outlets of catch basins to their sewers are trapped to contain air in the sewer and to prevent sand and gravel from entering the system; however, street inlets in separate storm systems are left untrapped.

**Quantity and Composition of Wastewater.** During dry weather periods, the volume of wastewater consumes about 70% of the water used by a community, with this flow fluctuating by day, week, and season. The maximum peak rates used by a community may be as much as 200% higher than the average daily use. Associated industrial uses may introduce still greater differences and fluctuations in demand. In wet weather and for some period thereafter, groundwater adds to this wastewater flow which is also impacted by the tightness of the sewer system and the water content of the surrounding soil. Intercepting sewers for combined sewer systems are designed to carry as much water as can be economically and technologically justified for a community system. In localities where rainfall is steady and gentle, interceptors are designed for up to six times the dry weather flow since spills are rare. However, in communities where rain and snowstorms are intense and of short duration, the frequency and volume of storm water overflow is not altered significantly by oversizing interceptors to carry more than the peak dry weather water flow.

The wastewater deposited in sewer systems originally shares the fundamental quality of the drinking water supply but is quickly contaminated by the human and industrial waste load imposed upon it, by the influx of groundwater, and in combined sewers by the varying quantities of rainwater and street wash. The longer the wastewater flows or remains stagnant, the more the contaminant constituents disintegrate with (a) fecal matter and paper breaking down; (b) bacteria and other saprophytes multiplying significantly; (c) respiration of living organisms and incidental biochemical changes reducing the oxygen originally dissolved in the water; and (d) fresh sewerage first growing stale and then converting to an anaerobic or septic environment. Wastewater is obnoxious to the senses as it purifies, and is dangerous to public health as it contains untreated pathogenic microorganisms.

In general, wastewater is analyzed for the purpose of ascertaining or predicting the effects of discharge on bodies of water into which it is to be released and for evaluating the performance of wastewater treatment processes. A routine test for biochemical oxygen...
demand (BOD) is used that measures the oxygen requirements of bacteria and other microorganisms as they feed upon and bring about the decomposition of organic matter in the wastewater. These BOD requirements are important since they determine whether the receiving body of water remains aerobic (oxygen present) or anaerobic (oxygen exhausted) after the release of wastewater. Therefore, the BOD test is a measure of the putrescible load placed on wastewater treatment works and on bodies of water into which a wastewater treatment plant empties the community’s treated wastewater. In the United States, the per capita contribution of 5-day 20°C BOD to domestic wastewater averages 54 grams, of which 42 grams is in suspension, 19 grams is settleable from suspension, and 12 grams is dissolved. Industrial wastes may add to these wastewater amounts appreciably, and their relative impact on the water system is expressed in terms of the number of individuals that would exert an equivalent BOD load. Especially high BOD loads are added to municipal wastewater systems by such industries as breweries, canneries, distilleries, packing houses, milk plants, tanneries, and textile mills.

Industrial Wastewaters. Because BOD characterizes only organic wastes typical of human discharges, where industrial wastes are present, the chemical oxygen demand (COD) or the total organic carbon (TOC) determination is also a useful indicator. Where industrial synthetic organic compounds or heavy metals are released in industrial effluent, these compounds should also be monitored in wastewater streams and treatment plant effluents, particularly where industrial wastes are discharged into waters that will be subsequently used for drinking or that will provide an aquatic environment for edible fish. Many industrial wastewaters interfere with treatment processes by imposing heavy loads on the wastewater treatment plants or by impairing biological treatment resulting from the presence of toxic compounds in the wastewaters. Accordingly, industries may be required to pretreat their industrial wastes before being permitted to discharge them into a municipal sewerage system. In addition, these industries are often required to reimburse the local municipality for handling these industrial wastewaters, generally in accordance with their volume and toxicity. Many industrial wastewaters are discharged directly into receiving waters, thereby requiring NPDES permits created by the Clean Water Act. Facilities covered by EPA’s baseline NPDES general permit for storm water discharges are monitored with industrial activity are subject to reporting requirements for chemicals classified as “water priority chemicals” and must monitor their storm water discharges for these compounds. The Water Priority Chemicals list currently contains 234 compounds as well as corresponding methods of analysis required for sampling the facility’s storm water discharges by an EPA-approved method. Therefore, two regulatory approaches have been undertaken to address this environmental problem by the EPA.

The first is based upon the requirement for the use of the BAT economically achievable for pollution control and analysis with guidelines established by EPA for at least 20 industrial categories. The second is based upon monitoring released chemical compounds in storm water discharge that now includes a list of 234 individual “priority pollutants.” Establishing standards for these chemical pollutants as well as monitoring procedures is a formidable and expensive task particularly since there are approximately 70,000 chemical compounds in industrial use in the United States yearly.

### Wastewater Treatment Processes

With few exceptions, water purification and wastewater treatment processes are alike in concept and in technique; the two processes differ only in the amounts of pollutants that must be removed and in the degree of purification that must be accomplished at the end of the engineering process. The key operations in wastewater treatment processes are directed toward the separation of the imposed load of human and industrial wastes received by the “carrying” water.

#### Wastewater Treatment

Wastewater solids constitute sewerage sludge or residuals, and the desired phase separation or mass transfer of removable solids is set in motion during a number of different techniques including physical, chemical, and biological unit operations. Moreover, since wastewater is very rich in nutrients, air or oxygen must be introduced into treatment processes if the wastewaters are to be kept fresh and odorless during treatment. This process is also a form of aerobic mass transfer since aeration or gas transfer results in removal of the gases and odors of decomposition. By contrast, anaerobic conditions may favor the degradation of putrescible matter in the dewatering and stabilization of sewage sludge. The common unit operations of wastewater treatment and their useful combinations are as follows:

**Preliminary Treatment.** Screens or comminutors are often placed at the influent of wastewater treatment plants to remove or macerate materials and other large objects that may interfere with subsequent treatment unit processes farther down the line of the treatment process. Similarly, grit chambers remove heavy sand and grit that may create problems in the wastewater treatment process and be problematic in the streams or other bodies of water receiving the wastewater effluent.

**Sedimentation.** The main workhorse of wastewater treatment plants is the settling tank where settleable waste solids are removed by the sedimentation process. These sedimentation techniques are similar to sedimentation tanks in water purification treatment except that due to the fact that the settled waste sludge can become quickly putrescible, mechanical sludge-removal equipment is always included in this process. Primary sedimentation tanks hold waste sewage for 1–2 hours and during this time, 50–70% of the influent suspended waste solids including 50–50% of the influent BOD are deposited on the sedimentation tank’s bottom. The resultant sludge is bulky since it is comprised of approximately 95% water and is putrescible because its solids are volatile.

Intermediate, secondary, or final sedimentation tanks remove the formed flocs or sludge developed in biological treatment of wastewaters. When wastewater treatment was first introduced, a recognized goal was the introduction of at least primary treatment in all the industrialized countries. In the United States, Public Law 92-500 mandates a minimum of secondary treatment (i.e., biological treatment). In general, primary sedimentation is a precursor to secondary biological treatment of wastewater.

**Chemical Coagulation and Flocculation.** The process of chemical coagulation and flocculation for wastewater is similar to the processes used for water purification treatment, although the amount of aluminum and iron salts required may require as much as 100 mg/L. Reductions as high as 80–90% in suspended solids and 70–80% in BOD are obtained with these processes; however, the resultant sludge from chemical wastewater treatment are generally more problematic than the sludge created by primary treatment.

**Biological Treatment.** Biological treatment units for wastewater treatment are designed to encourage a high rate of growth and activity of scavenging microorganisms. This method of biological treatment has dual benefits: (a) conversion of finely divided, colloidal, and dissolved organic matter into settleable cell substance by biosynthesis; and (b) reduction of the energy level of the remaining organic matter by bioanalysis, degradation, or oxidation. However, the presenting wastes must not be toxic to bacteria and other microorganisms in order for the biological treatment process to be effective in treating wastewaters. As noted previously, secondary or biological treatment is the minimum treatment required to be provided by U.S. communities with few exceptions. Biological treatment removes approximately 85% of BOD resulting in an effluent BOD of approximately 30 mg/L.

Two unique biological treatment processes are in general use in the United States: (a) trickling filtration and (b) activated-sludge aeration.
Diagrams for treatment works illustrating high-rate trickling filter treatment operations and activated-sludge treatment units are presented in Fig. 48-12. A third treatment option is a rotating biological contactor, which provides for the establishment of biological growths on a fixed medium without requiring the large areas necessary for trickling filters or activated sludge operations. Descriptions of the typical wastewater treatment operations used in the United States are described below and presented in the diagrams in Fig. 48-12:

- **Trickling Filters.** Structurally, trickling filters are beds of stone or plastic media that are 1–4 meters deep with extensive surfaces to which microorganisms adhere as zoogloal slimes or biomass. These biomasses are supplied with nutrients from waste products trickling over the beds from top to bottom and with oxygen from air sweeping up or down through the filter bed. The wastewaters are distributed over circular filters from arms rotating over the bed propelled by their own jets positioned horizontally from rows of nozzles. The filter effluent is collected by a system of underdrains large enough to carry the flows from the bed and to transmit enough air to the zoogloal slimes to ensure aerobic conditions. The biomass that builds up in the filters is balanced by sloughing into the filter effluent, and is captured in the secondary settling tank. The wastewater effluent is frequently recycled for dilution of wastewater influent and greater efficiency. For highly contaminated wastewaters or high-volume loading, two or more treatment units may be placed in series. After sedimentation, trickling filters can produce effluents containing less than 20 mg of BOD and suspended solids per liter. The performance of trickling filters is not significantly affected by transient shocks of strong or toxic wastes, implying that the filter slimes have a large reserve capacity that is not easily destroyed by serious effluent challenges. As a result, trickling filters are sometimes introduced as “shock absorbers” in advance of activated sludge units, which are less rugged in their response to taxing challenges from varied and significantly contaminated and toxic wastewaters. The sludge produced by this wastewater treatment process is approximately 0.05–0.1% of the original wastewater flow under treatment. Ordinarily, this sludge contains 92–95% water and 60–70% organic matter on a dry weight basis. Due to the large expanse of area occupied by this type of treatment plant, they are generally not used in large municipalities.

- **Activated Sludge Units.** Structurally, activated sludge units are tanks that are 10–15 ft deep in which the wastewater is mixed and aerated together with previously formed biomasses or flocs that are returned to the tank wastewater influent required for treatment. These flocs act as trickling filter slimes, and aerobic conditions are maintained by the injection of compressed air or oxygen or by absorption of oxygen from the atmosphere at the air-water interface, which is continuously renewed by mechanical stirring or air diffusion. The flocculant solids and the activated sludge are then removed in final settling tanks. The biomass that builds up in the aeration unit is maintained by returning a useful amount of sludge to the process from the final settling tank; therefore, recycling is built into the activated sludge process. Transfer of organic matter to the zoogloal flocs by adsorption and subsequent stabilization and oxidation takes several hours. Sludge return of approximately 25% by volume of incoming sewage produces about 2500 mg of suspended solids per liter of the mixed liquid. The activated sludge wasted from the process is large in bulk due to the high water content and it is highly putrescible due to the fact that the sludge consists principally of living cells.

Modern activated sludge treatment facilities are inherently flexible, allowing variation in returned sludge and air in quantities and methods that meet the changing needs of a community. Three variants of the conventional process serve as examples.

In **modified aeration,** the period of aeration is shortened and the concentration of suspended solids in the mixed liquid is reduced. Less air is required, but the degree of final treatment is also reduced. In **step aeration or step loading,** the returned sludge is added to a fraction of the inflowing sewage, the remainder being introduced at equal distances along the path of the mixed liquid. In this process, the returning sludge renews its activity without being overwhelmed. In **complete mixing,** the influent is introduced transverse to the wastewater flow. This avoids “shock loading” of the sludge even more effectively than step loading. Sludge may be kept in circulation within the aeration unit until it is no longer degradable, a practice favored in small plants or when the organic substances in the wastes under treatment are completely soluble such as the treatment of milk-processing wastes.

**Stabilization Ponds.** A system of stabilization ponds is constructed in porous or tight soil as rude basins that are approximately 1 meter deep which allows exposure of large surfaces to air and light. Putrescible wastewaters are held in stabilization ponds for several weeks, and during this time, settleable solids sink to the bottom of the pond where organic matter decomposes as well. Under favorable climatic conditions, carbon dioxide, nitrogen, phosphorus, and other nutrients are released into the water during decomposition and stimulate profuse algal growths. During daylight hours, oxygen is produced by photosynthesis and maintains aerobic conditions in the stabilization ponds, while at night, carbon dioxide is lost to the atmosphere. In this wastewater process, seepage and evaporation are not significant. Except in winter at high latitudes, when covered by ice, properly dimensioned stabilization ponds remain aerobic and both BOD and coliform are reduced to acceptable levels. Climatic and operational factors affect the performance of stabilization ponds so significantly that allowable wastewater loadings cannot be predicted with certainty. Depending upon environmental circumstances, winter loadings may be no more than 20 persons per 1000 m² with summer loadings as high as 400 persons per 1000 m². The green alga Chlorella is a common bloom and these small spherical cells are not easily separated from the wastewater effluent; however, the incentive remains to convert waste nutrients into useful algal proteins that can be subsequently harvested safely and economically as animal feed. Because of their large area requirements, stabilization ponds are introduced where waste volumes are not large and land is not too costly for placement of a wastewater treatment facility.

**Tertiary Treatment.** In many instances in the United States, secondary treatment is insufficient to maintain water quality in receiving streams and lakes, and tertiary treatment is required to preserve water safety. When a tertiary treatment operation involves physical and chemical processes, it is characterized as advanced waste treatment (AWT). Often the tertiary treatment is required in a community to remove additional BOD, which can be accomplished by (a) adding a second stage of biological treatment or (b) by carrying the process to nitrification, which oxidizes oxygen-demanding ammonia in the wastewater, relieving oxygen pressures on receiving streams and water bodies. Other tertiary treatment processes are designed specifically for removal of phosphorus and/or nitrogen in a community with excessive levels in their wastewater. Phosphorus is generally removed chemically, while nitrogen can be removed biologically or by ammonia stripping, a gas-exchange process. These two water-borne nutrients may stimulate eutrophication or fertilization of receiving lakes and other still or slow-moving bodies of water, and removal from effluent wastewater may control eutrophication of receiving waters. Unfortunately, these nutrients may also originate in nonpoint sources such as runoff from fertilized urban and agricultural lands, which are much more difficult to control.

Where wastewater reclamation is intended after tertiary treatment, filtration may be introduced for polishing the wastewater effluent leading to increased clarity and reduction of the chlorine demand for disinfection. In some special instances of tertiary treatment, filters may be employed with activated carbon to reduce the color and the
A. Trickling filter operation

B. Activated-sludge operation

Figure 48-12. Typical wastewater treatment operations in the United States. (A) Trickling filter operation including comminution, plain sedimentation, contact treatment with recirculation, final settling, digestion, and drying of sludge. (B) Activated-sludge operation including coarse screening, grit removal, plain sedimentation, contact treatment, final settling, dehydration of sludge by centrifugation on vacuum filters, and final incineration. (Adapted from Fair GM, Geyer JC, Okun DA. Elements of Water Supply and Wastewater Disposal. New York: John Wiley & Sons; 1971.)
concentration of synthetic organic compounds in the resulting wastewater effluent. As the efficiency of removal of water-borne pollutants is increased, the cost of removing each additional unit of pollution increases exponentially. After secondary treatment achieves 85% removal, an additional 10% removal in tertiary treatment may cost more than removal of the first 40% of water contaminants. In fact, the goal of 97–99% removal may cost as much as the entire effort of 0–97%. Unfortunately, the operational and energy costs of tertiary treatment may be exceedingly high for some communities. Therefore, municipal authorities are often tasked with demonstrating ample justification in public benefits, including improved public health, before selecting tertiary treatment options.

**Disinfection of Wastewaters**

Disinfection of wastewater through chlorination is required only where wastewater effluents are to be discharged into waters used for drinking, bathing, or shellfish aquaculture. Chlorination of wastewater effluents may create three problems: (a) chloramines are formed during the process which may be toxic to aquatic life; (b) chlorinated hydrocarbons of potential health significance may be formed in reaction with organics; and (c) beneficial microorganisms as well as pathogens are destroyed, thereby reducing the ability of the receiving water to biologically stabilize the organic matter remaining in the wastewater effluent being discharged. Therefore, disinfection of wastewater effluents needs to be evaluated carefully in each instance based upon the benefits versus these risks to the water ecosystem. An alternative to chlorination of wastewater effluents is ultraviolet light, which eliminates the negative impact on aquatic life and the creation of chlorinated hydrocarbons. However, to be effective, UV light requires an effluent of consistently low turbidity generally requiring tertiary filtration as well.

**Sludge Management**

Wastewater sludge is the settled solids removed from the wastewater flow during their passage through primary sedimentation tanks with or without the benefit of coagulating chemicals and biological treatment. Sludge accumulates most of the living organisms that find their way into wastewaters and often teems with ciliated protozoa that feed upon bacteria accelerating the die-away of bacterial pathogens in the sludge product. In addition, sludge dehydration depriv.es the bacterial pathogens of moisture needed for survival. Fresh primary-tank solids are the most dangerous to human health, solids from biological treatment units less so, solids that have been subjected to biological decomposition still less, and air-dried solids the least hazardous to public health. Heat-dried sludge solids are generally microbiologically safe due to the heat liability of several important microbial pathogens. Although the period of survival of enteric viruses in sludge is still unknown, enteric bacteria such as the typhoid bacillus survive for approximately one week, viable cysts of *E. histolytica* have been isolated from sludge held for 10 days at 30°C, and viable hookworm eggs have been isolated after 41 days. Even in sludge held for 6 months, a 10% survival rate for *Ascaris* sp. eggs was noted. Therefore heat-treatment of sludge is important since pulverized sludge heated to 103°C for three minutes destroyed all *Ascaris* sp. eggs. Different types of nutrients originally contained in the sludge or available after decomposition. As the nutritive value is exhausted, the wastewater sludge becomes stable and in its final state of degradation is inoffensive to sight and smell. As the wastewater sludge is well digested, the end products of digestion are gases, liquids, and residues of mineral and conservative organic substances. Losses by gasification and liquefaction, destruction of water-binding colloids, and physical compaction of solids reduce the bulk of the sludge and prepare it for the dewatering process.

**Sludge Treatment.** Generally speaking, wastewater sludge is of little economic value and generally disposed of in the cheapest fashion possible by each community. In normal circumstances, it is neither feasible nor economic to dispose of large volumes of community wastewater sludge generated without dewatering it, destroying residual organic constituents, or both. Reducing the water content of wastewater sludge is exemplified by the fact that reducing the moisture content of sludge from 96% to 98% doubles the proportion of solid matter and consequently halves the volume of sludge to be handled and disposed. Dewatering and destruction of organic matter are the primary objectives of sludge treatment, and the wide range of options for the handling of community wastewater sludge is illustrated in Fig. 48-13.53

**Sludge Digestion.** Wastewater sludge is an abundant source of food for saprophytic bacteria, and different groups of living organisms use different types of nutrients originally contained in the sludge or available after decomposition. As the nutritive value is exhausted, the wastewater sludge becomes stable and in its final state of degradation is inoffensive to sight and smell. As the wastewater sludge is well digested, the end products of digestion are gases, liquids, and residues of mineral and conservative organic substances. Losses by gasification and liquefaction, destruction of water-binding colloids, and physical compaction of solids reduce the bulk of the sludge and prepare it for the dewatering process.

The organic solids in wastewater sludge digest under both aerobic and anaerobic conditions as is illustrated in swamps and river deposits. In the preparation of wastewater sludge for land disposal, it is simpler and more economical to digest the solids anaerobically. The principal gas released during aerobic decomposition of these types of organic compounds is carbon dioxide, while during anaerobic digestion it is combustible methane (65–80% by volume). The potential heat energy of the resultant methane is a prime factor in the economy of anaerobic sludge digestion since methane may be burned under a boiler or in a gas engine. The power released from this anaerobic process as heat and mechanical energy is used for heating buildings and digestion units in wastewater treatment facilities as well as for air compression, pumping, and minor laboratory purposes on-site. On a per capita basis, the normal daily volume of methane gas generated from this decomposition process is about 0.03 m³ from primary settling tanks and nearly the same amount again from biological treatment units. Ground garbage and some organic industrial wastes
may actually increase the methane gas yield appreciably from this
operation with the fuel value of this gas at approximately 24,000 kJ
per cubic meter. Digestion tank capacity is kept at an optimal operating value of approximately 35°C. In modern,
high-volume wastewater treatment installations, digestion is
promoted by stirring as well as by heating. Digestion tank capacity
requirements range from 0.07 m³ per capita for sludge from primary
wastewater treatment facilities to 0.1 m³ per capita for well-digested primary sludge and twice
that amount for biological sludge. When the sludge has lost enough mois-
ture to become a spadable cake, it is removed from the drying beds for
final disposal. In wastewater treatment facilities of moderate to large
size, it is cost-effective to dewater sludge mechanically.

Sludge Drying. For small wastewater treatment facilities, the most
cost-effective and most common method of dewatering sludge is drying
the sludge product in open air. In this scenario, digested sludge is run or
pumped onto beds of sand and gravel or other suitable porous material,
where part of the sludge moisture evaporates at the surface, and part
seeps through the supporting bed into underdrains. Drying times vary
with climate and the character of wastewater sludge. The required area
is about 0.1 m² per capita for well-digested primary sludge and twice
that amount for biological sludge. When the sludge has lost enough mois-
ture to become a spadable cake, it is removed from the drying beds for
final disposal. In wastewater treatment facilities of moderate to large
size, it is cost-effective to dewater sludge mechanically.

Sludge Disposal. Disposal of wastewater sludge is a challenge for
every community, and some disposal practices are being evaluated
based upon the possibility of additional environmental pollution from
some disposal practices. For example, some seacoast towns pump wet
sludge to the ocean; others load partially dewatered sludge onto vessels
and transport the product to dumping grounds at sea. Dewatered sludge
is a suitable material for disposal in a properly designed landfill by itself or in combination with municipal refuse. Wet sludge can
provide useful moisture, humus, and nutrients for composting opera-
tions. The use of properly treated sludge as a fertilizer may be war-
ranted as a measure of nitrogen and phosphorus conservation and soil
buildings. To this purpose, some municipalities dispose of wet sludge
to local farmers for use as fertilizer; however, this practice is ques-
tioned by many professionals. Tank trucks with fixed nozzles that
plow and discharge the liquid sludge into the soil have become pop-
ular. In general, only commercially dry (heat-dried to less than 10% moisture) activated sludge has been found sufficiently marketable in
the United States for use on lawns and golf greens to meet the expense
of dewatering and heating.

Because of the low cost and the convenience of chemical fertil-
izers, the production of heat-dried sludge for sale is seldom econom-
ically feasible. In the few instances where heat-dried activated sludge is marketed, as from Milwaukee, Wisconsin, the capital investment in
the facilities needed for sludge preparation for sale has already proven to
be financially sound. Where suitable sites for sludge disposal are
not economically available, the sludge must be incinerated leaving
only the resultant ash for disposal. In some communities, incineration
of sludge with municipal refuse has been feasible as a disposal mech-
anism. The ultimate disposal of wastewater sludges, particularly if
they contain infectious pathogens, heavy metals, and synthetic organic
chemicals, has raised many questions and public health concerns. All
of the methods of disposal, whether by discharge to sea, application
to agricultural land, disposal in landfills, composting, or incineration
have come under criticism. The EPA has been addressing this prob-
lem since passage of the 1977 Clean Water Act Amendments. The
EPA regulations include (a) contaminant limits for heavy metals and
synthetic organic compounds in sludge in milligrams per kilogram; (b)
loading rates in kilograms per hectare for various land applications;
and (c) technology, monitoring, and reporting requirements. Theulti-
mate choice for disposal will likely involve land application and land-
fills for communities that have such land available to them, and for
larger cities that do not have these options, incineration is generally
the most optimal choice. Unfortunately, the choice of application to
land and disposal in landfills may result in the potential for significant
impact in water reserves and supplies.

Wastewater Disposal

Outfall sewers in each community are used to discharge treated wastewater into the receiving bodies of water in the municipality. If
outfall sewers are to be effective, they must be designed and posi-
tioned to disperse the treated wastewater effluent quickly and thor-
oughly throughout the receiving water. In running streams, this task
is not difficult; however, in lakes, tidal estuaries, and the ocean it is
not a simple task. Outfall sewer locations must be selected with con-
sideration to the location of the water purification plant intakes, shell-
fish layings and aquaculture operations, recreational beaches, and other
recreational boating areas. Proper positioning requires analysis of water
movements of the water body receiving the treated wastewater effluent
using such as patterns of normal currents, wind-induced and tidal move-
ments, and eddy diffusion created by differences in the density of the
water. Treated wastewaters are generally warmer and lighter than the water into which they are discharged.

For example, disposal of treated wastewater into a receiving body of
water near its surface, especially the brackish waters of tidal estu-
aries, may result in the wastewater laying on top of the diluting water,
not mixing appreciably, and forming a contamination slick noticeable
for many miles. The temperature-density equilibrium of this disposal
process is so delicate that every situation and season must be handled
separately to prevent these environmental complications. Under some
conditions, subsurface discharge of wastewaters into a deep freshwater
lake may build up a large mass of undispersed wastes around the
in the municipality. If

Outfall sewers in each community are used to discharge treated wastewater into the receiving bodies of water in the municipality. If
outfall sewers are to be effective, they must be designed and posi-
tioned to disperse the treated wastewater effluent quickly and thor-
oughly throughout the receiving water. In running streams, this task
is not difficult; however, in lakes, tidal estuaries, and the ocean it is
not a simple task. Outfall sewer locations must be selected with con-
sideration to the location of the water purification plant intakes, shell-
fish layings and aquaculture operations, recreational beaches, and other
recreational boating areas. Proper positioning requires analysis of water
movements of the water body receiving the treated wastewater effluent
such as patterns of normal currents, wind-induced and tidal move-
ments, and eddy diffusion created by differences in the density of the
treated sewerage and the receiving water. Treated wastewaters are gen-
erally warmer and lighter than the water into which they are discharged.

For example, disposal of treated wastewater into a receiving body of
water near its surface, especially the brackish waters of tidal estu-
aries, may result in the wastewater laying on top of the diluting water,
resulting in apparent dispersion. This process may be enhanced by discharging the wastes through a number of outlets or diffusers spaced apart to prevent interference.

The purification accomplished in receiving streams can be improved by engineering works that supply water for dilution during
periods of low flow, lengthen the time of downstream passage of the
receiving water, or introduce air into the flowing water either directly
by injection or indirectly by agitation. In low-water situations, water
is released from upland reservoirs in the same or neighboring catchment
areas of water is pumped back or recycled from the most voluminous
flows of lower river reaches or other water courses. Travel times and
self-purification are normally lengthened by impoundments within a pol-
luted stretch of the receiving stream. Compressed air has been intro-
duced with some success into critical reaches of polluted streams from
stationary compressors and piping or from floating barges.

Where running water has been introduced into kitchens, baths,
laundries, and outbuildings of farms and residences where
where there is no public sewer system, the resident wastewaters must be dis-
posed of on-site. Usually, this is done through septic tanks or cesspools,
which involve simple settling and subsurface leaching of wastewater
effluents. In order for these systems to be effective, the amount of
sewage cannot be large in relation to the leaching area, and the receiv-
ing soil must be porous. Where the volume of wastewater is high or
the soil is nonporous, more sophisticated and costly treatment meth-
ods patterned after municipal processes must be introduced. Of spe-
cial concern is the contamination from both chemical and biological
agents of nearby wells. Septic tanks derive their name from the sep-
tic or anaerobic condition created by the decomposition of the settling
solids or accumulating sewage sludge. All septic tanks must be em-
tied of accumulated sludge periodically, and this septage is generally disposed of in community wastewater treatment plants.

The ability of soil to absorb settled sewage is explored by dig-
ging test holes, filling them with water, and clocking the time required
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for the water to drop a given distance in the stratum in which leaching is to take place. In some states, soil profiles are used to determine the ability of the soil to absorb settled sewage. Septic tanks and tile fields may be suitable for truly rural areas; however, this method has also been adopted by housing developments, where tile fields may become clogged and septic tanks overflow creating a local health hazard. Housing developments constructed in peri-urban areas not accessible to municipal sewerage systems have led to the proliferation of package plants for wastewater treatment. These plants do conform to most modern practices often providing tertiary treatment and may be obliged by NPDES permits to meet exacting wastewater effluent standards. However, their operation and maintenance becomes the responsibility of the homeowner, who has limited capacity to manage such facilities. Even where private utility companies are employed to operate these package plants, their performance record may suffer. The quality of personnel and the cost of monitoring small treatment plants are often similar to running large treatment facilities. Therefore, it is preferable that new housing developments be small enough to permit septic tanks, and when greater densities are planned, sewerage service from a nearby large municipality be required. In particular, package plants should be avoided in water supply watersheds.

Wastewater Reclamation

Wastewaters are a water resource, and their reclamation for reuse serves both to conserve limited quantities of freshwater and to reduce the load of pollution on receiving bodies of water. The following water services have already been provided by wastewater reclamation: (a) irrigation, both agricultural and urban; (b) industrial use, both process and cooling activities; (c) recreational, use through establishment of lakes and ponds; and (d) nonpotable residential and commercial use, including toilet flushing. Reclamation of wastewater for potable purposes is currently not recommended as U.S. drinking water practice requires that priority should be given to the purest water sources for drinking water. However, wastewater reclamation for irrigation and land disposal of wastewaters may provide a viable opportunity for reuse since reclaimed wastewaters for irrigation of growing crops or lawns may be beneficial.

Land disposal of wastewater may be useful in smaller communities where ample land is available and soil conditions are appropriate for wastewater disposal. The nutrients in wastewaters that would be problematic if discharged to a body of water, on land may constitute an important fertilizer, particularly as chemical fertilizers become more costly. Each community situation is unique, requiring certain rates of application and requiring specific pretreatment. In addition, since wastewaters are produced year-round but cannot be applied to land during periods of heavy rainfall or freezing, seasonal storage is also required.

Where wastewaters are to be reused, the treatment needs to be tailored to the specific reuse plan with more intensive treatment and more stringent standards as the uses become of greater public health concern. The California Department of Health has prepared Wastewater Reclamation Criteria, which guides the regulation of many hundreds of reclamation projects in the state.5 The highest degree of treatment required is for nonpotable distribution systems including urban irrigation, toilet flushing, industrial use, spray irrigation of food crops, and nonrestricted recreational impoundments (i.e., those that permit body contact). Essential to such reclamation use of wastewater is the reliability of operation of the treatment facilities and continuous monitoring of effluent quality with a capacity to automatically reject wastewater effluent that does not meet the bacterial, turbidity, and chlorine residual standards.53

► PROTECTION OF WATER QUALITY AND PUBLIC HEALTH

The need for potable water is vital to basic human survival and is an essential cornerstone of public health. Water also plays a critical role in all aspects of the nation’s complex industrial society, and access to uncontaminated water is essential to food production, crop production, and livestock health. In June, 2005, the Administrator of the Environmental Protection Agency predicted that safeguarding the country’s water supply would be one of the pressing environmental concerns of the twenty-first century. EPA Administrator, Stephen L. Johnson, stated, “I believe water, over the next decade and further, will be the environmental issue that we as a nation and, frankly, as a world will be facing. Keeping the nation’s water safe and secure is an area of vulnerability for the United States and also an opportunity for us.” (Emphasis added.)50Conscientious stewardship of water requires vigorous water source protection, enduring water pollution control, and aggressive water quality management in order to ensure access to a water supply that provides both the quantity and quality necessary to preserve this environmental resource and prevent water-related disease.

Contamination of water by infectious pathogens, chemical compounds, or radiologic agents has the potential to affect the health of millions of residents in the United States. However, preservation of water quality and prevention of water-borne disease are complicated tasks requiring a coordinated effort from many diverse disciplines ranging from water engineers to practicing health-care providers. The complexity of water quality management is expansive as illustrated in this chapter and includes water source protection, water purification engineering, wastewater treatment and pollution control, and water-borne disease prevention. Any successful strategy to ensure water quality and safety in the United States must include a multidisciplinary team effort of educated partners working together to address the many significant challenges facing our nation in the future as we protect our precious resource of water.
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Hazardous Waste: Assessing, Detecting, and Remediation

William A. Suk

► INTRODUCTION

The past century of industrial, military, and commercial activity worldwide has resulted in hundreds of thousands of hazardous waste sites where organic compounds and metals contaminated surface and subsurface soils, sediments, ground, and surface waters. In order to reduce risks to human and ecologic systems, considerable time and money have been spent remediating these sites since passage of major environmental legislation (e.g., Superfund). Hazardous waste management is undoubtedly one of the most important environmental issues. Despite the common agreement that industrial production without waste is our long-term goal, there will be an ongoing need for proper management of wastes for years to come. Further, there is a need to continue to sharpen the cause and effect relationships between a polluted environment and poor public health. These relationships resulting from exposure to hazardous wastes are more insidious and subtle manifestations in children and adults. The challenge is to better understand these contaminants, and to determine under which conditions and at which levels they pose a threat to human health and the environment.

► DEFINITIONS OF WASTE

Classifications and Properties of Waste

Wastes may be classified by their physical, chemical, and biological characteristics. An important classification criterion is their consistency. Solid wastes are waste materials having less than approximately 70% water. This class includes municipal solid wastes such as household garbage, industrial wastes, mining wastes, and oil-field wastes. Liquid wastes are usually wastewaters, including municipal and industrial wastewaters, that contain less than 1% suspended solids. Such wastes may contain high concentrations (greater than 1%) of dissolved species, such as salts and metals. Solid waste, as defined under the Resource, Conservation, and Recovery Act (RCRA) is any solid, semisolid, liquid, or contained gaseous material discarded from industrial, commercial, mining, or agricultural operations and from community activities. Solid waste includes garbage, construction debris, commercial refuse, and sludge from water supply or waste treatment plants, material from air pollution control facilities, and other discarded materials. Solid waste does not include solid or dissolved materials in irrigation return flows or industrial discharges. Sludge is a class of waste intermediate to solid and liquid wastes. Sludge usually contain between 3% and 25% solids, while the rest of the material is water-dissolved species. These materials, which have a slurry-like consistency, include municipal sludge, which is produced during secondary treatment of wastewaters, and sediments found in storage tanks and lagoons.

Federal regulations classify wastes into three different categories, based on hazard criteria: (a) nonhazardous, (b) hazardous, and (c) special. Nonhazardous wastes are those that pose no immediate threat to human health and/or the environment, for example, municipal wastes such as household garbage and many high-volume industrial wastes. Hazardous wastes are of two types: (a) those that have characteristic hazardous properties, that is, ignitability, corrosively, or reactivity, and (b) those that contain leachable toxic constituents. Other hazardous wastes include liquid wastes, which are identified with a particular industry or industrial activity. The third category from industry is classified generically as special wastes by origin, and is regulated with waste-specific guidelines. Examples include mine spoils, oil-field wastes, spent oils, and radioactive wastes. In the United States, all hazardous wastes are regulated under Subtitle C of RCRA.

Hazardous waste has been defined as myriad substances that cause toxicity to living organisms. For all practical purposes, toxic waste and hazardous waste are interchangeable. As indicated, hazardous waste is defined as solid waste that is acutely toxic or possesses one or more of the following criteria: ignitability, corrosively, reactivity, or toxicity.¹ Traditionally, when discussing radioactive or medical waste, the term “mixed waste” is used (see the section on Radioactive and Mixed Wastes). Toxic substances occur naturally in soil, water, and air; however, thousands of toxic substances are anthropogenic. The anthropogenic substances are of particular concern because of the quantities that are produced, their dissemination and persistence, and because, historically, their release into the environment has not been well controlled. Furthermore, most anthropogenic compounds are organic and are readily absorbed by living organisms.

Hazardous Wastes

Hazardous waste is a subset of solid wastes that poses substantial or potential threats to public health or the environment. It is specifically listed as a hazardous waste by exhibiting one or more of the characteristics of hazardous waste (i.e., ignitability, corrosively, reactivity, and/or toxicity), being generated by the treatment of hazardous waste, or being contained in a hazardous waste. Some environmental laws list specific materials as hazardous waste. For example, hazardous waste can exist in the form of a solid, liquid, or sludge and can include materials such as polychlorinated biphenyls (PCBs), chemicals, explosives, gasoline, diesel fuel, organic solvents, asbestos, acid, metals, and pesticides. Environmental laws also list materials that must be treated and managed as hazardous.
The true amount of hazardous wastes generated is not known, although the approximate amount is 400 million tons a year. The Organization for Economic Cooperation and Development (OECD) estimates that, on average, a consignment of hazardous wastes crosses the frontier of an OECD nation every 5 minutes of every day all year. More than 2 million tons of those wastes are estimated to cross national frontiers of OECD European countries annually on the way to disposal sites. Other movements, which are illegal, are motivated by the possibility of important gains in transferring the problem to places where controls or standards are less strict. Another motive may be that vast territory and scant resources in countries that import products make any attempt at serious surveillance impossible. Some countries also prefer to manage their hazardous waste problem by transporting it at lower cost to other countries.

The quantity of generated wastes of all kinds is still increasing, and the rapid pace of industrialization worldwide will necessitate careful attention. In response to growing recognition of health and environmental risks associated with hazardous wastes, governments have brought into force a series of national laws to control the generation, handling, storage, treatment, transport, disposal, and recovery of these wastes. To mitigate such potential threats, urgent measures should be taken to avoid or reduce generation of hazardous wastes, optimize environmentally sound recovery of wastes, reduce to a minimum or eliminate transboundary movements of hazardous wastes, manage wastes in an environmentally sound and efficient way, and dispose of wastes as close as possible to the place where they are generated.

In exceptional cases, exporting hazardous wastes to a country capable of eliminating them properly may be safer for human health and the environment if adequate storage or treatment is not possible in the generating country or until appropriate technology and adequate infrastructure are available. Increased international cooperation is necessary to help developing countries manage and treat the wastes they generate in an environmentally sound way. There have been a number of conferences and workshops to assess and evaluate hazardous waste exposures and to provide a framework for future research and collaborative efforts to address these problems.

Thousands of new chemicals are being developed and introduced annually into commerce. Only a small fraction of these substances have been tested for toxicity. Hundreds of millions of tons of hazardous waste are generated annually and the quantities are increasing. A small fraction of toxic waste in the environment is from household use; the greatest production comes from industry, particularly the chemical and petroleum industries. Another leading generator, the agricultural chemical manufacturing industry, produces chemicals, such as pesticides, that by their very nature are toxic not only to their targets, but also to other life forms. The magnitude of problems created by toxic substances is immense and ubiquitous, while the impact is, to a great extent, unknown.

### TRANSPORTATION OF HAZARDOUS WASTES

Toxic substances and other contaminants know no borders and, as such, the issues surrounding them have gained a presence in international forums. In 1972, 70 governments met in Sweden for the United Nations Conference on the Human Environment. This conference brought environmental issues to an international level. Since that time more than 170 international environmental treaties have been signed, demonstrating the global commitment to the issue. In 1976, the United Nations Environment Program’s International Register of Potentially Toxic Chemicals was established. This Register collects information on hazardous waste and distributes it to anyone who requests it. The Basel Convention, 1989, established the Control of Transboundary Movement of Hazardous Wastes and Their Disposal. With more than 100 signatories on this treaty, the movement of wastes is now managed throughout much of the world. A pivotal conference sponsored by the United Nations and held in Rio de Janeiro, Brazil, in 1992, United Nations Conference on Environment and Development (Rio Earth Summit), focused on the issues of biodiversity and sustainable development. This report included a chapter on both toxic waste and hazardous waste, thus demonstrating the priority of the effective control and management of such releases into the environment. Protection of the environment in conjunction with economic development is closely related in any proposals that support future global welfare.

### POLICIES MANAGING THE FATE OF TOXIC SUBSTANCES

In the 1960s, the United States Congress began its journey in establishing environmentally oriented laws. In 1966, the Division of Environmental Health Science was established in the Department of Health Education and Welfare to study the health effects of environmental agents. In 1969, it was elevated to Institute status (National Institute of Environmental Health Sciences [NIEHS]), thus emphasizing the importance of environmental implications on human health. In the same year, the United States Congress passed the National Environmental Policy Act, requiring federal agencies to assess the impact of their actions on the environment. A year later the U.S. Environmental Protection Agency (EPA) was established. EPA is responsible for working with state and local governments to control and prevent pollution in areas of solid and hazardous waste, pesticides, water, air, drinking water, and toxic and radioactive substances. Since that time numerous other acts, including the Toxic Substance Control Act (1976) (TSCA), have been passed with the goal of maintaining a healthy environment. TSCA requires that producers of toxic substances be held accountable for the release of these substances into the environment. In 1976, the RCRA gave EPA authority to control hazardous waste from “cradle-to-grave.” This control includes the minimization, generation, transportation, treatment, storage, and disposal of hazardous waste. RCRA also set forth a framework for the management of nonhazardous solid wastes. RCRA focuses only on active and future facilities and does not address abandoned or historical sites. The National Toxicology Program was established in 1978 as an interagency organization to provide toxicological information on potentially hazardous chemicals to regulatory and research agencies and to the public.

The Comprehensive, Emergency Response, and Compensation and Liability Act (CERCLA (also known as Superfund)) was passed in 1980 to address immediate and long-term threats to the public health and the environment from abandoned or active sites contaminated with hazardous or radioactive materials. Under the Superfund program, EPA has the authority to clean up the nation’s worst hazardous waste sites, using money from a trust fund supported primarily from a tax on chemical feedstocks used by manufacturers. Companies or individuals responsible for the wastes are identified by EPA, if possible, and made to pay for the cleanups. The Superfund Amendments and Reauthorization Act (SARA) of 1986 reauthorized CERCLA to continue cleanup activities around the country. Several site-specific amendments, definitions, clarifications, and technical requirements were added to the legislation, including additional enforcement authorities. Also under the SARA, the Superfund Hazardous Substances Basic Research Program (Superfund Basic Research Program) was established. The Superfund Basic Research Program is a multidisciplinary program administered by the NIEHS. This program is committed to advancing the state of the science reducing the amount and toxicity of hazardous substances and, ultimately, preventing adverse human health effects.

### ASSESSING AND DETECTING ADVERSE HEALTH EFFECTS OF HAZARDOUS WASTES

Studies of the adverse health effects of hazardous waste must contend with many challenges. Exposure is usually ill defined and often misclassified, historical data may not be available or are otherwise problematic, and mixed chemical exposures are likely and may not always be uniform across a population. The exposed population is often
small or incompletely determined. Resources for study may also be limited. The endpoints to be studied may be uncertain, leading to consideration of multiple endpoints.

**Sediment**

Sediment—the “muck” at the bottom of rivers and other bodies of water—is composed of materials transported and then deposited by water or wind and represents a surprisingly rich and productive environment. The organisms that live in it form the base of a food chain that stretches all the way up to humans.

Areas of sediment contamination occur in coastal and inland waterways, in clusters around larger municipal and industrial centers, and in regions affected by agricultural and urban runoff. The EPA’s Report to Congress on Contaminated Sediment (prepared in conjunction with the NOAA, the Army Corps of Engineers, and other federal, state, and local agencies) states that sediment contamination exists in every region and state of the country and that approximately 10% of the sediment underlying U.S. surface waters is sufficiently contaminated with toxic pollutants to pose potential risks to fish and to humans and wildlife who eat fish. Much of the contaminated sediment in the United States was polluted years ago by improper disposal or run-off of chemicals including PCBs, pesticides, and mercury which have since been banned or restricted. Sediments constitute a major source of persistent bioaccumulative toxic chemicals which may pose threats to ecological and human health even after contaminants are no longer released from point and nonpoint sources. Documented adverse ecological effects of contaminants in sediments include skin lesions, increased tumor frequency, and reproductive toxicity in fish; reproductive failure in fish-eating birds and mammals; and decreased biodiversity in aquatic ecosystems. Threats to human health occur when sediment contaminants bioaccumulate in fish and shellfish tissues consumed by humans. Fish advisories have been issued for more than 1500 water bodies in 46 states for pollutants such as mercury, dioxins, PCBs, PAHs, and pesticides such as chlordane and chlorpyrifos.

More than 10 federal statutes provide authority to the USEPA program offices to address the problem of contaminated sediment. USEPA has ongoing efforts to prevent further sediment contamination, to develop methodologies to improve the assessment of sediment contaminants, and to design remediation technologies to clean up existing sediment contamination.

**Bioavailability**

The bioavailability of an environmental contaminant—the degree to which it can be assimilated by an organism—is a critical factor in decision-making processes related to both public health and remediation strategies. While it seems like a simple concept, bioavailability has the potential to affect:

**Risk assessment**—Incomplete understanding of the bioavailability of a contaminant is a significant factor complicating the evaluation of the risk of exposure to a toxic contaminant. Historically, exposure to hazardous materials in the environment has been quantified through the use of standard laboratory analytical techniques geared toward determining the total amount of material found in the sample under consideration. It may not be appropriate to measure total concentrations in the environment, as different contaminants or different species of an elemental contaminant may exhibit different levels of mobility, both in the environment and once ingested, digested, or placed in contact with the skin. If a contaminant is sequestered in the soil or sediment, or has limited mobility in tissues, it may not represent a significant human or environmental risk.

**Identification of remediation goals**—Bioavailability is one of the many complex elements that may be taken into consideration when cleanup criteria are determined for a contaminated site. The question “How clean is clean enough?” is made even more difficult by an incomplete understanding of the bioavailability of contaminants at a site and the factors that influence bioavailability.

**Selection of appropriate remediation strategies**—Bioremediation is often less expensive and more efficient than conventional remediation techniques. However, for bioremediation methods to work, the contaminant must be available to the bacteria or plant used in the cleanup effort.

**Fate and transport**—Bioavailability of contaminants in soils is a complex process that is influenced by the interplay of both chemical and biological factors. For example, the chemical process of adsorption is generally thought to decrease the bioavailability of certain contaminants in soils, while some evidence suggests that the presence of bacteria in soils may increase the accessibility of soil contaminants to living organisms.

**Biomarkers**

The majority of diseases are the consequence of both environmental exposures and genetic factors. To understand the relationship between exposure and adverse health effects, scientists are working to identify biomarkers—key molecular or cellular events that link a specific environmental exposure to a health outcome. The identification, validation, and use of biomarkers in environmental medicine and biology will depend fundamentally on an increased understanding of the mechanism of action and the role of molecular and biochemical functions in disease processes. For environmentally-induced diseases, molecular biomarkers will play a key role in understanding the relationships between exposure to toxic environmental chemicals, the development of chronic human diseases, and identifying those individuals at increased risk for disease. Although much progress has been made to identify potential biomarkers, the challenge still remains to validate, in a robust manner, the accuracy, reproducibility, specificity, and sensitivity of biomarkers, and to assess the feasibility and cost-effectiveness of applying biomarkers in large population-based studies. Such validated biomarkers will be invaluable in the prevention, early detection, and early treatment of disease.

There are three broad categories of molecular biomarkers that are commonly used in the field of environmental health:

- **Biomarkers of exposure** quantify body burden of chemicals or metabolites and are usually applied early in the exposure-disease paradigm. These markers are powerful tools for epidemiologists, allowing relatively accurate measurement of external and/or internal dose of an environmental agent. However, the applicability of biomarkers of exposure is often limited by their relatively short half-life, providing information on exposure over a period of days to months compared to the natural history of the disease that spans years or decades. There are noteworthy exceptions to the transient nature of exposure biomarkers, such as pesticide residues in body fat and blood that can persist over months and years. Nevertheless, the timing of sample acquisition for measurement of environmental exposures and the study of interactions with genetic susceptibilities is a critical factor in study design.

- **Biomarkers of effect** detect functional change in the biological system under study, and allow investigators to predict the outcome of exposure. DNA damage (e.g., adducts, chromosomal aberrations, loss of heterozygosity at specific chromosome loci) is frequently used as biomarkers of effect, although there is often no clear delineation from biomarkers of exposure. For example, DNA adducts can be interpreted as biomarkers both of exposure and biological effect.

- **Biomarkers of susceptibility** indicate the interindividual variation in mechanistic processes on the continuum between exposure and effect. An individual’s susceptibility to environmentally mediated disease may arise from genetic causes or from nongenetic factors such as age, gender, disease state, or dietary intake. Genetic polymorphisms may function as biomarkers of susceptibility; but it is important to keep in mind that it is actually the phenotype that is of importance for the final response to the hazardous insult.

**Agent-Specific Problems at Hazardous Waste Sites**

New regulations for disposal of wastes on land require periodic monitoring not only of metals but also of organic pollutants (Table 49-1).
it comes from human activities including burning fossil fuels, mining, and there are many arsenic compounds. Specifically:

• Arsenic is considered a probable human lung, skin, and bladder cancer carcinogen. Arsenic is unique in that it is the only known agent that increases lung cancer following systemic (drinking water) rather than inhalation exposure.
• Arsenic exposure has been implicated in lymphoma, nasopharyngeal, stomach, colon, kidney, and prostate cancers.
• There is a strong synergistic association between arsenic exposure and cigarette smoking for the risk of lung cancer.
• One of the major concerns is that there is not an established dose-response curve for arsenic-induced cancer.
• Arsenic can contribute substantially to the development of vascular diseases.

Remediation of arsenic-contaminated sites is complicated by several factors:

• As an element, arsenic cannot be destroyed or broken down by biological or normal physical processes into simpler, less toxic substances.
• At Superfund sites, arsenic is generally present in complex mixtures, often with high levels of organic compounds.
• Some natural geologic formations contain high levels of arsenic that can leach into groundwater.

The body of knowledge built on by research and the associated base of data concerning the potential health effects of exposure to arsenic were taken into consideration by the USEPA in its review and action to reduce the Maximum Contaminant Level (MCL) of arsenic in drinking water from 50 ppb to 10 ppb.

**Lead.** Lead can be found in all parts of our environment. Much of it comes from human activities including burning fossil fuels, mining, and manufacturing. Due to past major reductions and now the elimination of lead in gasoline, there has been a significant decrease in public exposure to lead in outdoor air. Remaining air pollution sources include lead smelters, incineration of lead batteries, and burning lead-contaminated waste oil. However, the most common sources of current lead exposure come from old homes containing lead-based paints and lead-contaminated soil.

Because lead persists in the environment, it continues to be a contaminant of concern to the USEPA and ATSDR. Lead has been found in at least 70% of the National Priorities List sites identified by the USEPA. Lead is listed second on the 2001 ATSDR Priority List and is one of six “Criteria Air Pollutants” for which the USEPA has developed health-based national air-quality standards.

Lead overexposure is a leading cause of workplace illness. Exposure to high levels of lead can damage the blood, brain, nerves, kidneys, reproductive organs, and the immune system. Lead poisoning is still the leading environmentally induced illness in children. Children are particularly susceptible to the harmful effects of lead because they are undergoing rapid neurological and physical development. Even at repeated exposure to small doses, lead can be a problem because it accumulates in the body. Lower levels that are more commonly associated with current exposures can result in impaired cognitive functioning, subtle neurobehavioral effects, and developmental effects in children, and have been associated with higher blood pressure in middle-aged men.

Decades of research have been devoted to ascertaining the health effects associated with lead exposure and the underlying mechanisms for these detrimental effects. Even still, more research is needed. As the tools have become more sophisticated and sensitive, questions that could not even be considered in the past can now be studied. With this increased sensitivity, subtle health effects are now being detected. Because lead is persistent in the environment, continued research focused on low-level health effects and methods of prevention, including environmental remediation, is still necessary.

**Dioxin.** “Dioxin” is a term commonly used to refer to the chemical 2,3,7,8-tetrachlorodibenzo-p-dioxin or TCDD. In all, there are 210 isomers of polychlorinated dibenzodioxins (PCDDs) and polychlorinated dibenzofurans (PCDFs)—collectively these compounds are often referred to as dioxin-like compounds or “dioxins.” The toxicity of dioxins varies with the position and number of chlorine atoms—many dioxins are only slightly toxic and some are nontoxic. However, animal studies have shown that TCDD is very toxic—it causes cancer and is a known endocrine disruptor that can alter reproductive, developmental, and immune function. Dioxins are among the 12 man-made chemicals targeted for global phase-out by the UN Treaty on Persistent Organic Pollutants (POPs).

---

**TABLE 49-1. MAJOR GROUPS OF ORGANIC CHEMICALS**

<table>
<thead>
<tr>
<th>Pollutants by Group</th>
<th>Origins and Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>Aldrin/dieldrin, heptachlor, DDT/DDE/DDD lindane, toxaphene, malathion, hexachloro-2,4-dichlorophenoxyacetic (2,4-D) hexachlorobutadiene Benz[a]pyrene, benz[a]anthracene, phenanthrene Polychlorinated biphenyls (PCBs) Dioxins, furans Phenol Pentachlorophenol Benzene, methyl chloride, methyl ketone tetrachloroethylene, trichloroethylene, hexachlorobutadiene Vinyl chloride, bis(2-ethyhexyl)phthalate, tricresyl phosphate, dimethyltinrosamine, benzidine, 3,3'-dichlorobenzidine Pesticides and herbicides. Some are found in household chemicals. Many chlorinated pesticides have been banned from use. Motor oils and diesel fuel. These occur naturally as by-products of fuel combustion. Electrical and chemical manufacturing, PCBs are banned. By-products from the synthesis of phenol-based pesticides, such as 2,4-D. Household products and disinfectants. Wood preservative. Pentachlorophenol is very persistent in the environment. Some household products such as paints. These chlorinated solvents are very volatile. Plastics and plasticizers.</td>
<td></td>
</tr>
</tbody>
</table>

Dioxins are chemical contaminants that have no commercial use. They are formed as by-products in the burning of chlorine-based chemical compounds with hydrocarbons. Municipal waste incineration, forest fires, backyard trash burning, and manufacturing processes to produce herbicides and paper contribute to the production of dioxins. As a consequence, trace amounts of dioxins and furans are present in virtually all global ecosystems.

Because dioxins are present in low levels as environmental contaminants in food, people are constantly exposed to them through ingestion. Even though they are not found at high concentrations in food, over time, dioxins accumulate in human tissues because they are not readily excreted or metabolized.

Factors impacting the remediation of dioxin-contaminated sites include the following:

- Dioxins are stable to heat, acids, and alkali
- Dioxins bind tightly to soil and are virtually insoluble in water. This increases the difficulty of soil remediation but decreases the extent of groundwater contamination
- Dioxins can be broken down by ultraviolet light—most have a half life of 1–3 years
- Dioxin uptake by plants from soil is limited—no detectable amounts of dioxin are found in grain and soybeans.

Polychlorinated Biphenyls. PCBs are a family of 209 chemical compounds for which there are no known natural sources. Each consists of 2 benzene rings and 1–10 chlorine atoms; PCBs vary in degrees of toxicity. Importantly, PCB-contaminated sites are usually contaminated with mixtures of PCBs, and the toxicity of any mixture is dependent upon the interactions of the individual compounds.

Because of their stability, resistance to fire, and electrical insulating properties, PCBs were widely used in a variety of industrial applications. Unfortunately, the very characteristics of PCBs that made them applicable for industrial uses make them problematic in the environment. PCBs are very persistent. They are generally unalterable by microorganisms or by chemical reaction. According to the ATSDR, PCBs have been found in approximately one-third of the National Priorities List sites identified by the USEPA.

PCBs are extremely toxic—they are listed fifth on the ATSDR’s 2001 CERCLA Priority List of Hazardous Substances. PCBs have been demonstrated to cause a variety of adverse health effects in animal studies. PCBs not only cause cancer but can adversely affect the immune, reproductive, nervous, or endocrine systems. Studies in humans provide supportive evidence for potential carcinogenic and noncarcinogenic effects of PCBs as well. It has been suggested that many of the adverse health effects associated with PCB exposure are a result of its ability to mimic the body’s natural hormones (e.g., estrogen), and that this “endocrine (hormone) disruption” can lead to infertility, certain types of cancer, and other hormone-related disorders.

Volatile Organic Compounds. Organic compounds that evaporate easily are collectively referred to as volatile organic compounds (VOCs). VOCs are widely used as cleaning and liquefying agents in fuels, degreasers, solvents, polishes, cosmetics, drugs, and dry-cleaning solutions. VOCs can have direct adverse effects on human health. Many VOCs have been classified as toxic and carcinogenic. VOCs of particular significance to human and environmental health include benzene, toluene, ethylbenzene, and xylene (BTEX), methyl t-butyl ether (MTBE), ethylene chloride, chlorobenzene, trichloroethylene (TCE), and perchloroethylene.

Most VOCs found in the environment result from human activity—as the result of spills or inappropriate disposal, or as uncontrolled emissions from industrial processes. When VOCs are spilled or improperly disposed of, a portion will evaporate, but some will soak into the ground. Water can transport VOCs in soil, potentially carrying them to the groundwater table. When VOCs migrate underground to nearby wells, they can end up in drinking-water supplies.

VOC contamination is recognized as a critical issue for both air and water:

- USEPA estimates that VOCs are present in one-fifth of the nation’s water supplies.
- Because VOCs are considered a precursor for ground-level ozone (smog), they are one of the six “Criteria Air Pollutants” for which the USEPA has developed health-based national air quality standards.
- Remediation of VOC-contaminated soils and groundwater is complicated because it is common for the component organic pollutants to exist as separate liquid phases. Also, the migration of the dissolved plume is unique to each site. VOC contaminant transport is governed by the quantity of VOC in the plume; its relation to biological and chemical properties of soils and groundwater; the hydraulic properties of the geologic materials; and any structural features which can act as barriers or conduits for fluids. Therefore, it is difficult to generalize properties of VOC transport from one site to another.

Mercury. Exposure to mercury occurs from inhalation, ingestion, and absorption. Primary sources of exposure are spills, incineration, contaminated water and food, and dental or medical treatments. Mercury is listed third on the ATSDR 2001 CERCLA Priority List of Hazardous Substances. Mercury is found at approximately 50% of all Superfund sites.

Mercury enters aquatic and terrestrial systems from the atmosphere primarily in an inorganic form. However, under conditions that favor bacterial sulfate reduction, inorganic mercury is methylated to form methylmercury, a potent neurotoxin that bioaccumulates in fish, wetlands, lake sediments, and anoxic bottom waters are three locations where methylmercury is rapidly formed as an incidental by-product of bacterial sulfate-reduction. As a consequence of atmospheric deposition of inorganic mercury, its metabolized form, methylmercury, can be found in fish from lakes remote from the initial point sources of contamination.

Mercury contaminants are present in the environment in three forms—elemental mercury, inorganic mercury salts (e.g., chlorine, sulfur), and organic mercury compounds such as methylmercury. The nervous system is very sensitive to all forms of mercury. Exposure to high levels of elemental, inorganic, or organic mercury can permanently damage the brain, kidneys, and developing fetus. Methylmercury and elemental mercury vapors are more harmful than other forms, because more mercury in these forms reaches the brain. Effects on brain function may result in irritability, shyness, tremors, or changes in vision, hearing, or memory. The human cancer data available for all forms of mercury are inadequate to draw conclusions as to its carcinogenic potential.

On March 1, 2002, the Food and Drug Administration (FDA) announced that it will soon schedule a meeting of its Foods Advisory Committee to review issues surrounding methylmercury in commercial seafood. This review will include a reexamination of FDA’s most recent Consumer Advisory for pregnant women and women of child-bearing age who may become pregnant. SBRP research will play an important role in these proceedings.

Soils contaminated with mercury present unique challenges for remediation due to the variety of chemical forms in which mercury can occur and because of the challenge in meeting cleanup concentration goals set by regulation or risk assessment. Phytoremediation is not a viable option for mercury-contaminated soils. While thermal treatment (retorting) based on the unique volatility of mercury is listed by the USEPA as the Best Demonstrated Available Technology for mercury-contaminated wastes, typically high costs, limited capacity, and potential for atmospheric releases have restricted wide application of this technology.

Mixtures. Historically, toxicity and carcinogenicity testing as well as mechanistic research on environmental chemicals have focused on
single agents. Over the years, this approach on environmental chemi-
cals has been critical in providing information which has led to a bet-
ter understanding of the interactions of exposure and susceptibility in
relation to time. Indeed, the setting of standards for single substances
is seen as an important and generally accepted tool in the protection of
human health. However, it is becoming increasingly recognized that
humans are not exposed to single chemicals. Rather, humans are
exposed either concurrently or sequentially by various routes of expo-
sure, to a large number of chemicals from a wide variety of sources
over varying periods of time. Therefore, researchers, environmental
policy-makers, and public health officials are faced with the challenge
to design and implement strategies to reduce human disease and
dysfunction resulting from exposure to chemical mixtures.13 Sci-
entific approaches that have been used to assess the effects of sin-
gle chemicals on biological systems are inadequate to address the
potential health consequences that may arise from exposure to
chemical mixtures.

Several factors contribute to the uncertainty of our understanding
of the toxic effects of environmental exposure to chemical mixtures:14

- Many of the effects of exposure are subtle and difficult to
quantify.
- Many environmental contaminants are changed to metabolites
or conjugates in the body, and these new products may also
have biologic activity that may or may not be similar to the
parent compound. Thus, even a single compound may become
a functional mixture.
- A single environmental contaminant may lead to different
effects when exposure occurs at different ages. Researchers
need to design studies that will evaluate long-term, delayed,
and potential trans-generational health effects resulting from
environmental or occupational exposures.
- Humans may be exposed to a nearly infinite number of com-
binations of contaminants, and we do not know what dose
ranges or which biologic endpoints should be studied.

**RISK ASSESSMENT**

Risk assessment is a structured methodology that is used to evaluate
the possible effects of hazardous waste sites on human health and
ecosystem health. The USEPA uses this process both to view the
tent of a problem at a Superfund site and to inform decision-makers
from the preremedial through the postremedial phases of a Superfund
site cleanup. An integral component of risk assessment is exposure
assessment, which is the process of measuring or estimating expo-
sures to chemical contaminants. The general goal of risk/exposure
assessment research is to improve and validate the measurements,
modeling, and instrumentation and study designs that are used to
analyze the health risks and exposure pathways from Superfund sites.
Some key areas of research include epidemiological studies that eval-
uate the relationship between exposure and disease in a population;
the development of new risk assessment tools; use of models and
biomarkers to measure exposure and effect; and studies elucidating
the environmental pathways in which environmental contaminants
are transported from the release site to possible points of contact with
humans. The advances made in these studies can assist remedial
project managers and other decision-makers in protecting the envi-
ronment and meeting the public health needs of the communities
affected by Superfund sites.

The U.S. EPA’s Superfund statutory authority mandates that it
protect both human and ecological health at hazardous waste
sites. The protection of human health has received more attention
by the public, the USEPA, and other federal and state site man-
gers. However, recently increased emphasis has been placed on the
development of technologies and data to better assess ecological
health. Now, a risk assessment is prepared for each site that includes
separate assessments of human health and the ecological impacts of
a site.

**REMEDIA TION**

Remediation research covers the spectrum of technologies being
developed for the cleanup of groundwater, sediments, soil, and other
environmental media contaminated with hazardous substances. With
primary prevention as the goal, researchers are developing innovative
biological, chemical, and physical methods that effectively reduce the
amount and toxicity of hazardous wastes. Remediation research also
includes development of new and improved methods of hazardous
waste containment, recovery, and separation. This broad area of
research includes laboratory and bench studies, and applied field
research once a technology has reached an advanced level.

To develop novel remediation technologies, basic knowledge
regarding the physical and chemical processes involved in each strat-
egy is needed. For example, an in-depth understanding of sorption
and desorption processes is necessary for many remediation tech-
nologies. Kinetic data, such as the rates and extent of hazardous waste
conversion, are needed for thermal, chemical oxidation, and super-
critical fluid technologies. The development of efficient and eco-
nomical remediation strategies requires collaboration among a wide
spectrum of diverse fields. For example, a microbiologist alone does
not have all of the knowledge required to design and implement a
bioremediation system, but requires support from experts in fields
such as ecology, soil science, hydrogeology, geologic engineering,
geophysics, and geochemistry.

Remediation can be very practical, frequently with direct appli-
cations to Superfund sites, including field testing and patented
cleanup technologies. The knowledge gained from understanding
remediation processes not only serves as the basis for subsequent
basic or applied research in these areas, but also provides a founda-
tion for practical benefits such as lower cleanup costs on hazardous
waste sites and improvements in human and ecological health risk
assessments.

Remediation research covers the spectrum of technologies being
developed for the cleanup of groundwater, sediments, soil, and other
environmental media contaminated with hazardous substances. With
primary prevention as the goal, researchers are developing innovative
biological, chemical, and physical methods that effectively reduce the
amount and toxicity of hazardous wastes. Remediation research also
includes development of new and improved methods of hazardous
waste containment, recovery, and separation. This broad area of
research includes laboratory and bench studies, and applied field
research once a technology has reached an advanced level.

**NEED FOR MULTI-/INTERDISCIPLINARY RESEARCH**

Research focused on hazardous wastes is driven by the need to pro-
tect human health; however, a positive outcome can be attained only
if the full life cycle of the contaminant is understood.15 It is evident
that hazardous substances are capable of moving through the envi-
riment from one stratum to another, interacting with microbes,
plants, animals, and humans. Each step of the process must be eluci-
dated and related to the steps before and after. Thus many scientific
disciplines must be integrated. In doing so, the procedures of charac-
terizing and evaluating risks of hazardous wastes can be scrutinized
and revised as directed by new research findings.

From a public health perspective, disease prevention and reduction
of risk and exposure is fundamentally affected by the bioavailability and
transformation of hazardous wastes in various media. Therefore, it is
important to support the development of environmental technologies
that allow for the treatment of environmental contaminants so that
potential human health effects are ameliorated, or indeed prevented.16
Basic and applied research needs to be funded on the premise that these
research developments will one day be used to decrease or prevent the
risk to human health associated with hazardous wastes. It is important
to recognize that the cleanup of contaminated soils, sediments, and
groundwater is not only for improvement of the environment, but it is also a means by which human exposure and human health risks can be reduced. To this end, promoting and strengthening basic and applied research in environmental technologies integrated within a framework of health-related research and development is essential.

▶ RADIOACTIVE AND MIXED WASTES

Approximately 800,000 cubic feet of low-level radioactive waste was disposed in 1993, a 45% decrease from the preceding year. Industry efforts to minimize waste generation and to reduce the volume of waste by compaction and incineration have contributed to the decrease. The Nuclear Regulatory Commission (NRC) has developed a classification system for low-level waste (LLW) based on its potential hazards, and has specified disposal and waste form requirements for each of the three general classes of waste—A, B, and C. Class A waste contains lower concentrations of radioactive material than Class C waste. The volume and radioactivity of waste vary from year to year based on the types and quantities of waste shipped each year.

The disposal of high-level radioactive waste requires a determination of acceptable health and environmental impacts over thousands of years. Current plans call for the ultimate disposal of the waste in solid form in a licensed, deep, stable geologic structure. There are basically two types of by-product materials. The first type is produced by a nuclear reactor. More precisely, this is any radioactive material or material made radioactive by exposure incident to the process of producing or using special nuclear material. The second type is produced by the uranium and thorium mining process as well as the tailings or wastes produced by the extraction or concentration of uranium or thorium from ore processed primarily for its source material content, including discrete surface wastes resulting from uranium solution-extraction processes.

Radioactive waste material that results from the reprocessing of spent nuclear fuel, including liquid waste produced directly from reprocessing and any solid waste derived from the liquid that contains a combination of transuranic and fission product nuclides in quantities that require permanent isolation, is referred to as high-level waste (HLW). HLW is also a mixed waste because it has highly corrosive components or has organics or heavy metals that are regulated under RCRA. HLW may include other highly radioactive material that NRC, consistent with existing law, determines by rule requires permanent isolation.

Definitions of Radioactive Wastes

Radioactive waste is solid, liquid, or gaseous waste that contains radionuclides. The Department of Energy (DOE) manages four categories of radioactive waste: high-level waste, transuranic waste, low-level waste, and uranium mill tailings. HLW is highly radioactive material from the reprocessing of spent nuclear fuel. HLW includes spent nuclear fuel, liquid waste, and solid waste derived from the liquid. HLW contains elements that decay slowly and remain radioactive for hundreds or thousands of years. HLW must be handled by remote control from behind protective shielding to protect workers.

Transuranic (TRU) waste contains human-made elements heavier than uranium that emit α-radiation. TRU waste is produced during reactor fuel assembly, weapons fabrication, and chemical-processing operations. It decays slowly and requires long-term isolation. TRU waste can include protective clothing, equipment, and tools.

Uranium mill tailings are by-products of uranium mining and milling operations. Tailings are radioactive rock and soil containing small amounts of radium and other radioactive materials. When radium decays, it emits radon, a colorless, odorless, radioactive gas. Released into the atmosphere, radon gas disperses harmlessly, but the gas is harmful if a person is exposed to high concentrations for long periods of time under conditions of limited air circulation.

LLW is any radioactive waste not classified as high-level waste, transuranic waste, or uranium mill tailings. LLW often contains small amounts of radioactivity dispersed in large amounts of material. It is generated by uranium-enrichment processes, reactor operations, isotope production, medical procedures, and research and development activities. LLW is usually made up of rags, papers, filters, tools, equipment, discarded protective clothing, dirt, and construction rubble contaminated with radionuclides.

Mixed waste is defined as radioactive waste contaminated with hazardous waste regulated by the RCRA. A large portion of the Department of Energy’s mixed waste is mixed low-level waste found in soils. No mixed waste can be disposed of without complying with RCRA’s requirements for hazardous waste and meeting RCRA’s Land Disposal Restrictions, which require waste to be treated before disposal in appropriate landfills. Meeting regulatory requirements and resolving mixed waste questions related to different regulations is one of DOE’s most significant waste management challenges.

▶ CONCLUSION

The uncertainties and unknowns surrounding exposures present a huge challenge for decision-makers, especially for those dealing with hazardous waste sites. Accordingly, a basic, mechanistic understanding of the cellular, molecular, and biochemical processes that are affected by the exposures can enhance the scientific base used in the decision process. There are many aspects to developing a fuller understanding of the relationship between exposures and disease processes such as the identification of the causative agent(s); determination of the minimum dose where adverse health effects are manifested; and elucidation of the mechanisms by which these substances cause toxicity. The more we learn, the better understanding we will have of carcinogenesis, cardiovascular toxicity, reproductive toxicity, neurotoxicity, and other toxic effects. Clearly, these are all important public health concerns.
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Aerospace medicine is "that specialty of medical practice within preventive medicine that focuses on the health of a population group defined by the operating aircrews and passengers of air and space vehicles, together with the support personnel who are required to operate and maintain them."

The practice of aerospace medicine tends to reverse the usual order of traditional or curative medicine. Normally the physician is treating abnormal physiology (illness) in a normal (terrestrial) environment. The physician concerned with the care of the aviator or astronaut most frequently deals with a normal (perhaps supernormal) individual in an abnormal (aeronautical) environment.

Since its earliest beginnings, flight has required people to adapt to or to protect themselves from multiple environmental stressors. Progress in flight has required continuing improvement in adaptation or in the devices used for protection. Such progress has always been marked by the sacrifices made by those who push the envelope of aeronautical and astronautical activity. On December 17, 1903, on a windswept beach in Kitty Hawk, North Carolina, the Wright brothers succeeded in accomplishing sustained powered flight for 12 seconds over a distance of 40 m. In less than 15 years, thousands of these powered flying machines swarmed over the battlefields of the “Great War.” During this rapid expansion of military aviation, the seed of aviation medicine sprouted, took root, and grew. The department of space medicine was officially established at the United States Air Force School of Aerospace Medicine under the directorship of Dr. Hubertus Strughold on February 9, 1949.2

The first human-operated flight in space, circumnavigating the globe, was performed by Soviet cosmonaut Yuri Gagarin on April 12, 1961. In February 1962, American astronauts joined the Soviets with the successful orbital flight of John Glenn.

Biomedical oversight for the United States’ space program is headquartered at the National Aeronautics and Space Administration’s (NASA) facility at the Johnson Space Center, Houston, Texas. Following successful lunar flights and space laboratory missions, the United States entered into a nearly routine operation with the space transportation system or “shuttle.” The losses of Challenger in 1986 and Columbia in 2003, however, are a reminder of the operational hazards of space flight.

THE SPECIALTY OF AEROSPACE MEDICINE

Shortly after World War II, the Aero Medical Association initiated activities for the establishment of a training program for medical specialists in the field of aviation medicine. In 1953, the American Board of Preventive Medicine (ABPM) approved the decision to authorize certification in aviation medicine. The first group of physicians was certified in the specialty that same year. As of 2005, 1376 physicians have been certified in the specialty.

With the advent of space flight, both the association and the specialty changed names to appropriately reflect activities in both the aeronautical and astronautical environments. The name of the specialty was officially changed by the ABPM to Aerospace Medicine.

In 2000, the ABPM initiated the development of a Certificate of Added Competency in Undersea and Hyperbaric Medicine. This is of interest to aerospace medicine as it is related to the hyperbaric environment, an environment used to treat dysbarism or aviator’s bends.

TRAINING AND EDUCATION

Few physicians have the opportunity to gain experience in aerospace medicine until their postgraduate years. Typically, physicians are introduced to the specialty via one of two routes. Those practitioners with an interest in aviation may turn to the Federal Aviation Administration (FAA) for orientation and training as an aviation medical examiner (AME) to support general aviation. Each year the FAA conducts postgraduate educational courses for new physicians who are becoming AMEs and refresher training for established AMEs. The second route is via the military, as the three services conduct their own training programs for flight surgeons. These courses are basically introductory and focus on the clinical preventive medical aspects of evaluation and care of the aviator. Historically, most physicians who have entered the field of aerospace medicine have done so via the military route.

Residency Programs

Aerospace medicine is one of the smallest specialty training programs in the United States, both with regard to training sites and number of residents. Its program is similar in structure to other training programs in preventive medicine. Two programs are under the Department of Defense (DoD) sponsorship. The Air Force program is headquartered at the United States Air Force School of Aerospace Medicine, San Antonio, Texas, and the Navy program is managed at the Naval Operational Medical Institute, Pensacola, Florida. There are two civilian university residency programs available: Wright State University, College of Medicine, Dayton, Ohio, and the University of Texas, College of Medicine, Galveston. Both enjoy affiliation agreements with NASA. Fewer than 50 residents are in training at any one time, with 25–30 candidates sitting for the specialty board examination annually.

THE AEROSPACE ENVIRONMENT

The characteristic that distinguishes aerospace medicine from other medical fields is the complex environment in which flight takes place. Stressors that impinge on humans in this unique environment, either singularly or in combination, include hypoxia, reduced atmospheric pressure, thermal extremes, brief and sustained acceleration fields, ionizing radiation, null gravity fields, and maintenance of situational awareness. For men and women to perform successfully in this potentially...
hazardous environment, the principles of preventive medicine apply in the selection, health maintenance, and engineering protection of the aircrew.

The Biosphere
The chemical and physical properties of the atmosphere vary with the attained altitude. Although the properties are frequently described in terms of altitude, it must be appreciated that the atmosphere is dynamic in that specific characteristics are altered by season, the earth’s rotation, and latitudes. For practical purposes, the components and their relative percentage of the atmosphere remain relatively constant up to an altitude of approximately 90 km. The major constituents of the atmosphere are nitrogen (78%) and oxygen (21%). The remaining 1% of the atmosphere consists of argon, carbon dioxide, helium, krypton, xenon, hydrogen, and methane. The actual percentages of these constituents vary with the water content of the atmosphere, which is altitude-dependent. As one ascends, the air becomes dryer. Regardless of the altitude within the aeronautical frame of reference, the percentage of oxygen available to an individual at sea level is basically the same as that found at 90 km. The difference is that the partial pressure of oxygen is much reduced at altitude. Consequently the physiological availability of oxygen is likewise reduced.

One constituent of the atmosphere has received considerable attention in recent years because of concern for potential adverse health effects should it be reduced. Ozone is produced in the upper atmosphere by the photodissociation of molecular oxygen. Ozone attains maximum density at an altitude of approximately 22 km but is present in measurable concentrations from 10 to 35 km. Reduction in the ozone concentration increases the level of ultraviolet radiation reaching the earth’s surface (see Chap. 3).

At sea level, the column of air creates an atmospheric pressure of 760 mm Hg, 760 torr, or 1013.2 millibars. As one ascends in altitude, there is less of a column of air and thus less air pressure; however, this relationship is not linear: the density of the air decreases exponentially. Consequently, at a height of 5.3 km the air density is one-third that found at sea level, and at 11 km the density is one-quarter. In practice the actual heights are somewhat greater because of the effects of temperature.

Oxygen Systems
Hypoxia, which may have any one of several causes, has devastating effects on normal physiological function. In aviation, this oxygen deficiency is due to a reduction in the oxygen partial pressure in inspired air, which occurs at altitude because of reduced oxygen in the ambient air. The alveolar partial pressure of oxygen is the most critical factor in this problem. In aviation, two factors must be considered in understanding hypoxia at altitude.

Not only may the partial pressure of oxygen be low, for example, the available oxygen is reduced by half in the ambient air at 6 km, but the ambient pressure may be insufficient to permit gas exchange at the alveoli. Considering that water vapor at normal body temperature is 47 mm Hg and the residual alveolar carbon dioxide pressure is 40 mm Hg, then for any air exchange to occur in the lung, the ambient pressure must exceed 87 mm Hg. Even if the aviator is breathing 100% oxygen, if the ambient pressure of oxygen is no higher than 87 mm Hg, it would be impossible to overcome the gas pressures already present at the alveoli and thus provide oxygen.

Hypoxia is particularly dangerous because its signs and symptoms produce little discomfort and no pain. Between 2000 and 3000 m, the subtle symptoms may produce deficiencies in night vision and some drowsiness. Unfortunately, intellectual impairment can be an early manifestation of hypoxia, thus compromising the ability of an individual to behave rationally. Thinking is slow and calculations are difficult. Both memory and judgment are faulty, and reaction time is delayed. This condition can be rapidly treated by administering oxygen at altitudes between 3000 and 10,000 m and adding positive pressure oxygen up to 14,000 m or by enclosing the individual in a pressurized system with available oxygen at altitudes out to space.

To avoid discomfort and potential hazard in flying at altitude, the most logical solution is to carry your terrestrial environment with you. Although it is not the usual case, the same principle applies for many aircraft systems, particularly passenger-carrying aircraft. The body of the aircraft becomes a pressure vessel in which the air pressure and oxygen availability are similar to that at sea level. For a number of practical reasons, such as passenger comfort, avoiding clinical hypoxia for most passengers, and the additional cost of maintaining a sea level environment, the actual cabin altitude for most commercial aircraft is set at approximately 2500 m. Although passengers will note some pressure changes in the ears or sinuses, the change is gradual and rarely causes pain or discomfort. In most cases, the passenger is not even aware of these pressure changes. The altitude is set so that most passengers are able to fly without experiencing any hypoxic symptoms. Occasionally, passengers with a compromised pulmonary or cardiovascular system may require supplemental oxygen, since their reserve is inadequate to compensate for these relatively small changes in oxygen partial pressure.

In the absence of a pressurized cabin, the aviator may be forced to adapt by wearing a self-contained pressure system. Although the public is most familiar with “space suits” from television reporting, similar suits have been used for over a half century by military aviators flying high-altitude missions.

Provided the ambient pressure is adequate, supplemental oxygen systems permit high-altitude flying and provide a safety factor for passengers on commercial airliners. Most systems employ an oxygen storage system of either pressurized gas or liquid oxygen. The source of oxygen is then connected through a regulator or metering device to an oxygen mask worn by the user. Another less commonly used oxygen storage system uses solid chemicals that, when activated, release oxygen. Two devices have been developed to provide onboard oxygen generation systems. The fuel-cell concept has been developed for space flight and is basically an electrolysis system freeing oxygen from water. A second system uses the reversible absorption properties of fluornine for oxygen. In this technology, pressurized air is forced over a fluornine bed, and the pressure is then reduced, allowing the absorbed oxygen to be released. Other techniques have included the molecular sieve device, which is used to filter oxygen from air; a similar technology employs a permeable membrane that passes oxygen preferentially to other constituents of the atmosphere.

Biodynamics
The first powered-flight aviation death occurred in the United States when an army lieutenant sustained fatal injuries while flying with Orville Wright. Since that initial accident, there has been an ever-increasing sophistication in the science of aircraft accident prevention and aircrew and passenger protection.

Acceleration occurs whenever the velocity of an object changes. This change may occur either in direction or in magnitude. For convenience, transitory acceleration in aerospace applications is expressed in terms of “g” and is defined as the magnitude of acceleration when the velocity change approximates 9.8 m/s². Transitory acceleration is of such a short duration that the body does not reach a steady-state status. Protection from transitory acceleration has generally centered around two technologies: the development of restraint devices, such as lap belts and shoulder harnesses, and the design of crew space to reduce the possibility of contact.

Accident protection technology has been employed in the design of the airframe to absorb energy and improve the seat structure to reduce mechanical failure.

Primarily in military aviation, escape systems have been designed that often impart a new acceleration field. Ejection seats and capsules are designed to carry the occupant free of the aircraft envelope even on the ground at zero speed or in adverse conditions during uncontrolled descent. These new components of acceleration are specifically designed to remain within human tolerance.

During World War I, fighter pilots began reporting visual changes when they engaged in a pull-out or during aerial combat.
Research work using a human centrifuge demonstrated, in 1935, the effects of blackout during sustained acceleration. Sustained acceleration is achieved when the body has sufficient time to reach equilibrium with the effects of the acceleration. In this context, g has been used to reflect a ratio of weight. Consequently, a pilot flying a maneuver in an aircraft in which he or she sustains 4 g would likewise experience an increase in body weight from 175 to 700 pounds. In such an acceleration, a flight helmet with equipment weighing 10 pounds becomes a mass of 40 pounds. As any mass exposed to such a field will experience an appropriate increase in weight, this has dynamic effects on the body’s hydrostatic blood column and thus on cardiovascular function. For example, the hydrostatic column from the heart to the eye in a normal terrestrial environment is 30 cm; when exposed to a plus 6 g acceleration environment, it becomes equivalent to 180 cm. In this example, the body’s blood pressure would be unable to overcome the hydrostatic pressure, and blood flow to the level of the eyes would cease.

Because of the normal hydrostatic pressure of the eyeball, a pilot will experience blackout wherein vision is lost but consciousness is maintained. When tested on a centrifuge using a standard protocol, the typical aviator, relaxed and without any protective devices, experienced blackout between 4 and 5.5 g. The same aviator, when allowed to strain in order to increase blood pressure, is able to increase tolerance of 0.5 g to 1.5 additional g. Two critical factors impact the degree of tolerance: the rate of onset of the acceleration, and its duration.

Further protection is available using mechanical devices such as an anti-g suit. The suit is basically a lower torso device with bladders to press on the abdomen, thighs, and calves. These bladders inflate when a sensor is stimulated by acceleration. Such devices increase the g tolerance by 2 g. Research performed over half a century ago demonstrated that an anti-g suit properly worn during performance of a straining maneuver can increase g tolerance from approximately 4 g to approximately 6 g. Another mechanism used to enhance acceleration tolerance for pilots has included body positioning to orient the long axis of the body more perpendicular to the acceleration vector. Positive pressure breathing is also shown to be helpful in increasing tolerance, as it increases intrathoracic pressure.

The biomechanical force environments in aerospace systems can be enormous, with generation of severe noise and vibration. Human exposure to these forces may affect performance and contribute to adverse health outcomes. Prevention is the key to proper management of these stressors.

**Spatial Disorientation**

The complex neurosensory system that we terrestrials use to maintain our orientation in the three-dimensional plane of our normal existence is inadequate for the three-dimensional dynamic environment of aerospace.

The vision sensory system is by far the most important modality for providing us input to maintain spatial orientation. Visual information processing, however, is acted on by the vestibular system and, to some degree, by proprioception and motion.

Vestibular function in maintaining spatial orientation is not as clearly defined or evident as vision. Once we are deprived of visual cues, the vestibular system becomes a major source of orientation cues in our normal environment. The visual-vestibular interface is important in fine-tuning our spatial orientation activities. However, an individual with a nonfunctional vestibular system is able to perform well as long as visual cues are adequate.

In the environment of flight, the aviator is exposed to far more complex motion inputs than the physiological system is designed to process. Not infrequently, visual cues may be in conflict with apparent motion and velocity cues processed by the vestibular system. These conflicting cues may lead to severe spatial disorientation or induce episodes of motion sickness. In flight, the visual system may be subjected to various illusions, which may cause the pilot to assume a position in free space that is inaccurate. At night or in inclement weather, the pilot may not have any external visual cues.

Vestibular illusions are often severe and may produce a fatal outcome. These illusions are generally produced by velocity changes that generate input from the semicircular canals and otolith organs.

Disorientation accidents in military aircraft account for approximately 15% of fatal mishaps. Measures that may be employed to prevent these accidents include modifying flight procedures to reduce the opportunity for disorientation; improving the ease of interpretation of information presented by flight instruments; increasing proficiency in instrument flying, which will permit the pilot to overcome false sensory input; and educating the pilot regarding physiological frailty and the need for dependence on and acceptance of flight instrument information.

**Space**

The transition from the terrestrial to the space environment is not a well-demarcated line but rather a continuum that varies with altitude depending upon the parameter discussed. Human operated flight and near-earth orbit at altitudes in excess of 240 km require a self-contained vehicle sealed from the near vacuum of space. At this altitude, the air density is so low that there is no practical method for compressing the gases to supply both pressure and oxygen to the craft’s inhabitants. Although the sun’s radiation may heat the vehicle, occupants must be protected from the extreme cold of the ambient environment. While in orbit flight, the astronaut experiences a nearly gravity-free, or weightless, environment. This occurs when the gravitational force vector is counterbalanced by the centrifugal force imparted to the vehicle as it travels tangential to the earth’s surface.

Long-term exposure to this near-null gravity environment has important biomedical ramifications that as yet are not fully defined.

The earth’s atmosphere serves as an insulator to shield us from many of the potential dangers of space radiation. Once a person is in space, this protection is no longer available, and ionizing radiation must be a concern. Three types of radiation present hazards: primary cosmic radiation, geomagnetically trapped radiation (also known as the Van Allen belts), and radiation produced by solar flares. The environment of space is similar in many ways to the aeronautical environment; however, the duration of exposure is much more prolonged in space, and null-gravity is unique.

> **OPERATIONAL AEROSPACE MEDICINE**

The physician practicing aerospace medicine as a clinical specialty must be an astute clinician in the office setting and also a practitioner able to grasp the nuanced environment of flight.

The stressors impinging on aircrew vary with the type of flight vehicle, whether a single-seat private plane or a multirung space habitat. Consequently, the physician serving as an AME or flight surgeon (FS) must be cognizant of the aircrew’s flight environment. For ease of discussion, these operational flight environments are defined as civil aviation, military aviation, and space operations.

**Civil Aviation**

This category of flight operations includes commercial aviation and private or recreational flying. Airlines represent an international industry with aircraft worldwide transporting nearly 1.6 billion passengers over 1300 billion air miles per year compared to 650 million passengers emplaned in the United States. With the deregulation of the airline industry in the United States, air commuter and air taxi operations have grown to fill the vacuum left when airlines pulled out of small airport terminals. Most large corporations in the United States either own or lease aircraft for business purposes. Other commercial activities include air ambulance service, flight training, aerial application, air cargo, and the new growth industry of commercial parcel delivery.

In the United States there are approximately 460,000 active pilots, 167,000 general aviation aircraft, 10,000 air carrier aircraft, and 18,000 airports.
The magnitude of preventive medicine intervention by the aerospace physician takes on added meaning when one realizes that all U.S. licensed aviators are required to have an initial medical examination prior to issuance of their license and periodic assessments as long as they continue to fly. To examine these aviators, the FAA has designated 4800 physicians as AMEs. These physicians have undergone special training conducted under the auspices of the FAA; they may have had experience as military flight surgeons and frequently are private pilots themselves. The examination is performed to a rigorous protocol, and detailed physical standards have been promulgated.

The periodicity and sophistication of the examination is dictated in part by the class of the license exercised by the aviator. The airline captain must meet a more stringent standard, more frequently, than is required of the private pilot. In all cases, the medical examination is reviewed by medical personnel at the FAA’s Civil Aeromedical Institute (CAMI). Approximately 1800 medical examinations are received each business day by the office. This represents one of the largest longitudinal medical databases in the country; unfortunately, resources to use the tools of epidemiology for fully studying this wealth of data have not been available.

Another employment category required to meet flight medical standards is air traffic controller. These 15,000 federal employees stationed throughout the United States must meet, as a minimum, the physical standards required of pilots, and just as with pilots, these examinations are repeated periodically.

CAMI also has responsibility for conducting research to address issues of health and safety for flight deck and cabin crew as well as for the private aviator and passengers. Toward this goal, the institute has conducted research and recommended standards on emergency aircraft lighting, egress systems, restraint systems, breathing equipment, emergency breathing devices, and flotation systems.

**Military Aviation**

The Air Force has by far the widest range of aeronautical activities. Low and slow describes some Air Force missions, while others are truly into the fringes of space. Current fighter aircraft are capable of readily exceeding the physiological tolerance of the pilot with rapid onset, high g. The response of fighter aircraft is so fast that controls are now electronic rather than hydraulic or mechanical. Large transport aircraft are capable of nearly endless flight with air-to-air refueling. With rest facilities and multiple crew, the aircraft can simply keep on flying; the only restriction is the crew rest requirements of its human operators. Since the 1950s, it has been predicted that aeronautical design would take aircraft performance beyond the performance of the pilot. That time has arrived, as aeronautical engineers are now forced to curtail performance characteristics of the aircraft because the human operator can fail.

Army aviation medicine has for some years concentrated on unique facets of rotary wing operations and pilot adaptability. In past years, helicopter crashes that were survivable in terms of impact force frequently ended in fire and death of the occupants. With intense research and redesign, this hazard has been significantly reduced. The military necessity of helicopter operations in adverse weather conditions and at night has created human factor challenges that have only in part been successfully addressed by technology.

The unique challenge for naval aviation medicine is related to aircraft carrier operations. The flight surgeon is responsible not only for health maintenance of the flight crews but also for maintaining health surveillance for the 5000 people on board the carrier. The word “independent” has been used to describe a prominent characteristic of this medical service. The flight surgeon is the public health officer for this isolated community and oversees all aspects of hygiene, epidemiological surveillance, health maintenance, and medical disaster preparedness aboard ship.

The Navy has celebrated the sixtieth anniversary of the Thousand Aviator Program, one of the first large cohort, longitudinal health surveillance programs undertaken in the United States. More than 1000 aviators and aviation cadets were examined using psychological and physiological assessment procedures. This ongoing study has reviewed cardiovascular status, overall morbidity and mortality rates, and the effects of the aviation experience on the overall health of the individual.

**Space Operations**

The United States piloted space program has enjoyed successes; unfortunately, it has also experienced disasters that continue to remind one that space operations are neither routine nor free from potential catastrophic failures. On February 1, 2003, the Columbia Space Shuttle broke up on reentering Earth’s atmosphere. All seven crew members were lost. Foam insulation fell from the fuel tank during launch damaging the left wing. On reentry, hot gases entered the wing, resulting in the craft’s destruction. The Soviet Union likewise has experienced success and disaster in space.

As experience has accumulated with human-days in space and monitoring of increasing numbers of astronauts in the space environment, medical concerns have focused on the physiological effects of null gravity. Based on our current experience for short duration flights, the biomedical challenges include space adaptation syndrome (space motion sickness), cardiovascular deconditioning, loss of red cell mass, and bone mineral loss. For the Space Transportation System (shuttle) operations, the first two concerns are primary. Space adaptation syndrome has been experienced by up to one-third of the shuttle crew. This syndrome occurs in the early segments of orbital flight and may adversely affect early mission performance.

Fluid shift and deconditioning effects occur even during the relatively short duration of the shuttle orbital missions. Performance during orbit does not appear to be compromised, but with the increasing g upon reentry, performance decrements are possible.

As preparations proceed for a continuous habitat in space, the remaining biomedical challenges will become important. Russia has successfully maintained cosmonauts in orbit for over a year.

The International Space Station operation introduces additional challenges for maintaining astronauts on long duration missions. The environmental control systems must be able to maintain potable water and uncontaminated air reliably for long periods. Microbe overgrowth must be prevented. Food and sanitation issues need to be addressed with resupply providing only one solution. Health maintenance surveillance and emergency medical treatment will require attention. Crew work-rest cycles and psychological considerations remain challenges, as do biologically efficient extravehicular activities.

On January 14, 2004, President Bush announced a new vision for further space exploration. First, the United States will complete work on the International Space Station by 2010, meeting our commitment to over 15 international partners. Second, the nation will begin development of a new manned exploration enterprise to explore worlds beyond our orbit—the Crew Exploration vehicle with its first mission by 2014 with a one-month stay on the lunar surface. Third, the launch of a 30-month round-trip flight to Mars will follow the lunar habitat success.3 With current propulsion systems, the Mars mission will require optimal employment of orbital mechanics. Approximately half of the mission will be in transit from Earth to Mars and return. The other half will be in residence on the Martian surface waiting the time window for initiating the return launch. There is an enormous gap between the nation’s current knowledge and available technology and what will be required for a successful Mars trip. NASA has begun to develop the Bioastronautics Roadmap to assist in defining the problems and developing the solutions that must precede any such long-duration space flight and human habitation on a planet.5

In the fall of 2004, SpaceShipOne became the first civilian venture to enter suborbital space flight. A space tourism industry developed by the private sector could be in business by 2008 with up to 100,000 paying passengers a year taking suborbital flights by 2020. Anticipating this possibility, the FAA has begun the development of general medical guidance for operators of manned suborbital commercial space flights. This guidance will identify and prioritize the minimum medical requirements necessary to promote the safety of paying passengers.
intend to participate in these flights. Suborbital space flight may expose passengers to a far more hazardous environment than that experienced on traditional flights.

**PERSONNEL, PASSENGERS, AND PATIENTS**

In general, the people most involved in the aerospace industry are flight crews, cabin personnel, ground staff, passengers, who represent the chief revenue source for commercial aviation, and patients, who may be transported either by an airline or air ambulance service.

*Personnel*

American flag carrier airlines are responsible for the direct employment of approximately 650,000 workers, including 75,000 flight deck and 90,000 cabin crew members. The remaining employees make up the maintenance teams, counter servicing and baggage personnel, and those engaged in administration and management. The preventive health surveillance and medical monitoring of these individuals are provided via a variety of health service mechanisms. A number of the larger airlines maintain modern, sophisticated medical departments providing both occupational and aviation medicine services to the workforce. Other airlines have elected to keep only a minimal medical presence in-house and to contract for or otherwise provide services to employees. Smaller airlines have found it successful to hire the periodic services of an aeromedical consultant and to contract out health services. Less common is contracting all health services without the benefit of corporate medical oversight.

Airlines providing comprehensive aviation medical services will provide many, if not all, of the services detailed in Table 50-1.

<table>
<thead>
<tr>
<th>Preemployment Medical Examination</th>
<th>Employee Assistance Program</th>
</tr>
</thead>
<tbody>
<tr>
<td>Drug abuse testing</td>
<td>Acute care</td>
</tr>
<tr>
<td>Psychological profile or personality inventory</td>
<td>Emergency response service</td>
</tr>
<tr>
<td>Physiological training</td>
<td>Periodic medical assessment</td>
</tr>
<tr>
<td>Wellness or health maintenance program</td>
<td>Job-related illness or injury monitoring</td>
</tr>
<tr>
<td></td>
<td>Return to work assessment</td>
</tr>
<tr>
<td></td>
<td>Aircraft accident team</td>
</tr>
</tbody>
</table>

Many of the activities for either flight crew or ground personnel are clinical preventive medicine services. The sophistication of the preemployment examination depends on the job description of the future employee. In part, because of the enormous training investment in pilots, airlines try to select pilots who are free of active disease, who have few precursors to chronic illness, and who do not exhibit high-risk lifestyle behavior.

Although many pilots earn their livelihood in commercial aviation, most aviators in the United States are private pilots who fly for recreation or business. Whether the aircraft is a wide-bodied, multi-engine, commercial passenger airliner, a high-performance jet fighter, or a single-engine private aircraft, the aviation environment and its potential adverse effects on human physiology remain. Although the level to which stress is imposed on the aviator is determined in large measure by the flight profile of the aircraft, all aviators are exposed to some adverse environmental factors associated with flight. Prevention or amelioration of adverse effects resulting from the flight environment continues to be a key component of the practice of aerospace medicine. Flight personnel whose health and well-being may be compromised by illness or by self-imposed stress compromise their performance as aviators and thus have a potential adverse effect on flight safety.

*Illness and Disease.* Aviation is among those few vocations where the incapacitation of the operator could have dire effects. Once airborne, the aircraft is dependent on the pilot to safely complete the flight. Although there are many assists to the aviator both in the aircraft and on the ground, the number of aircraft capable of fully automated flight is small. Consequently, public safety dictates that the potential for pilot incapacitation be minimized.

There are many physical afflictions an aviator may have without undue risk to flight safety. However, certain medical conditions are currently considered incompatible with safe flight. The clinical skills of the aerospace medicine specialist are most tested in diagnosing occult disease and determining the risk such a condition may impose on flight safety and the aviation activities of the aviator.

Unexplained loss of consciousness or epilepsy are examples of conditions that may create an unacceptable risk to the pilot and to the public. Diabetes mellitus, requiring medication, and exertional angina are other examples where the risk to public safety may take precedence over the individual pilot’s desire to continue flying.

*Therapeutic Medications.* Physicians write over 2 billion prescriptions for therapeutic medications each year in the United States. An even greater number of over-the-counter medications are purchased annually. With this degree of drug ingestion among the U.S. population, it is most probable that medication is being taken by a substantial percentage of aviators. Both therapeutic effects and adverse side effects may create situations that adversely affect flight performance. Common side effects of medications include drowsiness and loss of concentration. A pilot on a long, uneventful flight must be vigilant to fight boredom and inattention. He or she may also be experiencing mild hypoxia. If one adds to this scenario the side effects of medication, the results could be tragic. Most studies have shown that adverse effects of medications are enhanced by the flight environment.

The Department of Defense, because it supervises the health care of its pilots, simply removes the aviator from flight duty until completion of the therapeutic regimen. For long-term or chronic disease requiring therapy, such as mild hypertension, limited prescription medications are available, provided a prior trial has demonstrated that the pilot experiences no adverse side effects. In the civilian sector, such control of health care is essentially nonexistent. This is true even for commercial airlines that may attempt to monitor the health status of their pilots. Consequently both the physician providing treatment and the pilot taking medication must be educated to the potential dangers of adverse side effects in flight.

*Nontherapeutic Drugs.* Two commonly used nontherapeutic drugs are cigarettes and alcohol. Although the incidence of alcohol-related aircraft accidents has fallen in response to an extensive educational effort on the part of the FAA, alcohol continues to be associated with approximately 11% of general aviation accidents. Alcohol and altitude are synergistic, both in the effects upon the central nervous system and with respect to slowing metabolic clearance rates. Ground-based simulation and actual in-flight performance have demonstrated that blood alcohol levels as low as 0.04% (40 mg/dL) adversely compromise flight performance.

Habitual cigarette smokers commonly have blood carbon monoxide levels in excess of 5%. This represents a reduction in the blood oxygen level equal to that of a nonsmoker at an altitude of 2200 m. Consequently, aviators who smoke are placing their bodies physiologically at a higher altitude than indicated and this compromises altitude tolerance.

*Work-Rest Cycles.* Numerous factors in the aerospace environment enhance the onset of fatigue. One of the more significant of these factors is the erratic schedule many aviators maintain while flying. Weather remains the greatest cause for flight schedule disruption in private, business, or commercial aviation. Although larger, more expensive aircraft are now equipped with electronic measures to reduce the impact of weather on flight schedules, problems remain. There are regulatory controls, work rules, and common sense methods in place to reduce inadvertent or intentional fatigue factors.
TABLE 50-2. COMPARATIVE ACCIDENT DATA FOR AIR, ROAD, AND RAIL TRAVEL

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Air carrier</td>
<td>0.03</td>
<td>14.49</td>
<td>0.79</td>
<td>2.97</td>
<td>1.22</td>
<td>0.31</td>
</tr>
<tr>
<td>Motor vehicle</td>
<td>3.3</td>
<td>2.5</td>
<td>2.1</td>
<td>1.7</td>
<td>1.6</td>
<td>1.5</td>
</tr>
<tr>
<td>Bus</td>
<td>0.8</td>
<td>1.3</td>
<td>0.6</td>
<td>0.5</td>
<td>0.3</td>
<td>0.6</td>
</tr>
<tr>
<td>Railroad</td>
<td>0.04</td>
<td>0.03</td>
<td>4.0</td>
<td>0.0</td>
<td>5.0</td>
<td>2.0</td>
</tr>
</tbody>
</table>

Although a pilot may fly only the prescribed number of hours over a particular time period, there is no assurance that there will be either the opportunity or ability to obtain adequate rest in the interval.

The excitement of a new place, insomnia in a strange bed, circadian rhythm asynchrony, and work-related anxiety may contribute to restless sleep and inadequate rest. Then a new workday begins, which may, in fact, be in the middle of the pilot’s biological night. Such circumstances are not infrequent and do lead to both acute and chronic fatigue for aircrew members.

For the private pilot, time schedules are frequently self-imposed, which initially may have been realistic but become severely disrupted with the passage of a storm front. Frequently, the individual attempts to reach the next destination, ignoring the length of time without rest and the manifestations of fatigue. Fatigue is rarely cited as the primary cause of an aircraft accident; however, it often appears as a contributing factor.

Aging. For a number of years, the FAA has had in place the Age 60 Rule. This rule directs that air transport pilots flying for commercial airlines may not serve as pilots beyond age 60 years. This is not a medical regulation but one promulgated through operations. There is no such age limitation for other categories of flying. All others, regardless of age, may continue aviation activities as pilots as long as a current medical certificate is maintained and other evaluation requirements of the license are met.

The Age 60 Rule had its origin in 1959 before sophisticated medical diagnostic techniques were available, and it predated the advanced simulators, which are now able to measure subtle performance decrements. It was recognized that the risk for sudden incapacitation in flight increased with age, particularly central vascular accidents and heart attacks. The wisdom at the time said such a rule was necessary to reduce the potential for such events by controlling the population at risk. Although the rule is currently being sustained in the courts, considerable epidemiological evidence is being put forward in an attempt to overturn what some have described as age discrimination. Southwest Airline, Jet-Blue Airways, and the Professional Pilots Federation all pointed out to the court in 2005 that older pilots are still capable and the major overseas carriers allow pilots to fly commercial aircraft beyond age 60.

Passengers
Commercial airlines have both an obligation and a commitment to provide safe, reliable, and comfortable service to their passengers. In general this is the experience of millions of passengers flying each year. Table 50-2 provides comparative accident data for air, road, and rail travel. Terrorists took control of four large commercial passenger planes in a coordinated attack on September 11, 2001. Two aircraft were deliberately crashed into the two towers of the World Trade Center in New York City; one aircraft was crashed into the Pentagon in Washington, D.C.; and the final aircraft was crashed in a field in rural Pennsylvania. Nevertheless, travel by domestic airlines remains one of the safest forms of transportation.

Safety. Many of the safety features in modern commercial aircraft go unrecognized by the passengers. The number of emergency exits are specified to ensure rapid evacuation in case of an emergency. Both airline seats and seat belts are designed to sustain considerable impact force in order to protect and restrain the passenger. Other than the pre-flight demonstration, few passengers have seen the emergency oxygen masks, which are available at every seat location in aircraft flying at substantial altitudes. Emergency lighting has been designed to provide illumination in case of power failure, and floor level track lighting leads to the emergency evacuation routes. The most important safety feature is not equipment but the cabin attendant. Although most passengers look to these individuals to make the flight more comfortable by providing service and assistance, the cabin attendant’s primary purpose is to provide safety instructions and to help passengers in case of emergencies.

Since the events of September 11, 2001, passengers have not only been exposed to the physical stressors of flight, but to social and emotional predeparture stress as well. The “hassle factor” of flying has become everybody’s burden to bear—even those in first class. The cabin crew has witnessed a significant increase in the tension, anger, and acting-out of frustrated passengers and has given the name “air rage” to this behavior. According to the largest U.S. flight attendants’ union, there are 4000 reports of air rage each year. In part due to the stress related to commercial flight, it may not be the best mode of transportation for everyone, although it is recognized as the safest mode of travel. Certain pulmonary, cardiovascular, and neuropsychiatric conditions may best be left to surface travel. Medical problems are rare and in-flight deaths rarer, but untoward events do occur. A major airline reported that 1.5 medical diversions are expected for each one billion passengers flown.

In the larger commercial airliners there is a requirement that the aircraft have both a major medical kit and an automatic defibrillator on board (Table 50-3). In surveying its passengers, an airline was able to identify a physician among passengers on larger aircraft 85% of the time. In recent years a condition known as “economy

<table>
<thead>
<tr>
<th>Medication</th>
<th>Equipment</th>
</tr>
</thead>
<tbody>
<tr>
<td>Epinephrine 1:1000</td>
<td>Stethoscope</td>
</tr>
<tr>
<td>Antihistamine</td>
<td>Sphygmomanometer (electronic preferred)</td>
</tr>
<tr>
<td>Dextrose 50% injection, 50 ml</td>
<td>Airways, oropharyngeal (3 sizes)</td>
</tr>
<tr>
<td>Nitroglycerin tablet or spray</td>
<td>Syringes (appropriate range of sizes)</td>
</tr>
<tr>
<td>Major analgesic injection</td>
<td>Needles (appropriate range of sizes)</td>
</tr>
<tr>
<td>Moderate analgesic p.o.</td>
<td>IV catheters (appropriate range of sizes)</td>
</tr>
<tr>
<td>Sedative anticonvulsant</td>
<td>Antiseptic wipes</td>
</tr>
<tr>
<td>(injection)</td>
<td></td>
</tr>
<tr>
<td>Anti-emetic injection</td>
<td>Gloves (disposable)</td>
</tr>
<tr>
<td>Bronchial dilator inhaler</td>
<td>Needle disposal box</td>
</tr>
<tr>
<td>Atropine injection</td>
<td>Urinary catheter</td>
</tr>
<tr>
<td>Adrenocortical steroid injection</td>
<td>IV admin. set</td>
</tr>
<tr>
<td>Diuretic injection</td>
<td>Venous tourniquet</td>
</tr>
<tr>
<td>Oxytocin injection</td>
<td>Sponge gauze (4 x 4)</td>
</tr>
<tr>
<td>Sodium chloride 0.9% ASA p.o.</td>
<td>Tape adhesive</td>
</tr>
<tr>
<td>Lidocaine</td>
<td>Surgical mask</td>
</tr>
<tr>
<td>EpiPen (injection)</td>
<td>Flashlight and batteries</td>
</tr>
<tr>
<td>Emergency tracheal catheter (or large gauge IV cannula)</td>
<td>Blood glucose strips</td>
</tr>
<tr>
<td>Cord clamp</td>
<td></td>
</tr>
<tr>
<td>BLS cards</td>
<td></td>
</tr>
<tr>
<td>Bag-valve mask</td>
<td></td>
</tr>
<tr>
<td>A list of contents</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Medication</th>
<th>Equipment</th>
</tr>
</thead>
<tbody>
<tr>
<td>Same as list 1, adding</td>
<td></td>
</tr>
<tr>
<td>Lidocaine</td>
<td>ALCS cards</td>
</tr>
<tr>
<td>Epinephrine 1:10</td>
<td></td>
</tr>
</tbody>
</table>
class syndrome” has entered the aviation lexicon. This refers to the development of deep vein thrombosis in passengers who remain seated in the tight confines of the cabin for long periods of time. As a preventive measure, the airlines are providing information about the syndrome and recommending that passengers take several preventive steps to reduce the risk. Passengers are encouraged to remove constrictive stockings, exercise the feet and legs while seated, move about the cabin as conditions permit, and maintain hydration.

Circadian Asynchronization (“Jet Lag”). Transmeridian flights commonly are disruptive to the passenger’s awake-sleep cycle. There is considerable individual variability to disruption of the normal body rhythm. Time shifts of 3–4 hours often will alter the body’s homeostasis. The recovery time is dependent not only on the number of time zones crossed but also on the direction of flight. Body cycle disruptions occurring after flying six or more time zones appear to be relatively persistent when one is flying east, lasting upward of 11 days; symptoms from flying west persist for no more than 1 or 2 days. Measures recommended to reduce the impact of this circadian asynchronization include adjusting daily activities several days before the flight, changing meals to the new time, eating light meals, avoiding alcohol, and using hypnotics during and following the flight, as well as allowing specific rest periods on arrival at the destination. More recent work suggests bright light and melatonin may help in resetting the “body clock.”

Patients
There are few absolute contraindications to transporting patients by air. Patients who suffer from dysbarism, acute myocardial infarction, pneumothorax, or air embolism can be moved with relative safety, provided appropriate precautions are taken and preparations made. Assuming that maximum effort has been made to stabilize the patient, the question should be asked, “Are the benefits of air transportation real, and do they justify the clinical risks and financial costs?” The DoD has the greatest experience with transporting seriously ill and injured patients. The military aeromedical evacuation system employing large transport aircraft represents the nation’s main resource for fixed-wing medical transport. Commercial air ambulance services are available in all large communities in the United States. Most visible is the medical center helicopter used to transfer critically ill and injured patients and neonates to tertiary medical facilities.

Medical conditions requiring particular insight into the physiology and environment of flight are air embolism and pressure change–induced decompression sickness, or dysbarism. In the transfer of such patients, it is imperative that pressure changes be avoided. Some aircraft, such as the Hercules C-130, can be overpressurized to maintain the cabin below sea level pressure provided flight is at a relatively low altitude.

Airline companies are frequently called upon to make special provisions for the transfer of ill or injured patients in the normal cabin environment of an airliner. Provided such a transfer does not represent a hazard to other passengers, stretchers are available that extend over three airline seats. The patient must be accompanied by at least one attendant. The expense is significant because of the block of seats required by the stretcher apparatus.

Prevention is the hallmark of aeromedical support to personnel, passengers, and patients: prevention of disease and risk behaviors that might compromise the longitudinal health of aircrew personnel; prevention of injury or death to passengers through safety design of aircraft and safe airline operations; and prevention of further complications to the air-transported patient through planning, training, and equipping aeromedical transportation systems.

COMMUNITY AND INTERNATIONAL HEALTH

Aerospace flight operations have the potential for disrupting the environment and serving as a mechanism for the introduction of disease. Within the United States, regulations have helped reduce the impact of flight operations on the environment. The potential for disease transmission has been reduced with the implementation of international sanitary regulations and other control mechanisms.

Disease Transmission

The spread of epidemics by movement of populations has been well-documented throughout history. In days past, an infected individual traveling by land or sea usually became symptomatic, and thus the disease was apparent before the person reached his or her destination. With today’s high-speed jet traffic, it is not only possible but likely that an individual infected with a communicable disease could be asymptomatic yet incubating the disease at the time of arrival at the destination. Today it is possible to fly to nearly any destination on the globe within 24 hours. Thibeault implicates the aircraft in the spread of cholera, penicillin-resistant gonorrhea, influenza, rubella, and Lassa fever. Shilts, in And The Band Played On, describes how a flight attendant, with his ability to move rapidly from city to city, may have served as a vector of the human immunodeficiency virus.

While passengers are crowded into a small cubic air volume, the aircraft is designed with an air-conditioning and ventilation system that maintains a low bacteria count. Even with the use of maximum efficiency HEPA filters, infections have occurred among both crewmembers and passengers. Such infections have been documented for tuberculosis, influenza, and most recently severe acute respiratory syndrome (SARS). As the SARS epidemic spread and became global in the spring of 2003, commercial aircraft became identified as a major source of cross-border spread. Five commercial international flights were associated with transmission of SARS from patients with symptoms to passengers and crew. The notification of potentially exposed passengers and studies of the risk of transmission were complicated by difficulties in tracing contacts. A highly effective spread of SARS occurred onboard China Air flight 112 from Hong Kong to Beijing on March 15, 2003.

Recognizing the potential importance of the aircraft as a mechanism to spread disease and vectors, the first sanitary convention for aerial navigation convened in 1933. The convention’s focus was curtailment of the spread of yellow fever, including limiting the distribution of the mosquito vector Aedes aegypti. This convention eventually became the World Health Organization (WHO) Committee on Hygiene and Sanitation in Aviation. International airlines are required to comply with the International Health Regulations published by WHO, which primarily address the following:

1. Promulgation of the application of epidemiological principles
2. Enhancement of sanitation at international airports
3. Reduction or elimination of factors contributing to the spread of disease
4. Elimination of disease vector transportation
5. Enhancement of epidemiological techniques to halt the introduction or establishment of a foreign disease

Vector Control

Disinfection procedures vary from airline to airline. The principal objective of these procedures is to kill mosquitoes and other insect vectors of disease. At one time, it was common when one was flying to or from tropical areas to have cabin attendants pass through the aircraft with activated aerosol cans spraying insecticide. Another procedure, which was less obvious, was to disseminate an insecticide vapor from several fixed stations in the aircraft. Current regulations permit residual treatment of the aircraft with permethrin. A common practice was the “blocks-away” disinfection technique, in which insecticide would be introduced into the passenger cabin immediately after the aircraft was closed and was taxing to take off. An alternative method was to use aerosol insecticide prior to arrival at the destination airport. In any case, to be effective, it is necessary that insecticides be used before unloading passengers, cargo, and luggage. It is becoming more common for live animal cargo to be transported by air. The issues of disease and vectors must be addressed with such cargo.
Large pieces of expensive equipment are also being transported by air. When the equipment has been used in the field, it is extremely difficult to ensure that all fomite contamination has been removed prior to air transportation to another country. Washing and steam cleaning of the exterior of such equipment has become regular practice. The use of some form of pesticide is commonly required before the equipment is allowed to be unloaded after it has crossed international borders.

**Airline Community Health**

A commercial airliner, whether traveling domestic or international routes, provides a partially closed, self-contained environment. Air is brought on board, filtered, condensed, warmed, and, if necessary, neutralized for irritants such as ozone and oxides of nitrogen. Potable water must be available as well as beverages safe for human consumption. The catering service must provide food items, which frequently include both prepared meals and other items requiring some degree of preparation. Provisions must be made for the generation of solid and hazardous waste. Toilet facilities must be provided that require retention tanks to hold sewage until servicing can be provided on the ground. Arrangements for the collection of trash and sewage and its proper disposal on arrival must be made. These details may prove relatively simple in the domestic environment but may become extremely complex with international flights. In some international situations, all food products must be incinerated at the destination airport to ensure no introduction of a plant or animal disease.

### THE ENVIRONMENT

**Noise**

One of the more noticeable features of aerospace operations is noise. The Department of Transportation estimates that approximately 3% of the U.S. population, 9 million persons, have been exposed to a potentially hazardous level of aircraft noise. The Environmental Protection Agency (EPA) is authorized under the Noise Pollution and Abatement Act (1970) and the Noise Control Act (1972) to institute noise control abatement procedures around airports. The FAA has also been assigned responsibilities to reduce environmental noise. Regulatory requirements set goals and timelines for airport operators to study and comply with noise compatibility programs.

Since the implementation of these laws, efforts have been undertaken by airframe manufacturers to control aircraft noise at its source. Numerous design changes have been made in engines primarily to reduce noise. Airports may require specific landing and departure patterns, including engine power adjustments, to comply with abatement controls. Some airports have found it necessary to curtail nighttime operations to satisfy objections by the community surrounding the airport. All levels of government have taken an active role in ensuring the compatibility of land use around airfields, both with regard to safety and noise control.

**The “Greenhouse Effect” and Ozone Depletion**

Aerospace operations contribute approximately 1% to the nation’s total emissions of hydrocarbons, oxides of nitrogen, and carbon monoxide. In certain areas such as Atlanta and Chicago where aircraft operations are intense, emission levels have increased by approximately 3%. Under the Clean Air Act, airlines have markedly reduced the practice of inflight fuel dumping. Economics have also dictated a change in this policy. The principal environmental problem of the fuel is its contribution to photochemical pollution. The formation of the condensation trail, or con-trail, results from the emissions of the aircraft’s engines condensing and freezing in the cold ambient temperature of altitude. It has been suggested that heavy jet traffic may cause weather changes in areas surrounding major airport hubs.

Ozone depletion is receiving an appropriate international response. In the 1970s there was much concern that oxides of nitrogen would serve as catalysts for ozone depletion at the high altitudes of the supersonic transport (SST) flights. It was estimated that an SST fleet of 100 aircraft would decrease the ozone layer by 10%. This concern played an important role in the decision by this country to withdraw from the SST commercial competition. With additional research and a better understanding of the high-altitude atmospheric chemical relationship, the fears of ozone depletion from this source were shown to be exaggerated.

### THE FUTURE

Early in the twenty-first century, all projections point to more people flying higher and faster. The technology of aerospace systems will continue to improve, and the degree of automation of both air and space craft will continue to increase. Both British and French SST aircraft have been taken out of commercial service. A catastrophic accident may have contributed to the jets’ demise, but there were also real environmental and economic issues that played a role in the decision. In 2005, there are no SSTs flying; however, a feasibility study to consider development of a new SST is being jointly sponsored by the French and Japanese.

If bigger is better, then we should all take delight in the introduction by Airbus of its forthcoming A380. This behemoth will surpass the Boeing 747 as the world’s largest passenger airliner. This new double-decker, 555 seat (or more) transport is expected to enter service in the summer of 2008. However, there are currently few airport terminals in the world that can accommodate such an aircraft. The logistics and human-factor challenges for boarding and disembarking 500–600 passengers are enormous. All of the issues addressed earlier in the chapter may be compounded by such an airborne biomass. Large numbers of men and women will be required to maintain and operate the expanding fleet of aerospace vehicles. New exotic materials will be introduced by the aerospace industry, requiring special medical surveillance programs to ensure the safety and health of those working with these new substances.

The challenges to public health and the environment will continue. With the continued expansion of international commerce via rapid air and space transport, the potential for transporting disease, vectors, and fomites will continue. Increasing air traffic in finite, three-dimensional space will result in some compromise to environmental factors. Airports will continue to expand, challenging community aesthetics and introducing social and environmental concerns.

With all of the opportunities and challenges of the future, aerospace medicine will continue to have an important niche in the ecology of health services.
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Housing and Health

John M. Last

All humans need protection against the elements, somewhere to store food and prepare meals, and a secure place to raise offspring. The effects of housing conditions on health have been known since antiquity. Deplorable living and sanitary conditions in urban slums became a political issue in the nineteenth century when accounts by journalists, novelists, and social reformers aroused public opinion. Osler’s Principles and Practice of Medicine (1892) and Rosenau’s Preventive Medicine and Hygiene (1913) noted the association between overcrowding and common serious diseases of the time such as tuberculosis and rheumatic fever. Housing remains a sensitive political issue in many communities, because it is unsatisfactory, insufficient, inadequately served by essential infrastructure, and for various other reasons.

▶ OVERVIEW OF HOUSING CONDITIONS IN THE WORLD

Housing conditions have greatly improved in the affluent industrial nations throughout the second half of the twentieth century, but more than two-thirds of the households in the world are in developing countries, the great majority of them in rural areas. The most prevalent indoor environment in the world is the same as throughout history—huts in rural communities. This is changing, as urbanization transforms the distribution of populations in the developing world, where the proportion living in urban areas by the beginning of the new millennium had reached almost 50%. The urban population will compose 65% or more by 2025 (UN World population and urbanization trends, http://www.un.org/esa/demographic/urbanization_trends.html). Many cities are already very large (Table 51-1).

Many new urban dwellers in developing countries have terrible living conditions, crowded into periurban slums. They often lack sanitation, clean water supplies, access to health care, and other basic services such as elementary education. The proportion of people in such circumstances ranges from 20% to more than 80% in many cities throughout Africa, Latin America, and southern, southeastern, and southwestern Asia. The plight of children is especially deplorable; infant mortality rates exceed 100 in many places. Children may be abandoned by parents who cannot provide for them; they become street children who must fend for themselves from ages as young as 5 or 6 years. Many turn to crime and child prostitution to survive.

Shantytowns and periurban slums endanger the health and security of many millions in Latin America, Africa, and much of Asia. They are ideal breeding places for disease and social unrest. Accurate numbers are impossible to obtain because the missing services include enumeration by census-takers and because situations change so rapidly, but in Mexico City, Lima, Santiago, Rio de Janeiro, Sao Paulo, and Bogota, well over half the total population live in the periurban slums. In the late 1990s there were more than 40 million periurban slum-dwellers in these six cities alone. Worldwide, an estimated 100 million people are entirely homeless, living on the streets without possessions, often from infancy onward. Although this is a problem mainly in developing countries, homeless people have increased in numbers in the most affluent industrial nations in recent decades, often forced out of their homes by hard economic times. Public health departments in large cities in North America and Europe have been obliged to spend increasing proportions of their budgets on emergency shelters for growing numbers of homeless destitute families. The weak and the vulnerable suffer disproportionately when social safety nets are inadequate, as is often the situation in the United States. One consequence is homelessness. About 842,000–850,000 people are homeless in any given week in the United States, and about 3.5 million are homeless for some period every year. Two-thirds are adults, predominantly single men, 11% are families with children, and 23% are children under 18 years. Most of the children are under 5. About 39% of homeless people in America suffer from mental disorders, and 66% have alcohol and/or substance abuse problems (http://www.nychmi.samhsa.gov/facts/facts_question_2.asp). Many millions, 17 million refugees (http://www.unhcr.org) and more than 25 million internally displaced people (http://www.idproject.org/statistics.htm), live in refugee communities in Africa or the Middle and Far East where housing conditions are usually worse than in periurban slums, or are homeless in cities in upper- and middle-income countries. Refugee communities may have health services, but these are seldom adequate; supplies and continuity of services are often precarious; the safety and security of the inhabitants is often threatened by hostilities, and their long-term prospects for a better life are poor. The Israeli Defense Forces policy of demolishing homes in refugee communities where suicide bombers had lived has been a deplorable example of actions by a civilized nation aggravating an already terrible social predicament. The genocidal policies of the Sudanese government toward the estimated 1.5 million displaced people in the Darfur region of Sudan have been even more deplorable.

Industrially developed nations are experiencing other challenging new health problems related to housing conditions. Rising land values and the need to provide cheap housing for expanding populations have led to proliferation of high-rise, high-density apartment housing. Publicly supported housing projects economize by restricting living space and providing few amenities. This kind of dwelling creates new sets of problems: emotional tensions attributable to living too close to the neighbors, inadequate play areas for children, poor services, and defective elevators and communal washing machines. When adverse climates make heating or air conditioning desirable, and when buildings must be sealed against inclement weather, efficient exhaust ventilation is important as a way to reduce the risk of sick building syndrome. Only a small minority of people, predominantly the educated professional classes (such as many readers of this book), enjoy comfortable, aesthetically pleasing, healthy living conditions.
TABLE 51-1. WORLD’S LARGEST CITIES (CONURBATIONS), 2000–2004

<table>
<thead>
<tr>
<th>Rank</th>
<th>City</th>
<th>Population</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Tokyo, Japan</td>
<td>34,000,000</td>
</tr>
<tr>
<td>2</td>
<td>Mexico City, Mexico</td>
<td>22,350,000</td>
</tr>
<tr>
<td>3</td>
<td>Seoul, South Korea</td>
<td>22,050,000</td>
</tr>
<tr>
<td>4</td>
<td>New York, USA</td>
<td>21,800,000</td>
</tr>
<tr>
<td>5</td>
<td>Sao Paulo, Brazil</td>
<td>20,000,000</td>
</tr>
<tr>
<td>6</td>
<td>Mumbai (Bombay) India</td>
<td>19,400,000</td>
</tr>
<tr>
<td>7</td>
<td>Delhi, India</td>
<td>19,000,000</td>
</tr>
<tr>
<td>8</td>
<td>Los Angeles, USA</td>
<td>17,750,000</td>
</tr>
<tr>
<td>9</td>
<td>Jakarta, Indonesia</td>
<td>16,850,000</td>
</tr>
<tr>
<td>10</td>
<td>Osaka, Japan</td>
<td>16,750,000</td>
</tr>
<tr>
<td>11</td>
<td>Calcutta, India</td>
<td>15,350,000</td>
</tr>
<tr>
<td>12</td>
<td>Cairo, Egypt</td>
<td>15,250,000</td>
</tr>
<tr>
<td>13</td>
<td>Manila, Philippines</td>
<td>14,550,000</td>
</tr>
<tr>
<td>14</td>
<td>Karachi, Pakistan</td>
<td>13,800,000</td>
</tr>
<tr>
<td>15</td>
<td>Moscow, Russia</td>
<td>13,650,000</td>
</tr>
<tr>
<td>16</td>
<td>Shanghai, China</td>
<td>13,400,000</td>
</tr>
<tr>
<td>17</td>
<td>Buenos Aires, Argentina</td>
<td>13,350,000</td>
</tr>
<tr>
<td>18</td>
<td>Dacca, Bangladesh</td>
<td>12,750,000</td>
</tr>
<tr>
<td>19</td>
<td>Rio de Janeiro, Brazil</td>
<td>12,000,000</td>
</tr>
<tr>
<td>20</td>
<td>London, UK</td>
<td>11,950,000</td>
</tr>
<tr>
<td>21</td>
<td>Tehran, Iran</td>
<td>11,650,000</td>
</tr>
<tr>
<td>22</td>
<td>Istanbul, Turkey</td>
<td>11,250,000</td>
</tr>
<tr>
<td>23</td>
<td>Lagos, Nigeria</td>
<td>10,800,000</td>
</tr>
<tr>
<td>24</td>
<td>Beijing, China</td>
<td>10,700,000</td>
</tr>
<tr>
<td>25</td>
<td>Paris, France</td>
<td>9,900,000</td>
</tr>
<tr>
<td>26</td>
<td>Chicago, USA</td>
<td>9,700,000</td>
</tr>
<tr>
<td>27</td>
<td>Lima, Peru</td>
<td>8,350,000</td>
</tr>
<tr>
<td>28</td>
<td>Bogota, Colombia</td>
<td>8,150,000</td>
</tr>
<tr>
<td>29</td>
<td>Washington, USA</td>
<td>8,050,000</td>
</tr>
<tr>
<td>30</td>
<td>Nagoya, Japan</td>
<td>8,000,000</td>
</tr>
</tbody>
</table>


INDOOR ENVIRONMENT

Indoor climate and indoor air pollution, biological exposure factors, and various physical hazards encountered inside the home are encompassed by the term indoor environment. The indoor climate may be the same as that out of doors, or it may be modified by heating, cooling, or adjustment of humidity levels, and often in sealed modern buildings, by all of these.

Physical Hazards

Physical hazards in the indoor environment include toxic gases, respirable suspended particulates, asbestos fibers, ionizing radiation, notably radon and "daughters," nonionizing radiation, and tobacco smoke.

Indoor air may be contaminated with dusts, fumes, pollen, and microorganisms. The principal indoor air pollutants in industrially developed nations are summarized in Table 51-2. Many of these pollutants are harmful to health. Some occur mainly in sealed office buildings, and others, such as tobacco smoke, in private dwellings.

In developing countries, indoor air pollution with products of biomass fuel combustion is a pervasive problem (Table 51-3). The fumes from cooking fires include high concentrations of respiratory irritants that cause chronic obstructive pulmonary disease (COPD) and that sometimes contain carcinogens. Premature death from COPD is common among women who from their childhood have spent many hours every day close to primitive cooking stoves, inhaling large quantities of toxic fumes.

The toxic gases specified in Table 51-2 come from many sources. Formaldehyde is emitted as an off-gas from particle board, carpet adhesives, and urea-formaldehyde foam insulation; it is a respiratory and conjunctival irritant and sometimes causes asthma. It is not emitted in sufficient concentrations to constitute a significant cancer risk. Although rats exposed to formaldehyde do demonstrate increased incidence of nasopharyngeal cancer, there is only weak evidence of elevated cancer incidence or mortality rates even among persons occupationally exposed to far higher concentrations than occur in domestic settings. Nonetheless, urea-formaldehyde foam insulation has been banned in many jurisdictions on the basis of the evidence for carcinogenicity in rats. Gases and vapors from volatile solvents, such as cleaning fluids, have diverse origins. There is a wide range of other pollutants, such as many organic substances, oxides of nitrogen, sulfur, carbon, ozone, benzene, and terpenes. All such toxic substances can be troublesome, especially in sealed air-conditioned buildings and most of all when the air is recirculated to conserve energy used to heat or cool the building. In combination with fluorescent lighting, these gases and suspended particulate matter can produce an irritating photochemical smog that may cause chronic conjunctivitis and nasal congestion.

Imperfect ventilation can become a serious hazard if it leads to accumulation or recirculation of highly toxic gas such as carbon monoxide. This is especially likely when coal or coke is used as cooking or heating fuel in cold weather, and vents to the outside are closed to conserve heat.

Asbestos was used for many years as a fire retardant and insulating substance in both domestic and commercial buildings. Its dangers to health have led to restriction or banning of its use and to expensive renovations aimed at removing it (see Chap. 23). Fibrous glass insulation may present hazards similar to those of asbestos but less severe.

Irradiating radiation, in particular radon and "daughters," can be a health hazard, especially if houses are sealed and air recirculated, in which case there is greater opportunity for higher concentrations to accumulate. Sources of radon include trace amounts of radioactive material incorporated in cement used to construct basements. Radon can also be emitted from soil or rocks in the environment where the houses are built.

Extremely low-frequency electromagnetic radiation (ELF) has attracted much attention since the observation of cancer incidence at higher rates than expected among children living close to high-voltage power lines. No convincing relationship has been demonstrated between childhood cancer and exposure to ELF from domestic appliances, with the possible exception of electric blankets. Microwave ovens and television screens are safe. The nature of the relationship, if any, between ELF and cancer remains controversial, however.

Tobacco smoke is often the greatest health hazard attributable to physical factors in the indoor environment. Infants and children are significantly more prone to respiratory infections, and nonsmoking spouses are more prone to chronic respiratory illnesses and to tobacco-related respiratory cancer when living in the same house as a habitual cigarette smoker. Cigarette smoking is a hazard in another way as well: about 20–25% of deaths in domestic fires are a result of smoking.
Biological Hazards

Biological hazards in the indoor environment include many varieties of pathogenic microorganisms. *Mycobacterium tuberculosis* survives for long periods in dark and dusty corners. *Legionella* lives in dilapidated water-cooled air-conditioning systems, stagnant water pipes, and shower stalls, especially in warm moist environments. Mites that live on mattresses, cushions, and infrequently swept floors cause asthma, as may many organic dusts and pollens. Many other infections, especially those spread by the fecal-oral route, occur most often when homes are dirty, open to flies, or infested with cockroaches or rats. Food storage and cooking facilities should be kept scrupulously clean at all times because many varieties of disease-carrying vermin are attracted by filth and because food scraps can be an excellent culture medium for many pathogens that cause food poisoning or other diseases.

Socioeconomic Conditions

Socioeconomic conditions are related to the quality of housing in many ways, some already mentioned. Crowding always is greater among the poor than among the rich; this increases risks of transmitting communicable diseases and often imposes additional emotional stress that probably contributes to domestic violence. Street accidents involving children are more common in poor than in wealthy neighborhoods because the children often have no other place than the street to play. Poor people generally live in poorly equipped and maintained homes, adding to the risk of domestic accidents ranging from falls down poorly lit stairwells to electrocution. Lead poisoning is a particular hazard for children in dilapidated houses where they are likely to ingest dried-out flakes of lead-based paint. Emissions from factory smelter stacks contribute to environmental lead and other toxic metal contamination and are more often present in poor than in well-to-do neighborhoods because the former are more often located in or close to heavily industrialized areas.

### TABLE 51-2. SOURCES AND POSSIBLE CONCENTRATIONS OF INDOOR POLLUTANTS

<table>
<thead>
<tr>
<th>Pollutant</th>
<th>Sources</th>
<th>Range of Concentrations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Respirable particles</td>
<td>Tobacco smoke, stoves, aerosol sprays</td>
<td>0.05–0.7 mg/m³</td>
</tr>
<tr>
<td>Carbon monoxide</td>
<td>Combustion equipment, stoves, gas heaters</td>
<td>1–115 mg/m³</td>
</tr>
<tr>
<td>Nitrogen dioxide</td>
<td>Gas cookers, cigarettes</td>
<td>0.05–1.0 mg/m³</td>
</tr>
<tr>
<td>Sulfur dioxide</td>
<td>Coal combustion</td>
<td>0.02–1.0 mg/m³</td>
</tr>
<tr>
<td>Carbon dioxide</td>
<td>Combustion, respiration</td>
<td>600–9,000 mg/m³</td>
</tr>
<tr>
<td>Formaldehyde</td>
<td>Particle board, carpet adhesives, insulation</td>
<td>0.06–2.0 mg/m³</td>
</tr>
<tr>
<td>Other organic vapors</td>
<td>Solvents, adhesives, resin products, aerosol</td>
<td>0.01–0.1 mg/m³</td>
</tr>
<tr>
<td>(benzene, toluene, etc.)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ozone</td>
<td>Electric arcing, UV light sources</td>
<td>0.02–0.4 mg/m³</td>
</tr>
<tr>
<td>Radon and “daughters”</td>
<td>Building materials</td>
<td>10–3,000 Bq/m³</td>
</tr>
<tr>
<td>Asbestos</td>
<td>Insulation, fireproofing</td>
<td>1 + fiber/cm³</td>
</tr>
<tr>
<td>Mineral fibers</td>
<td>Appliances</td>
<td>100–10,000/m³</td>
</tr>
</tbody>
</table>

*Tobacco smoke, benzene, radon and daughters, asbestos, and possibly formaldehyde are carcinogens: most others on this list are respiratory or conjunctival irritants. Carbon dioxide is an asphyxiating gas; carbon monoxide is a lethal poison.

### TABLE 51-3. INDOOR AIR POLLUTION FROM BIOMASS FUEL COMBUSTION IN DEVELOPING COUNTRIES

<table>
<thead>
<tr>
<th>Country/Region</th>
<th>GPM (mg/m³)</th>
<th>BaP (mg/m³)</th>
<th>CO (mg/m³)</th>
<th>NO₂ (µg/m³)</th>
<th>Other</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nigeria, Lagos</td>
<td>—</td>
<td>—</td>
<td>1,076</td>
<td>15,168</td>
<td>SO₂, 38 ppm</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Benzene, 66 ppm</td>
</tr>
<tr>
<td>Papua New Guinea</td>
<td>0.84</td>
<td>—</td>
<td>35.5</td>
<td>—</td>
<td>HCHO, 1.2 ppm</td>
</tr>
<tr>
<td>Kenya Highlands</td>
<td>4.0</td>
<td>145</td>
<td>—</td>
<td>—</td>
<td>B₅H₃, 224 μg/m³</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Phenols, 1.0 μg/m³</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Acetic acid, 4.6 μg/m³</td>
</tr>
<tr>
<td>India, Ahmedabad</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cattle dung</td>
<td>16.0</td>
<td>8,250</td>
<td>—</td>
<td>144</td>
<td>SO₂, 242 μg/m³</td>
</tr>
<tr>
<td>Dung and wood</td>
<td>21.1</td>
<td>9,320</td>
<td>—</td>
<td>326</td>
<td>SO₂, 269 μg/m³</td>
</tr>
<tr>
<td>India, Gujarat</td>
<td>2.7–10</td>
<td>2,220–6,070</td>
<td>—</td>
<td>—</td>
<td></td>
</tr>
<tr>
<td>Monsoon</td>
<td>56.6</td>
<td>19,300</td>
<td>—</td>
<td>—</td>
<td></td>
</tr>
</tbody>
</table>

inadequate and schools are often of inferior quality. Bad housing does not cause these problems; they are usually symptoms of a more complex social pathology. A different set of factors contributes to the syndrome called “suburban neurosis,” which occurs among women who remain housebound for much of the time while their husbands are at work and their children are at school;13 this condition has been alleviated by television, which by bringing faces and voices into the house relieves loneliness. It has also been alleviated by changing work patterns, with increasing proportions of married women joining the workforce.

▶ HOUSING STANDARDS

Public health workers are directly concerned about the quality of housing because of the many ways it can affect health. Local health officials have special powers to intervene when health is threatened by inadequate housing conditions. A handbook frequently revised by the Centers for Disease Control and Prevention and the American Public Health Association, Housing and Health; APHA-CDC Recommended Minimum Housing Standards,14 sets out specific details on basic equipment and facilities, fire safety, lighting, ventilation, thermal requirements, sanitation, space requirements (occupancy standards), and the special requirements for rooming houses. This valuable reference spells out general guidelines that can be used by local authorities as the basis for regulations, but there are no universal legally enforceable standards until local jurisdictions introduce them. Health Principles of Housing, a WHO manual, gives guidance on a wide range of behavioral factors that can influence health in relation to housing conditions, for example, by providing guidelines on ways to reduce psychological and social stresses by ensuring privacy and comfort, and on the housing needs of populations at special risk such as pregnant women, the handicapped, and the elderly infirm. Both booklets should be part of the library of every local health officer.

▶ STATISTICAL INDICATORS OF HOUSING CONDITIONS

Health planning requires every kind of information pertinent to community health, including statistics on housing conditions. Useful information is routinely collected at the census on density of occupancy (persons per bedroom), cooking and refrigerating facilities, and sanitary conditions. Tables derived from small-area analysis of the census data showing housing statistics enable health planners to identify neighborhoods at high risk of diseases associated with crowding and poor sanitation.

Census tables also enable health planners to identify less obvious health hazards, such as proportions of elderly persons living alone, whether in small apartments or multiple-room dwellings that were family homes before others in the family moved away or died, leaving an elderly person as sole resident. Once such neighborhoods are identified, public health nurses and other community health workers can more easily locate and visit individuals at risk, who may need emergency allowances for their disabled fellow citizens.

In addition to census tables, there are other useful sources of information on neighborhoods with a high incidence of social pathology. Fire departments record false alarms and fires deliberately lit; police departments record details of vandalism and calls to settle domestic disturbances; and schools record absenteeism and truancy. All can be analyzed by area, thus pinpointing high-risk neighborhoods; this method has been used as part of a program aimed at improving the chances of getting a good start in life for children from disadvantaged homes. There is a high correlation between these indicators of social pathology in a neighborhood, such as a high-rise, high-density apartment complex for low-income families, and the incidence of emotional disturbances and similar behavioral upsets among young and teenaged children.15

▶ HEALTHY COMMUNITIES AND HEALTHY CITIES

As part of the initiative for “Health for all by the year 2000” that followed resolutions passed at the World Health Assembly in 1977,17 health planners in many nations, notably in the European region of the World Health Organization (WHO), began active planning for health promotion (to be distinguished from disease prevention). Health promotion (see Chap. 1) requires action by many individuals and groups not usually identified with care of the sick or prevention of disease. The definition of health promotion, “the process of enabling people to increase control over and improve their health,” implies that people may often have to take action aimed at improving their living conditions. The Healthy Cities movement is a coordinated program involving community health workers, local elected officials in urban affairs, and a wide variety of community groups who collectively seek to upgrade living conditions. Initially, some of the participating cities were relatively healthy places to live (e.g., Toronto, Canada), while others (e.g., Liverpool, England) were not. The Healthy Cities initiative emphasizes activities that could be expected to enhance good health, such as provision of improved recreational facilities, services for children and their mothers (including basic education for the mothers as well as the children), and aggressive action to eradicate urban wasteland, industrial pollution, toxic dump sites, and other forms of urban blight.18 From modest beginnings, the Healthy Cities movement has spread all over the world and in some places has extended beyond cities to embrace rural communities.19 Since the environment in which people live, grow, work, and play so manifestly influences their health and happiness, the Healthy Cities initiative is potentially among the most valuable means at our disposal to make this environment healthful.

▶ SPECIAL HOUSING NEEDS

Elderly and disabled people require accommodation that has been adapted to enable easier access (ramps, handrails, wide doors to permit passage of wheelchairs), to facilitate storage and preparation of food (low-placed cupboards and stoves with front-fitted switches, which are inadvisable in homes where there are small children), and with special equipment for bathing and toileting (strong handrails, wheelchair access). Special accommodation of this type is often segregated, which tends to set the occupants apart in an urban ghetto for the elderly and disabled. Integrated special housing is preferable, as examples in Denmark, Sweden, and the United Kingdom have demonstrated; in this setting, elderly, infirm, and younger disabled persons live among others who are not disabled, a situation that many of them prefer and that helps to accustom these other people to making allowances for their disabled fellow citizens.

▶ CONCLUSION

This is a brief summary of a complex and diverse topic. The essential requirements of the domestic environment have been stressed, along with some of the obvious adverse effects of unsatisfactory housing.

The home should provide more than mere shelter and a safe place to raise children. It should be the setting in which the family lives and grows together, where bonds of affection and mutual trust are formed and strengthened, where socialization into the prevailing culture and intellectual stimulation are occurring, and where privacy is available when it is wanted and needed. Doxiadis20 coined the term ekistics, meaning the science of human settlements, to encompass the many interactive factors that make living space compatible with good physical, mental, emotional, and social health and well-being. The arrangement of dwelling units, their relationship to the natural and to the human-made environment, and their interior structure and function all play a part in creating a housing environment conducive to good health. Many less easily described and unmeasurable factors,
such as the innumerable ways that people can interact, also contribute
to the ambience of the living space. These intangible factors would
receive more attention in a better world than this if we were really
intent on applying all possible means to the end of promoting and pre-
serving the public’s health.
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HUMAN HEALTH IN A CHANGING WORLD

Throughout its 4-billion-year life, Earth has undergone many changes in the distribution and abundance of life forms, including human inhabitants, and in the living and nonliving features of the ecosystems with which humans interact. Early in the twenty-first century, the United Nations Millennium Assessment Report, the collective work of over 1300 scientists worldwide, painted a disturbing picture of life-supporting ecosystems that are gravely stressed by human activities to an extent that is unsustainable even in the medium-term. This conclusion has been reinforced by recent publications of the Intergovernmental Panel on Climate Change,1 and the Millennium Ecosystem Assessment.2

Atmospheric composition and climate have changed many times. Sometimes air and ocean currents that determine climate and weather have been altered by tectonic plate movements. The impact of large meteors or massive volcanic activity that block sunlight by filling the air with dust and gases such as sulfur dioxide have occasionally produced sudden climate changes leading to great extinctions.3 Variation in solar radiation, oscillation of Earth’s axis, or passing clouds of interstellar dust may induce ice ages and periods of interglacial warming.4 Minor seasonal fluctuations are associated with many intervening variables that make weather forecasting one of the most inexact of all sciences.

A consensus has developed among scientists in the relevant disciplines that human activity is adversely affecting Earth’s climate;5 and there is compelling evidence that human activity is changing the biosphere in other ways besides climate.6 The changes represent a new scale of human impact on the world unlike anything in recorded history. Collectively, the changes endanger both human health and future prospects for many other living creatures. Global warming and stratospheric ozone depletion have attracted the most attention, but the changes go beyond these two processes.

The term global change covers several interconnected phenomena:7 global warming ("climate change"); stratospheric ozone attenuation; resource depletion; species extinction and reduced biodiversity; serious and widespread environmental pollution; desertification; and macro and micro ecosystem changes, including some that have led to emergence or reemergence of dangerous pathogens.8 These phenomena are mostly associated with industrial processes or result from the increased pressure of people on fragile ecosystems.9 All are interconnected and some are synergistic—some processes reinforce others. What makes these human-induced changes different from those through history is the rate of current change and its reach.10

Ecological integrity, the ability of ecosystems to withstand perturbations, is dependent on three factors: population, affluence, and technology.11–13 All three factors are interdependent and can operate synergistically, accelerating declines in systems upon which life, including human life, depends for sustenance. As declines accelerate, thresholds are exceeded as the buffering capacity of these systems is challenged, resulting in system flips or collapses. When large-scale ecosystems collapse, all life that these systems have nurtured over centuries and millennia can then either be buffered from impacts by drawing on ecological capital from elsewhere, by migration to more hospitable locales, or by succumbing. The frail, marginalized in society, and the poor generally do not have the survival option.

Each of these three variables is interdependent and must be considered if solutions to our downward spiral are to be found. Many independently derived indicators of ecological well-being demonstrate that declines are underway and are accelerating.14–16 There is a need for sober debate in pursuit of solutions to grave global problems, and public health practitioners must engage in such discussions by considering all three factors in the delicate ecological integrity balance; not each one in isolation.

Population: In little more than the length of an average lifetime, the population quadrupled, from about 1.7 billion in 1900 to about 6.4 billion by 2000.17 It is not clear whether our numbers have reached or exceeded Earth’s carrying capacity;18 but responsible opinion inclines to the view that we have reached the limits for comfortable human existence. Earth might sustain for a while many millions more than the present number, but life for all but a small minority would be of greatly diminished quality and long-term sustainability would be at best precarious.19

Affluence: Affluent people and nations consume renewable and nonrenewable resources far in excess of their needs, and consequently, the ecological footprint of the affluent nations far exceeds available resources worldwide.20 Moreover, consumption leads to pollution from the disposal of waste, much of which ends up in the backyards of marginalized people locally21,22 or in low-income countries.23 These are institutionalized practices and hence are deemed legitimate business practices.24

Technology: Technologies that result in war and ecological devastation are clearly harmful both to ecosystems and human health.25 In countries where environmental legislation and regulation do not permit polluting technologies to operate, polluting technology is often exported to regions of the world where stringent environmental controls are absent, while newer generation technologies are implemented in affluent nations to comply with local environmental standards.

Evidence on the causes and consequences of global change was published by the Intergovernmental Panel on Climate Change (IPCC) in 199026,27 in its First Assessment Report. There was more evidence in the Second Assessment Report in 1995.28 The Third Assessment Report was published in 2001 with graver predictions based on more refined science than just 11 years previously. The Fourth Assessment Report is appearing in installments in 2007 (see Addendum). Much of the information in this chapter is taken from the IPCC Reports, from Climate Change and Human Health;29 (1996) and from Climate Change and Human Health; Risks and Responses (2003).30 There have been many other reports: by national governments,31 scientific articles,32,33 and documents produced by nongovernmental agencies such as the Union of Concerned Scientists,34 Friends of the Earth, the Worldwatch Institute,35 and the Sierra Club.
In the late 1980s, when concerns about global warming and other aspects of global change began to attract widespread public interest, some contrary views and rebuttals were published, sometimes but not always sponsored by organizations that opposed actions aimed at mitigating global change. As the empirical evidence mounted, these contrary views have become more muted. A recent attack on climate science came from Lomborg in The Skeptical Environmentalist. This book provides an example of how science can be challenged, but Lomborg is an economist and his book is devoid of sound scientific analysis.

Every component of global change merits discussion; and so do some of the complex interconnections among them. Readers are urged to consult the sources cited in the bibliography. The health, social, economic, and other impacts of global change have been the topic of many important reports. There are some obvious actions we should take to enhance readiness to deal with public health aspects of global change and implications for public policy generally.

A critical concern is the disconnect in most people’s minds between nature and human well-being. There is a belief that should we, for instance, destroy our water supplies, clean water will be produced through technologies yet to be invented. Likewise for all of Nature’s services that humanity has taken for granted for millennia (see Box 52-1) Costanza has demonstrated that Nature’s services, in dollar terms, amount annually to some three times global GDP.

Thoughtful scientists and philosophers have cautioned for decades about the folly of such expectations, even if only on the basis of thermodynamic principles.

---

**GLOBAL WARMING**

Svante Arhennius recognized in 1896 that Earth’s mantle of atmosphere acts like a greenhouse, allowing passage of short-wavelength solar radiation into the biosphere, trapping longer wavelength infrared radiation. Without the greenhouse effect, Earth’s surface temperature would swing from over 50°C in strong sunlight to –40°C at dawn. The concentration of greenhouse gases in the troposphere has risen rapidly since the beginning of the industrial era because several of these gases, notably carbon dioxide, are products of fossil fuel combustion and other human activities. Industrial activity and the combustion of petroleum fuels in automobiles have increased exponentially since the 1950s, accelerated by industrial and commercial development in India, China, South Korea, Taiwan, Indonesia, Thailand, Brazil, Mexico, and other countries. Currently over 6 billion metric tons of CO$_2$, the principal greenhouse gas, are added to the troposphere annually, increasing amounts every year. In 2002, the last year for which a global estimate is available, the global output of CO$_2$ was almost 7 billion metric tons. This is despite the promises made by most national leaders at the UN Conference on Environment and Development (UNCED) in Rio de Janeiro in 1992, to stabilize carbon emissions at or below 1990 levels. Moreover, tropical rain forests, perhaps the most important carbon sink (i.e., a biological system that absorbs carbon emissions, thus helping to counter-balance negative impacts on Earth’s temperature), are being rapidly depleted often by slash-burning and this adds even more carbon gases to the greenhouse. Phytoplankton, another important carbon sink, are damaged by increased ultraviolet radiation (UVR) flux from depleting stratospheric ozone, an example of reinforcement of one form of global change by another. When they signed the 1995 Framework Convention on Climate Change, most national leaders reiterated their earlier promises, and the 1995 IPCC Reports add a sense of urgency to the need for action. Recently, support for the Kyoto Accord has exposed counties whose leadership is primarily focused on the narrow good of its own citizens, failing to embrace global concerted action to remedy a global crisis already underway.

In 1995, the atmospheric concentration of carbon dioxide reached a higher level than at any time in the last 140,000 years, and the average ambient atmospheric temperature was the highest since record-keeping began. It is estimated by global climate models using a variety of methods that the average global ambient temperature will rise by about 0.5°C in the first half of the twenty-first century and may rise 2°C by 2100. These estimates were revised upward in the Third Assessment Report to 4.5°C. Moreover these are average temperatures; the increase and the seasonal and diurnal swings are expected to be greater, as much as 6–8°C, in temperate zones, and even more extreme near the poles. If arctic permafrost thaws as a result, a great deal of methane will be released, adding to the existing burden of atmospheric greenhouse gases and accelerating the warming process. Polar ice caps and sea ice are melting at rates greater than the predictions suggested as recently as a decade ago, suggesting that global warming is proceeding at rates at or near the upper levels that were predicted in the earlier Assessment Reports.
Global warming has direct and indirect and predominantly adverse effects on health.\(^5\) Although heat-wave deaths are dramatic and obvious,\(^5\) for instance causing at least 10,000 excess deaths in Paris in July 2003, in terms of overall health impact a more important impact on health may be an increased incidence and prevalence of water-borne and vector-borne disease. Increased average ambient temperatures extend the range, distribution, and abundance of insect vectors such as mosquitoes, allow the pathogens they carry to breed more rapidly, and may enhance their virulence.\(^2\) Malaria, for instance, is expected to become prevalent in temperate zones and at altitudes in tropical and subtropical regions from which it is now absent, notably large highland cities and periurban slums in East Africa (e.g., Nairobi, Harare, Soweto) where an additional 20–30 million people will be at risk; there will be many millions more at risk of malaria annually in Indonesia and other populous South and Southeast Asian nations.\(^6\) Other tropical and subtropical vector-borne diseases also will increase in incidence, prevalence, and perhaps mortality. In North America, several arbovirus diseases (e.g., viral encephalitis and hemorrhagic dengue fever) will occur more frequently.

The indirect effects of global warming include a sea-level rise of up to 50 cm by the year 2050, due to melting of polar and alpine icecaps and thermal expansion of the seawater mass. This will disrupt many coastal ecosystems, jeopardize coastal and perhaps some ocean fisheries, salinize river estuaries that are an important source of drinking water, and displace scores of millions of people from low-lying coastal regions in many parts of the world, including the Netherlands, Bangladesh, much of South China, parts of Japan, and small island states (e.g., Vanu Atu, the Maldives) that face inundation and obliteration. Up to 10–15 million people along the eastern seaboard of the United States may be affected. Many of those displaced will become “environmental refugees” in third-world megacities or drift into urban slums in the rich industrial nations.

Another effect of global climate change with implications for human health is anomalous weather—notably, more frequent, severe, and unpredictable weather emergencies such as catastrophic floods, hurricanes and tornadoes, and heat waves. Atmospheric physicists and climatologists believed that some unusual weather events in the 1986–1995 decade may have been attributable to global climate change. Indeed, the warming trend is now recognized as having been in play since about 1990. These anomalous weather events have already extracted a heavy financial toll from the insurance industry and from national disaster funds in the United States and elsewhere (Table 52-1).\(^7\) With sudden flooding, sewer backups and the potential for the contamination of drinking water supplies have been reported resulting in public health emergencies in both the United States and Canada in the recent past. The disastrous hurricanes Katrina and Rita that caused immense devastation and loss of life in New Orleans and elsewhere in Louisiana and in Texas in August 2005 may have been in part a manifestation of this trend.\(^8\) The European summer of 2003 included severe heat waves associated with sharp increases in mortality in several large cities, notably in Paris where a conservatively estimated 10,000 out of a total excess mortality of 14,000 was directly attributable to heat-wave conditions.

The impact of global warming on food security could be very serious; here the interconnection of global warming with resource depletion and desertification is important. Global warming will jeopardize the viability of crops in some of the world’s most important grain-growing regions because it will alter rainfall patterns and soil moisture levels and hasten desertification of marginal grazing and agricultural land, as it has already done in much of the West African Sahel, parts of northeastern Brazil, and elsewhere in Africa (e.g., Ethiopia, Sudan, Angola, Zimbabwe). An increase in surface-level ultraviolet radiation flux, discussed below, will make matters worse if it impairs plant reproduction or growth. Predictions are difficult when so many variables are involved, but the models developed by agronomists suggest that, while some grain crops might benefit from warmer climate and higher levels of atmospheric CO₂, the overall impact is likely to be a decline in world grain crop production\(^4\) (Table 52-2).

**TABLE 52-1. INSURED LOSSES FROM “BILLION U.S. DOLLAR” STORM EVENTS SINCE 1987**

<table>
<thead>
<tr>
<th>Year</th>
<th>Event</th>
<th>Insured Loss ($) Billion</th>
</tr>
</thead>
<tbody>
<tr>
<td>1987</td>
<td>Windstorm (Western Europe)</td>
<td>4.7</td>
</tr>
<tr>
<td>1989</td>
<td>Hurricane Hugo (Caribbean, United States)</td>
<td>6.3</td>
</tr>
<tr>
<td>1990</td>
<td>Winter storms (Europe–four events in total)</td>
<td>13.2</td>
</tr>
<tr>
<td>1991</td>
<td>Typhoon Mireille (Japan)</td>
<td>6.9</td>
</tr>
<tr>
<td>1991</td>
<td>Akland fire (United States)</td>
<td>2.2</td>
</tr>
<tr>
<td>1992</td>
<td>Hurricane Andrew (Florida)</td>
<td>20.8</td>
</tr>
<tr>
<td>1992</td>
<td>Hurricane Iniki (Hawaii)</td>
<td>2.0</td>
</tr>
<tr>
<td>1993</td>
<td>Blizzard—“Storm of the Century” (Eastern United States)</td>
<td>2.0</td>
</tr>
<tr>
<td>1993</td>
<td>Floods (United States)</td>
<td>1.2</td>
</tr>
<tr>
<td>1995</td>
<td>Hurricane Luis (Caribbean)</td>
<td>1.7</td>
</tr>
<tr>
<td>1995</td>
<td>Hurricane Opal (United States)</td>
<td>2.4</td>
</tr>
<tr>
<td>1995</td>
<td>Hailstorm (United States)</td>
<td>1.3</td>
</tr>
<tr>
<td>1996</td>
<td>Hurricane Fran (United States)</td>
<td>1.8</td>
</tr>
<tr>
<td>1998</td>
<td>Hurricane Georges (Caribbean, United States)</td>
<td>3.5</td>
</tr>
<tr>
<td>1998</td>
<td>Ice storm (Canada, United States)</td>
<td>1.2</td>
</tr>
<tr>
<td>1998</td>
<td>Hailstorm</td>
<td>1.4</td>
</tr>
<tr>
<td>1998</td>
<td>Floods (China)</td>
<td>1.1</td>
</tr>
<tr>
<td>1999</td>
<td>Winter storms (Europe)</td>
<td>10.4</td>
</tr>
<tr>
<td>1999</td>
<td>Typhoon Bart (Japan)</td>
<td>3.4</td>
</tr>
<tr>
<td>1999</td>
<td>Hail storm (Australia)</td>
<td>1.1</td>
</tr>
<tr>
<td>1999</td>
<td>Tornadoes (United States)</td>
<td>1.5</td>
</tr>
<tr>
<td>1999</td>
<td>Hurricane Floyd (United States)</td>
<td>2.2</td>
</tr>
</tbody>
</table>

---


Desertification is made worse by unsound and inappropriate agricultural methods. The “green revolution” that dramatically increased agricultural output in the 40 years following the end of World War II is over: many forms of agricultural output have remained stationary or have declined in the past 5–10 years, raising troubling questions about Earth’s carrying capacity.

Global warming is the principal cause of the retreat of alpine glaciers that has been observed since the late nineteenth century. This could reduce the ice-melt component of many river systems, which contribute by irrigation and/or seasonal flooding to productivity of food-producing regions. The deficit is compensated in part at least by increased rainfall, but in the long term, river flow could decline. Shortages of fresh water for irrigation and drinking may be the most critical limiting factor on further population growth in many parts of the world.

**STRATOSPHERIC OZONE ATTENUATION**

In 1974, Molina and Rowland, two atmospheric physicists, predicted that chlorofluorocarbons (CFCs), a widely used class of chemicals, would permeate the upper atmosphere where they would break down under the influence of solar radiation to produce chlorine monoxide.\(^6\) Chlorine monoxide destroys ozone; each molecule of chlorine monoxide is capable of destroying over 100,000 ozone molecules. Rowland and Molina were awarded the Nobel Prize for
Physics in 1995 in recognition of their work. Other atmospheric contaminants that destroy stratospheric ozone include other halocarbons and perhaps oxides of nitrogen (e.g., in exhaust emissions of high-flying supersonic jet aircraft). Volcanic eruptions sometimes release chlorine compounds into the atmosphere, so natural as well as human-induced processes can contribute to stratospheric ozone attenuation.

Rowland and Molina’s predictions soon began to come true. In 1985, Farman and coworkers observed extensive attenuation (a “hole”) in the stratospheric ozone layer over Antarctica during the Southern
Hemisphere spring.\textsuperscript{67} This has recurred annually; since 1990, seasonal ozone depletion has been observed in the Northern Hemisphere too, greatest over parts of Siberia and northeastern North America. Stratospheric ozone depletion was correlated by Kerr and colleagues at the Canadian Climate Centre in 1993 with increased surface level UVR flux.\textsuperscript{68} Ozone depletion so far is about 3–4% of total stratospheric ozone and increasing annually.

The stratospheric ozone layer protects the biosphere from exposure to lethal levels of ultraviolet radiation. The gravity of this progressive loss of stratospheric ozone was recognized almost immediately and led many industrial nations to adopt the Montreal Protocol, calling for a moratorium on manufacture and use of CFCs.\textsuperscript{69} CFCs were widely used as solvents in manufacture of microprocessors for computers, foaming agents in polyurethane packing, propellants in spray cans, and as Freon gas in air conditioners and refrigerators; their supposed chemical inertness made them a popular choice. But because they are inert, they have, on average, an atmospheric half-life of about 100 years, so stratospheric ozone depletion will continue to be a serious problem well into the twenty-second century. Stratospheric ozone must not be confused with toxic surface-level air pollution with ozone that contaminates fumes from some industrial processes or as a result of the action of sunlight on automobile exhaust fumes ("photochemical smog").

Stratospheric ozone depletion permits greater amounts of harmful UVR to enter the biosphere, where it has adverse effects on many biological systems and on human health. The principal biological effects of increased UVR are disruption of the reproductive capacity and vitality of small and single-celled organisms, notably phytoplankton at the base of marine food chains, pollen, amphibians’ eggs, many insects, and the sensitive growing ends of green leaf plants. Increased UVR also has direct adverse effects on human health: it increases the risk of skin cancer, increases the risk of ocular cataracts, and probably impairs immune function.

\section*{Resource Depletion

The more people there are, the greater the stress on finite and scarce resources. The resources essential for survival are fresh water for drinking and irrigation, and food. Air quality is also a major concern.

Water shortages in some parts of the world are associated with conflicts, and in the next 50 years as the shortages spread to other countries and regions, these conflicts probably will be exacerbated (Table 52-3). Threats to water security are a primary cause of some of the most intractable conflicts in the world.\textsuperscript{70} In fact, the United Nations Environment Programme (UNEP) and various scientists and organizations anticipate that countries will be at war over access to fresh water by about 2020 (http://www.unep.or.jp/ietc/Issues/Freshwater/; http://www.planetalk.com/dailynewstory.cfm/newsid/26728/story.htm; http://www.fdu.edu/newspubs/magazine/03summer/environmental/1983/07.html). The IPCC Summary for Policymakers suggests that water shortages will be an important limiting factor on growth and development in some regions, notably much of the Middle East, South Africa, parts of Brazil, and the Southwest of the United States.\textsuperscript{71} Sea-level rise due to global warming and salination of river estuaries and water tables close to seacoasts will threaten some of the largest human settlements on Earth: Tokyo, Shanghai, Calcutta, Bombay, Jakarta, and Lagos, among others with populations of 14 million or more around 1999–2001. There will be much population movement away from coastal zones that are now at or only just above sea level. Not only will some of this inhabited land be below sea level, its fresh water supplies will be compromised by seepage of sea water into subsurface aquifers; many heavily populated river estuaries will thus lose much of their carrying capacity. Desertification of grazing lands and marginal cultivated agricultural land would further threaten food security.

Another critical limiting factor is shortage of ocean and coastal fish stocks. This was seen in the early 1990s in dramatic form in the collapse of many of the world’s ocean fisheries, mainly due to irresponsible overfishing; but it was aggravated by changes in marine ecosystems accompanying the disappearance of coastal wetlands, disruption of river outflows by massive dams (e.g., the Aswan High Dam), pollution with chemicals, oil spills, and so on. Other factors were changes in ocean temperature and flow of currents such as El Niño, which affect marine ecology. Fish provide about 20–25% of human protein needs, considerably more in coastal-dwelling populations in South and Southeast Asia. It is not clear where replacement protein will come from.\textsuperscript{72}

Shortage of energy in industrializing nations such as India and China makes matters worse. Rising energy needs in these and other industrializing nations have led to greatly increased and often inefficient combustion of low-grade coal, which not only adds to the burden of greenhouse gases but causes considerable health-harming atmospheric pollution. Energy production and combustion have diverse impacts on health, ranging from chronic respiratory damage due to inhalation of smoke from cooking fires inside inadequately ventilated village huts in the developing world\textsuperscript{73} to the after-effects of the Chernobyl nuclear reactor disaster and ill-defined and poorly understood effects of living close to high-voltage electric power lines.\textsuperscript{74,75}

Over 50% of the world’s population now lives in urban centers. The deterioration of air quality in these centers presents an ongoing challenge to public health because the elderly, the frail, and the hypersensitive succumb if air quality deteriorates. Allergens or other triggering factors continue to increase as demonstrated by increasing rates of asthma globally. Under global warming, large urban centers will experience more inversions, and smog day advisories are expected to increase further. In the summer of 2005, for instance, there were more than double the previous average annual number of smog days in Toronto, Canada.

\section*{Species Extinction and Reduced Biodiversity

That there have been extinctions of whole populations and of specific species in the past is undisputed.\textsuperscript{76,77} As a result of human activity, unique animal and plant species are becoming extinct at an

\begin{table}[h]
\centering
\caption{Per Capita Water Availability (M\textsuperscript{3}/Year, Per Capita) in 2050}
\begin{tabular}{lccccc}
\hline
Country & 1990 & No Climate Change & GFDL & UKMO & MPI \\
\hline
Cyprus & 1280 & 770 & 470 & 180 & 1100 \\
El Salvador & 3670 & 1570 & 210 & 1710 & 1250 \\
Haiti & 1700 & 650 & 840 & 280 & 820 \\
Japan & 4430 & 4260 & 4720 & 4800 & 4480 \\
Kenya & 540 & 170 & 210 & 260 & 210 \\
Madagascar & 3330 & 710 & 610 & 480 & 730 \\
Mexico & 4270 & 2100 & 1740 & 1980 & 2010 \\
Peru & 1880 & 880 & 830 & 690 & 1020 \\
Poland & 1470 & 1200 & 1160 & 1150 & 1140 \\
Saudi Arabia & 310 & 80 & 60 & 30 & 140 \\
South Africa & 1320 & 540 & 500 & 150 & 330 \\
Spain & 2850 & 2680 & 970 & 1370 & 1660 \\
\hline
\end{tabular}
\footnote{Assumptions about population growth are from the IPCC IS92a scenario based on the World Bank (1991) projections; the climate data are from the IPCC WGII TSU climate scenarios (based on transient model runs of Geophysics Fluid Dynamics Laboratory [GFDL], Max-Planck Institute [MPI], and UK Meteorological Office [UKMO]). The results show that in all developing countries with a high rate of population growth, future “per capita” water availability will decrease independently of the assumed climate scenario.}
\end{table}
accelerating rate. Much discussion centers on the loss of species that might have great benefit for humans if they could be studied in detail and their properties exploited, for example, as anticancer agents. This view of species extinction is anthropocentric, a narrow view that considers only the possible direct benefits of biodiversity for humans. Subtle features of biodiversity matter more, especially the loss of genetic diversity.77

It may be very hazardous to proceed on our present course of increasing reliance on monocultures of high-yielding grain crops. Entire yields could be wiped out by an epidemic plant disease to which that strain is vulnerable; whereas if a genetically diverse grain crop is struck by plant disease, some strains at least are likely to survive.

We have long understood that widespread pesticide use on insects that damage crops killed large numbers of useful arthropod species such as bees and led to death or reproductive failure of many species of birds.78 Fat-soluble dioxins and PCBs that concentrate as they move through food chains have adverse effects on reproductive outcomes, for example, by causing lethal deformities, some of which might also occur in other vertebrates, including humans.

We have become increasingly aware of the interdependence among many diverse species that share an ecosystem. John Donne’s phrase, “No man is an island” applies to the myriad species that share the biosphere; when the bell tolls for amphibias whose eggs are killed by rising UVR flux, or for monarch butterflies that die when their winter habitat disappears, the bell tolls for us all. Destruction of natural ecosystems could have many harmful, even lethal, consequences for humans as well as for spotted owls.

► DESERTIFICATION

Conversion of marginal agricultural land into desert is a widespread problem. Land that was suitable for light grazing was inappropriately used in attempts to grow crops. Thin soil on mountain slopes that held native vegetation capable of resisting erosion in annual spring snowmelt was cleared and cultivated, leading to rapid erosion—the soil slid down steep mountain slopes leaving only bare rock on which nothing grows. Trees and shrubs have been stripped from arid zone savannah and from many mountain slopes to provide fuel wood, with the same result.79

Sometimes the climate has changed, as in parts of formerly tropical rain forests in Central and South America that have been cleared as grazing land for beef cattle or in attempts to grow soybeans, wheat, or rice. The hydrologic cycle from tropical rain forest to rivers and lakes to clouds that precipitate as heavy rain is disrupted when trees are cut. Within a decade or less, rainfall is reduced, and soil moisture levels decline precipitously.80 The Sahara Desert was at least partly covered with rain forest as recently as 5000 years ago; once the trees were cut, conversion to desert proceeded rapidly and has shown no signs of recovery. Similar processes are at work in other parts of the world; the consequence is declining potential to produce food. Formerly bountiful land that desertsifies might take from a few hundred to a few hundred-thousand years to become fertile again.

► ENVIRONMENTAL POLLUTION

Environmental pollution can be localized, regional, or global; all forms adversely affect human health and the integrity of the environment. Those that fall into the category of “global change” include major environmental disasters and catastrophes: the Chernobyl nuclear accident in the former Soviet Union;81 massive oil spills in maritime accidents involving super tankers (e.g., Torrey Canyon, Exxon Valdez); and insidious permeation of the entire biosphere by stable toxic chemicals that enter and are transmitted from one species to another through marine and terrestrial food chains. International conventions82 have been developed in an attempt to control pervasive chemical exposures, but some polluting countries, for economic reasons, have elected to continue business as usual, and have opted out of these conventions.

The collapse of the former Soviet Union and its satellites revealed gross environmental destruction that could take many centuries to be healed.83 This regional pollution has had adverse effects on health, such as occurrence of high levels of birth defects and severe respiratory damage.84

Some forms of chemical pollution are global in scope: PCBs, dioxins, DDT, fat-soluble chemicals, persistent organic pollutants, and endocrine disrupters that travel through food chains have permeated the entire world.85 Heavy metals, for example, lead and mercury, occur in trace amounts in emissions from ore processing and copper smelting plants (which may emit other toxic chemicals such as arsenic). These contaminants occur in trace amounts, but the total burden worldwide, falling on land and into the sea, amounts to millions of metric tons annually. These toxic chemicals all concentrate in food chains.

Lead and mercury concentration in corromnators’ feathers has been assayed in museum specimens prepared by taxidermists before the Industrial Revolution and compared to present-day levels; modern levels are up to 1,000–10,000 times greater than before the Industrial Revolution.86 Pregnant women who eat much fish risk causing mercury poisoning of their fetus.

► DEMOGRAPHIC CHANGE

Underlying all the above features of global change are several aspects of population dynamics. The most obvious is population growth, which since approximately the 1950s has accelerated in an unprecedented surge almost all over the world.87 After many millennia of stable world population in the hunter-gatherer era of human existence, the development of agriculture about 10,000 years ago led to the first surge in population growth and subsequently to a slow, but generally steady arithmetical increase in numbers of humans. Roughly coinciding with the Industrial Revolution and European colonization of the Americas and Oceania, the pattern of growth became approximately exponential about 200 years ago, leading to the sharp increase that has occurred in the last 100 years, which was followed by a hypergeometric population explosion that coincided with and was probably in part caused by the “green revolution” and greatly increased agricultural productivity after World War II. The reasons for the increase are complex and controversial. The efficacy of public health measures (e.g., environmental sanitation, vaccination) played a part, but ecological and behavioral causes, such as optimism about the future and earlier age at marriage, probably were more important. In the nineteenth and early twentieth centuries, agricultural development provided more food, and the population expanded to approach the available supply of food. Not all causes of the population explosion are well understood.88,89

As well as the surging increase in numbers, unprecedented movements of people have occurred since the late nineteenth century. Long-term migration has been very large, for example, an estimated 30–40 million people from Europe into the Americas and Australasia in the period from 1850 to 1910, and perhaps larger undocumented migrations within Asia, for example, of ethnic Chinese into many parts of Southeast Asia, over a longer period dating from some time in the last millennium.90 Seemingly perpetual wars and widespread political unrest have contributed to migrations, but the main factor has been economic: many who migrate have perceived that their opportunities for work and a good life would be better elsewhere than where they were born and raised.

Rapid urban and industrial growth is an important parallel socioeconomic phenomenon. The proportion of people living in cities exceeded 50% of total global population in 1998.91 In rich industrial nations, urban land shortage, real estate values, new building techniques, and personal preferences have led to an enormous growth in high-rise apartment dwellings. In developing nations, megacity shantytown slums with populations of 10 million or more have proliferated; these lack sanitary and other essential services and create an ideal breeding ground for disease and social unrest. This aspect of global change has far-reaching effects on health.
The movement of large numbers of people from rural to urban regions is attributable to industrialization, mechanization of agriculture, attraction of rural subsistence farmers and landless peasants to prospects for more lucrative work in cities, and in many parts of the world, flight from oppression by powerful rich landowners, banditry, or overt armed conflict.

We can regard these massive people movements as a biological process, a form of tropism that has attracted people toward places where they can grow and develop, and away from places where growth and development were inhibited. This perspective comes close to considering humans as a parasitic infestation of the biosphere, a harsh judgment, but one for which there is some empirical support.

Another form of movement with important health implications is short-term international air travel. International Air Transport Authority (IATA) statistics show present annual air travel between countries and continents to be 600–700 million persons; they travel on business or pleasure or for seasonal employment. Rapid air travel allows people who may be incubating communicable diseases to travel to destinations where large numbers of people may be susceptible to the pathogens introduced in this way.

EMERGING AND REEMERGING INFECTIONS

Another way in which the world has changed is in the emergence and reemergence of lethal infectious pathogens. The human immunodeficiency virus (HIV) pandemic is the most obvious; it is linked to a resurgence of two old plagues, tuberculosis and syphilis, which find fertile soil in immunocompromised hosts and often now are due to resistant strains of pathogens. These three diseases are endemic in sub-Saharan Africa and in megacity slums elsewhere in the developing world and in the counterpart of these slums in rich industrial nations, among the homeless, disenfranchised, urban underclass.

Other emerging infections are due to organisms such as Ebola virus, hantavirus, Borrelia burgdorferi (Lyme disease), and Legionella pneumophila (Legionnaires’ disease). Others are due to the expansion of old diseases, such as hemorrhagic dengue fever, into regions from which such diseases had been eliminated generations ago, only to return now because of the combination of climate change and the introduction of hardy vector species such as Aedes albopictus, among others.

OTHER RELEVANT CHANGES

Complex economic, social, industrial, and political factors accompany the above processes and contribute to the difficulty of finding solutions that work. Global economies have supplanted national and regional ones. Transnational corporations, owing allegiance to no nation and seemingly driven by the desire for a profitable balance sheet in the next quarterly report, move capital and production from places where obsolete plant and equipment, tough labor and environmental laws, and political systems may impede them, to countries without these restraining influences, thus maximizing short-term profits without accountability for potential harms to local ecologies and populations.

Political revolts against local and regional taxation have undermined public health and other essential services and their infrastructures in some rich industrial nations, including the United States. For many years there have been no new investments, little maintenance, no salary increases (sometimes reductions of pay and benefits), and serious staff reductions in many public health services.

Television “sound-bites” and fragmentary news reporting deprive busy people of information that is necessary to enable them to make intelligent decisions about such matters as public health services and environmental sustainability. Many people regard elected officials with contempt, which deters them from voting—a dangerous trend that has the potential for the political agenda to be captured by determined single-issue interests. All too frequently, those who are elected lack the political courage to make the tough decisions—such as raising taxes on fossil fuels—that the state of the world demands if the climatic trends are to be halted and ultimately reversed before irreversible harm is done.

PUBLIC HEALTH RESPONSES

Perhaps never before have public health workers and their services faced such challenges as they do now. Actions of several kinds are required (Table 52-4). Some obvious and simple measures can be initiated at once, for example, the protection of fair-skinned infants and children against excessive sun exposure. We need to establish or strengthen our surveillance of insect vectors and the pathogens they can carry. It also is essential to enhance preparedness to cope with public health consequences of disasters, including an

<table>
<thead>
<tr>
<th>TABLE 52-4. PUBLIC HEALTH RESPONSES TO GLOBAL CHANGE</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Monitoring</strong></td>
</tr>
<tr>
<td>Migrant, refugee movements</td>
</tr>
<tr>
<td>Food production, distribution</td>
</tr>
<tr>
<td>Acute sunburn</td>
</tr>
<tr>
<td>Heat-related illness</td>
</tr>
<tr>
<td><strong>Epidemiologic Surveillance</strong></td>
</tr>
<tr>
<td>Air quality</td>
</tr>
<tr>
<td>Water quality</td>
</tr>
<tr>
<td>Food safety and food security</td>
</tr>
<tr>
<td>Vectors, pathogens</td>
</tr>
<tr>
<td>Infectious diseases</td>
</tr>
<tr>
<td>Fecal-oral</td>
</tr>
<tr>
<td>Respiratory</td>
</tr>
<tr>
<td>Vector-borne</td>
</tr>
<tr>
<td>Cancer</td>
</tr>
<tr>
<td>Malignant melanoma</td>
</tr>
<tr>
<td>Nonmelanomatous skin cancer</td>
</tr>
<tr>
<td>Other cancers</td>
</tr>
<tr>
<td>Cataract</td>
</tr>
<tr>
<td><strong>Surveys</strong></td>
</tr>
<tr>
<td>Sun-seeking, sun-avoiding</td>
</tr>
<tr>
<td>Attitudes to sustainability</td>
</tr>
<tr>
<td>Values assessments over time</td>
</tr>
<tr>
<td><strong>Epidemiologic Studies</strong></td>
</tr>
<tr>
<td>Case-control, cohort studies to assess UV risk</td>
</tr>
<tr>
<td>Behavioral adaptation studies</td>
</tr>
<tr>
<td>Innovative study designs that are eco-region based</td>
</tr>
<tr>
<td>versus geo-political/administrative boundary based</td>
</tr>
<tr>
<td>RCTs of sunscreen ointments</td>
</tr>
<tr>
<td>RCTs of UV-filtering sunglasses</td>
</tr>
<tr>
<td><strong>Public Health Action</strong></td>
</tr>
<tr>
<td>Advisory messages about sun exposure</td>
</tr>
<tr>
<td>Standard-setting for protective clothing, etc.</td>
</tr>
<tr>
<td>Health education directed at behavior change</td>
</tr>
<tr>
<td>Health care of migrant groups</td>
</tr>
<tr>
<td>Disaster preparedness</td>
</tr>
<tr>
<td>Extreme weather advisories</td>
</tr>
<tr>
<td><strong>Public Health Policy</strong></td>
</tr>
<tr>
<td>National food and nutrition policies</td>
</tr>
<tr>
<td>Disaster relief and infrastructure policies</td>
</tr>
<tr>
<td>Research priorities</td>
</tr>
</tbody>
</table>

*RCT—Randomized Controlled Trials.*
increasing proportion that are weather related and associated with floods, hurricanes, droughts, or other extreme weather events; and we need to be prepared to cope with increasing numbers of environmental refugees. Needed research strategies are also summarized in Table 52-4.\textsuperscript{116}

Effective responses are hampered by many factors. The decay of infrastructures and erosion of morale, as dedicated staff are laid off and salaries frozen or cut, have inhibited meaningful efforts to prepare for any but immediate emergencies. Yet some obvious preparations to cope would cost little. Disaster planning must be maintained at a high level of preparedness; nothing is more certain than that there will be increasingly frequent, more severe, and less predictable weather emergencies. Large cities and towns on flood plains or in places where there can be tidal surges are increasingly vulnerable. Insurance companies have recognized this by reluctance to insure against some natural disasters. Some public health agencies and local government departments have disaster plans, but many do not. Swiss RE is one reinsurance company that in the early 1990s, while the fact of global warming was being denied by so many other corporate entities worldwide, recognized the fact through the simple reality of increases in insurance claims. They have since been staunch advocates for a more serious acceptance to this reality and of the need for political and social action to prepare for the severe consequences of more extreme weather events into the future.\textsuperscript{37} The insurance industry generally has been persuaded of the reality of climate change as a consequence of the great increase in claims in the past two decades.

There are many simple actions that public health services can carry out to mitigate the adverse effects of global change on human health. For instance, weather reports now often mention the level of UV radiation and offer advice about sun avoidance. In U.S. cities, for example, Chicago, prone to extreme summer heat, humidity, and severe smog, public health authorities have plans to evacuate the most vulnerable people to air-conditioned shopping malls, and the like when heatwaves occur.

\section*{GROUNDS FOR OPTIMISM}

Faced with the array of problems outlined above, it would be easy to admit defeat. But there are grounds for optimism about our predicament.\textsuperscript{37} Humans are robust, a very hardy species: we have demonstrated considerable ability to adapt to a wide range of harsh environments. We are resourceful, intelligent, and often at our best in a crisis. We are now, perhaps, entering the greatest crisis we have ever faced. Its insidious onset has lulled us into complacency, if we think at all about the nature of the global changes that endanger us. There is also an element of denial, akin to the reluctance of a cancer patient to accept the seriousness of the condition, or the risk-taking adolescent to whom death or permanent disability due to dangerous behavior is unimaginable.

Epidemiology and other public health sciences can do much to induce greater recognition of the need for changes in values and behavior. Precedents in the history of public health since the second half of the nineteenth century\textsuperscript{115} are encouraging. The field of eco-epidemiology has begun to examine ways of measuring the effect, if any, of ecological declines on population health as one way of informing policy.\textsuperscript{119,120} As with any new scientific path, however, the challenges are great to obtain the needed data to conduct meaningful analyses. Recommendations for future research have been offered,\textsuperscript{18} but great political will is needed to effect the recommended changes in data availability for the conduct of eco-epidemiology in this area. The necessary sequence for control of any public health problem is awareness that the problem exists, understanding what causes it, the capability to control it, a sense of values that the problem matters, and political will.\textsuperscript{121} All but the last of these exist now. We have the basic science evidence that enables us to predict what is likely to happen. Empirical evidence to support the predictions is rapidly mounting and soon will comprise an incontrovertible body of knowledge and understanding that even the most obtuse self-interested group will be unable to deny or rebut. One example of global concerted action was seen in September 2000, at the United Nations (UN) Millennium Summit, where it was pledged that by 2015, all 191 UN member states would meet all eight of the Millennium Development Goals (MDGs) (http://www.un.org/millenniumgoals/) (see Box 52-2).

Increasing numbers of important interest groups, such as the reinsurance industry and leaders in some resource-based industries are recognizing the need for action. Increasing numbers of thoughtful people are aware of the need to conserve resources rather than squander them wantonly as we did in the 1950s and 1960s with “disposable” products. A few more dramatic disasters consequent to the collapse or major disruption of established weather systems would help to galvanize public opinion and lead to pressure for change that even the most complacent political leaders would be unable to ignore.

Environmental protection laws and regulations have been strengthened in many countries and in the European Union, and in the United States these laws and regulations remained substantially intact until recently when the administration weakened or revoked several important safeguards. This suggests that the change of values required as a necessary prerequisite for action to mitigate global change is already beginning. It will undoubtedly help if the health impacts of global change are given greater attention in the media. Public health workers and epidemiologists can contribute by emphasizing the health effects of global change, and actions needed to minimize their impact. (See Box 52-3.)

\section*{ENVIRONMENTAL ETHICS AND THE PRECAUTIONARY PRINCIPLE}

The change of values that we believe is already under way is leading to recognition of the need to observe a code of conduct for the environment, an ethic of environmental sustainability. Environmental movements are gathering strength in many countries and “Green” parties are seen increasingly as “respectable” and in the mainstream of politics. They are beginning to influence the political agenda despite pressure from powerful industrial and commercial interest groups that have long been able to achieve their ends by controlling political decisions. The pressure often comes first from grass-root levels, perhaps because of a proposal to establish a toxic waste dump or a polluting industry; but its origins may matter less than its increasingly successful efforts to influence the outcome. Examples such as these make for hopeful reading in Suzuki and Dressel, 2002.

Another hopeful sign is recognition of the Precautionary Principle in policy formulation: when there is doubt about the possible environmental harm that may arise from an industrial or commercial development, a nuclear power station, an oil refinery, an open-cut coal mine, or other environmentally damaging activities, people and communities who will be most affected are increasingly often given the benefit of the doubt, because of the Precautionary Principle.\textsuperscript{32,13} A few years ago, this almost never happened. Now it is commonplace, especially in the European Union and, to a lesser

\begin{table}[h]
\begin{center}
\textbf{BOX 52-2. MILLENNIUM DEVELOPMENT GOALS}
\end{center}
\begin{tabular}{|l|}
\hline
Health, poverty, and conservation \\
1. Eradicate extreme poverty and hunger \\
2. Achieve universal primary education \\
3. Promote gender equality and empower women \\
4. Reduce child mortality \\
5. Improve maternal health \\
6. Combat HIV/AIDS, malaria, and other diseases \\
7. Ensure environmental sustainability \\
8. Develop a global partnership for development \\
\hline
\end{tabular}
\end{table}
extent, in Canada. The principle is not widely embraced in the United States.

It is promising that Western culture is beginning to show interest in the value of “Traditional Knowledge” and/or “Indigenous Knowledge” that had provided a foundational guide for aboriginal population survival over millennia. The operating principle among some of these indigenous cultures is that of “The Seventh Generation.” Under this principle, the consequences of present day decisions that could impact the environment are considered for their potential consequences seven generations hence. Any action that could negatively impact seven generations hence is not taken (http://www.iisd.org/pdf/seventh_gen.pdf; also: http://www.ecology.info/seventh-generation.htm. Accessed on May 1, 2007).

Finally, and also promising, is the fact that health and environment are being encouraged to communicate, both in government agencies, and in curricula on sustainability and health in university training programs. Educating young people to appreciate the complexities of the link between health and environment and to move them from linear and reductionist to systems and transdisciplinary approaches to problem solving are to be encouraged. Transdisciplinarity is the philosophical concept of scholarly inquiry that ignores conventional boundaries among ways of thinking about and solving problems. It is based on recognition of the inherent complexity of many problems confronting humans and has evolved into a conceptual framework that embraces and seeks to mobilize all pertinent scientific and scholarly disciplines: physical, biological, social and behavioral sciences, ethics, moral philosophy, communication sciences, economics, politics, and the humanities. Many problems in public health require an inherently transdisciplinary approach. The social, demographic, and human health problems associated with global environmental change demand the greatest degree of transdisciplinarity. This is the antonym of reductionism.

BOX 52-3. THE EARTH CHARTER
MARCH 2000

PREAMBLE
Earth, Our Home
The Global Situation
The Challenges Ahead
Universal Responsibility

PRINCIPLES

I. RESPECT AND CARE FOR THE COMMUNITY OF LIFE
1. Respect Earth and life in all its diversity.
2. Care for the community of life with understanding, compassion, and love.
3. Build democratic societies that are just, participatory, sustainable, and peaceful.
4. Secure Earth’s bounty and beauty for present and future generations.

In order to fulfill these four broad commitments, it is necessary to:

II. ECOLOGICAL INTEGRITY
5. Protect and restore the integrity of Earth’s ecological systems, with special concern for biological diversity and the natural processes that sustain life.
6. Prevent harm as the best method of environmental protection and, when knowledge is limited, apply a precautionary approach.
7. Adopt patterns of production, consumption, and reproduction that safeguard Earth’s regenerative capacities, human rights, and community well-being.
8. Advance the study of ecological sustainability and promote the open exchange and wide application of the knowledge acquired.

III. SOCIAL AND ECONOMIC JUSTICE
9. Eradicate poverty as an ethical, social, and environmental imperative.
10. Ensure that economic activities and institutions at all levels promote human development in an equitable and sustainable manner.
11. Affirm gender equality and equity as prerequisites to sustainable development and ensure universal access to education, health care, and economic opportunity.
12. Uphold the right of all, without discrimination, to a natural and social environment supportive of human dignity, bodily health, and spiritual well-being, with special attention to the rights of indigenous peoples and minorities.

IV. DEMOCRACY, NONVIOLENCE, AND PEACE
13. Strengthen democratic institutions at all levels, and provide transparency and accountability in governance, inclusive participation in decision making, and access to justice.
14. Integrate into formal education and life-long learning the knowledge, values, and skills needed for a sustainable way of life.
15. Treat all living beings with respect and consideration.
16. Promote a culture of tolerance, nonviolence, and peace.

THE WAY FORWARD
MITIGATION OPTIONS

The 1995\textsuperscript{12} and 2001\textsuperscript{13} IPCC Reports discuss several mitigation options: energy-efficient industrial processes and means of transportation; reduction of human settlement emissions; sound agricultural conservation and rehabilitation policies; forest management policies and strategies, and so on. The Framework Convention on Climate Change that was adopted by most national leaders early in 1996 spells out ways in which industries that contribute heavily to greenhouse gas accumulation can and must change. These changes are not without cost, although experience has often demonstrated that conserving energy, like all other conservation measures, is cost-effective. An obvious change that would benefit all who share Earth is introduction of deterrent taxes that would discourage use of private cars for all but truly essential purposes. Political leaders everywhere are reluctant to enact this unpopular measure and are equally reluctant to spend large capital sums on new or upgraded public transport systems in an era when reducing taxes is what got many of them elected in the first place. This is unlikely to change until a climatic emergency or other environmental crisis forces large numbers to come to their senses and realize that the time for action rather than rhetoric has arrived. Public health workers should be preparing to take the initiative in the event of climatic emergencies or environmental crises and should have cogent arguments ready to state the case for action toward environmental sustainability.

Our situation resembles that depicted by the clock on the cover of the \textit{Bulletin of the Atomic Scientists}, with hands pointing to a few minutes before midnight. The analogy is a calendar from which all but a few days near the end of the year have been torn. The need for action is urgent.

The Ecohealth program initiative at the Canadian International Development Research Centre (IDRC)\textsuperscript{132} introduced in 2005 the inaugural issue of Health Environment: Global Links Newsletter (www.idrc.ca/ecohealth). This four-language, biannual publication is being produced to meet a need for information and knowledge exchange globally. The purpose of the newsletter is to sustain momentum in building with the emerging global Community of Practice on health and environment. The newsletter is sponsored by IDRC, but is intended as forum for the emerging global community of scientists and development practitioners working on health and environment linkages http://www.idrc.ca/uploads/user-S/11231750 941HealthEnvironment_Newsletter-English.pdf.

ADDENDUM

Since this chapter went into production, there have been several important reports on climate change. As attention to this particular concern grows, many more reports can be expected. The amount of literature in this field is escalating, and much can be found through Google searches.

Of particular note, one influential and more recent report emerged from Britain where the government had commissioned a report by the economist Nicholas Stern, formerly of the World Bank, on the costs of action versus inaction on climate change. Stern calculated that the long-term economic cost of continuing with a “business as usual” strategy ultimately would be as much as 20% of annual GNP because of the very high cost of dealing with increasingly frequent and severe climatic extremes. In contrast, Stern calculated that the cost of action to mitigate climate change and to adapt to inevitable change would be about 1–2% of annual GNP, if action were to begin immediately. Member nations of the European Union appear to be taking the Stern Report seriously and are acting on it; the United States and Canada, as of mid-2007, do not.

In February 2007, the first of several reports from the Fourth Assessment by the Intergovernmental Panel on Climate Change (IPCC) was released. This report deals with the increasingly strong scientific evidence that climate change is occurring and is, to a considerable extent, the result of human activity, especially the combustion of carbon-based fuels which add to the burden of carbon dioxide in the atmosphere. Further IPCC reports are expected throughout 2007, addressing impacts and adaptation to climate change.
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Behavioral Factors Affecting Health
Scientists from the Department of Health and Human Services, after reviewing causes of death in the United States, concluded that about half of all deaths could be attributed to a limited number of largely preventable behaviors and exposures. These scientists estimated external (nongenetic) modifiable causes of mortality for the year 2000 and concluded that tobacco, poor diet and physical inactivity, alcohol consumption, microbial agents, toxic agents, motor vehicle related fatality, firearms, sexual behavior, and illicit drug use accounted for half of all deaths. This led Mokdad et al. to argue for increased efforts toward prevention in our health care and public health systems.

Responding to these disease threats, several agenda-setting documents have been produced to guide the reduction of disease risk through the modification of health behavior. Healthy People 2010 is perhaps the most critical document of this type and defines a set of comprehensive disease prevention and health-promotion objectives for the United States to be achieved by the year 2010. Healthy People 2010 was designed to realize two overarching goals including (a) increase quality and years of healthy life and (b) eliminate health disparities. Healthy People 2010 has selected a set of 10 “leading health indicators” that will be used to measure the health of the nation over the coming years and that reflect major health concerns facing the United States in the first 10 years of the twenty-first century. These leading indicators include physical activity, overweight and obesity, tobacco use, substance abuse, responsible sexual behavior, mental health, injury and violence, environmental quality, immunization, and access to health care.

Health behavior research often occurs within two broad categories. First, investigators continuously work toward a better understanding of the factors that explain and predict behavior. A better understanding of these determinants will provide guidance for the development of interventions that have a reasonable chance of producing changes in behavior. Therefore, basic research on the determinants of health behavior will ultimately improve health promotion interventions. The second broad category involves the development of intervention strategies, usually targeting changes in behavior, with the goal of modifying health behavior as well as physiological risk factors and ultimately morbidity and mortality.

This chapter will describe several intervention approaches as well as frequently utilized theories in health behavior research. We will also provide guidance to resources that may help with the development and evaluation of effective theory-based interventions.

### THEORIES OF BEHAVIOR CHANGE

#### Rationale for the use of theory

Theories are used in health behavior research in a number of ways. First, theory is used to identify variables that explain and predict behavior and as a result, guide studies conducted to provide empirical evidence on postulated determinants of behavior. Second, theories are used to guide the design of interventions. The selection of variables to target for intervention and the development of specific messages within interventions are both guided by theory. Below we describe a series of theories commonly used in health behavior research and recommend further reading on the utility and use of theory in health promotion and disease prevention.

**Health Belief Model**

The Health Belief Model is one of the oldest and most widely used theoretical models of health behavior. It was created in 1958 by researchers at the U.S. Public Health Service in an attempt to understand why many people failed to take advantage of the free tuberculosis screenings. The general assumption of the model is that people will perform health-promoting behaviors if they believe that these behaviors will reduce either their susceptibility to the condition or the severity of the condition, and if they believe that the benefits of performing the behavior outweigh the barriers to performance. For example, the model predicts that people will be more likely to obtain screening tests for a disease if (a) they believe that they personally are at risk for the disease; (b) they believe that the disease would seriously compromise their quality of life; (c) they believe that the screening test can really detect the disease, and that early detection would lead to better outcomes; (d) they believe that they are not blocked from obtaining the screening by financial, schedule, transportation, or other concerns; and (e) something reminds them to obtain the screening.

The model has five main components. *Perceived susceptibility* is the individual’s estimate of the probability of getting the disease. *Perceived severity* is the individual’s perception of how severe the health and social consequences of the disease would be. *Perceived benefits* are the positive consequences that the individual believes will occur as a result of performing the health behavior. *Perceived barriers* are factors that make it difficult for the individual to perform the health behavior. *Cues to action* are objects or events that remind the individual about the health
behavior, such as billboards, TV news stories, or hearing that a friend or a celebrity has the disease. It is important to note that the susceptibility, severity, benefits, and barriers all refer to the individual’s perceptions, which may or may not be accurate. For example, people may underestimate their probability of getting a specific disease or underestimate the severity of the disease, and they may overestimate the barriers preventing them from performing a health-promoting behavior.

The Health Belief Model has been applied to numerous other screening behaviors such as mammography and HIV testing, as well as other health-related behaviors such as condom use and physical activity. In its original conceptualization, the Health Belief Model is best suited to predict one-time performance of a single health-related action, such as a tuberculosis test. It does not address the issues inherent in long-term maintenance of behavior change. To make the model more appropriate for predicting long-term lifestyle change, it was revised in 1988 to include the construct of self-efficacy, or the person’s confidence in his ability to adopt healthy behaviors or discontinue unhealthy behaviors. With the addition of self-efficacy to the model, the model’s authors acknowledged that even if people feel personally susceptible to a disease, understand the severity of the disease, and are convinced that long-term behavior change will improve their prognosis, they will undertake long-term behavior change only if they believe that they have the ability to accomplish the long-term behavior change successfully.

The focus of the Health Belief Model is on the individual’s perception of susceptibility to and severity of the disease, and perception of the relative benefits and barriers of the preventive behavior. Therefore, the goal of interventions is to alter the individual’s unrealistic perceptions. For example, if a heterosexual woman believes that she is not at risk for HIV because she thinks it is a disease of gay men, the goal of counseling would be to inform her of the actual risk of contracting HIV among women who practice risky sexual or injection drug use behaviors. If she believes that HIV is not a severe health problem because some people claim to have been “cured,” the goal of counseling would be to inform her that HIV currently cannot be cured, and that people living with HIV have a compromised quality of life. If she does not believe that HIV testing has benefits, the goal of counseling would be to inform her that early detection and prompt treatment can greatly improve the health and quality of life of people with HIV. If she believes that there are too many barriers to being tested for HIV (e.g., money, no convenient place to be tested, concerns about confidentiality), the goal of counseling would be to help her brainstorm ways to overcome these barriers (e.g., free, anonymous testing services).

Social Cognitive Theory

Social cognitive theory (SCT) is a comprehensive theory of behavior that has been used to explain a wide range of human behaviors including health behaviors. SCT is one of the most widely used theories for the development of behavioral interventions. SCT assumes that characteristics of the environment, the person, and the behavior itself influence one another in a process referred to as reciprocal determinism. The environment is typically defined as variables that are external to the individual and include the physical environment (e.g., urban design, presence of fast food establishments) and social environment (influence of family and friends, media role models). Personal characteristics include variables internal to the individual including various attitudes and beliefs. The theory supposes that if one of the three factors changes (environment, person, behavior), it is likely to produce changes in the other two factors. For example, a person may have a network of friends who are all sedentary. In this case, meeting and getting to know a new friend (environmental factor) who is physically active may lead to the adoption of new activities that involve more physical activity such as going for walks or trying a team sport (behavior) and this change in behavior may lead to a positive change in attitudes toward exercise (personal factors). Embedded within each of these larger factors (environment, person, behavior) are a set of more specific variables. Intervention programs are typically designed to influence one or more of these specific variables. In health behavior research, intervention developers are usually attempting to influence environmental variables, or more commonly, personal variables as a means of modifying behavior. Personal factors include behavioral capability, defined as the essential knowledge and motor skills needed to engage in a specific behavior. Outcome expectations and expectancies are the results we anticipate when a behavior is enacted and the value we attach to that outcome. For example, if a person believes that a dietary change to include less fat will make them feel less sluggish, this might be seen as a positive outcome of that behavior change. Outcomes expectancies can be both positive and negative. Goal setting and self-monitoring comprise components of self-control within the theory. That is, people frequently set goals and monitor their progress toward those goals. This is a naturally occurring process but can also be utilized by health promotion researchers by designing programs that help people set realistic yet challenging goals for health behavior change, and providing them with tools for monitoring that progress. Observational learning involves learning skills and values related to health behaviors from observing models. This is frequently used by intervention designers to help individuals learn key skills for behavior change such as the selection of healthier foods in a restaurant or the refusal of tobacco products by adolescents. Perceived self-efficacy is the confidence a person feels in their ability to engage in a behavior. Perceived self-efficacy is usually thought of in the context of the barriers that a person must overcome to perform a behavior. Self-efficacy is higher when few barriers limit an individual’s ability to perform a behavior. Finally, SCT describes a role for the influence of emotional arousal in shaping behavior.

SCT provides strong guidance in the development of interventions by identifying variables that can form the basis of intervention activities. In addition, many of the variables described in SCT (e.g., perceived self-efficacy, outcome expectancies) have been related to a diverse set of health behaviors, boosting our confidence in the use of the model to guide intervention design.

Self Determination Theory

Self determination theory (SDT) asserts that people have three basic psychological needs: competence (feeling effective), relatedness (feeling connected to others), and autonomy (perception of self as source of one’s own behavior). These needs are assumed to hold across age, gender, and culture, although the means to satisfy these needs may differ across various groups. Social, contextual, or environmental factors may either support or thwart these basic needs. The SDT conceives of self-determination as a continuum (from nonself-determined to self-determined). Levels of self-determination coincide with types of motivation (from amotivation to intrinsic motivation) and regulatory styles (Fig. 53-1).

<table>
<thead>
<tr>
<th>Type of motivation</th>
<th>Amotivation</th>
<th>Extrinsic motivation</th>
<th>Intrinsic motivation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Type of regulation</td>
<td>Nonregulation</td>
<td>External regulation</td>
<td>Introjected regulation</td>
</tr>
<tr>
<td>Quality of behavior</td>
<td>Non-selfdetermined</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 53-1. Regulatory styles and intrinsic motivation. (Source: Adapted from Deci & Ryan, 2002.)
Cognitive evaluation theory (CET) explains effects of contextual events (such as rewards, deadlines, praise) on intrinsic motivation, behavior, and experience. The CET is most useful for studying behavior for which people exhibit some interest or motivation.

Organismic integration theory (OIT) examines how to transform externally regulated behaviors to self-regulated behaviors and addresses the concept of internalization especially with respect to the development of extrinsic motivation. The continuum of self-determination (Fig. 53-2) is part of the OIT. Amotivation is a lack of intention to act. In external regulation, the motivation is to obtain rewards, avoid punishment, and satisfy external demands. In introjected regulation, behavior is performed to avoid guilt or shame, or to enhance feelings of self-worth. In identified regulation, behavior (or the outcomes of that behavior) is accepted as personally important. In integrated regulation, behavior is completely in line with personal values, goals, and needs but still done to achieve personally important outcomes. In intrinsic regulation, behavior is carried out purely for inherent interest and enjoyment.

Causality orientations theory (COT) describes how people incorporate social influences into their motivational styles—i.e., whether they do things to please themselves (autonomously oriented), or because they think they “should” (controlled orientation) or without any particular intention (impersonal orientation).

Basic needs theory says that people have three basic needs (as discussed in the main text). According to this mini-theory, there will be a positive relationship between goal attainment and well-being if it satisfies a basic psychological need.

Intrinsic motivation is considered the optimal state of autonomy and challenge, and is associated with feelings of satisfaction, enjoyment, competence, and a desire to persist. According to the SDT, the closer a behavior is to intrinsic motivation on the self-determination continuum (Fig. 53-1), the more likely people will be to participate in that behavior. At present, SDT is made up of four mini-theories that build on these core theoretical concepts (see Fig. 53-2).

The SDT is a relatively new theory; however several interventions, including interventions to reduce cardiac risk, improve diet, and enhance physical activity are underway. One study trained physicians to support autonomy in a practice-based smoking cessation intervention. Physicians employed an autonomy-supportive style in a brief intervention with half of the nicotine-dependent subjects, and a controlling style with the other half. Results showed that subjects in the autonomy-supportive MI condition were significantly more autonomously motivated to quit were more likely to have quit smoking continuously over a 30-month period.

Transtheoretical Model (Stages of Change)

James Prochaska and Carlo DiClemente originally developed the transtheoretical model (TTM) in order to integrate the principles of behavioral change from the major psychotherapy and behavior change theories. The model was based on observations that people appear to go through similar stages of change no matter what kind of intervention they undergo. The TTM has two basic dimensions: stages of change and processes of change. Stages of change refers to an orderly sequence of changes through which people pass. According to the TTM, people progress through six stages of change (see Fig. 53-3) in the process of changing any health-related behavior. Some people move more quickly than others do, but the order is assumed and no stage is skipped. Processes of change refer to different techniques or intervention approaches that help people to progress through stages of change in order to achieve the desired behavioral changes. The TTM has identified 10 processes of change (see Fig. 53-4). The TTM indicates which processes of change will be most effective at each stage. Matching the stage of change in which the client finds herself with the
applicable processes of change facilitates movement through the stages of change to achieve intervention goals. The construct of decisional balance was developed to describe the stage-related process of weighing the pros and cons of any health-related behavior. Decisonal balance changes as people move through the stages of change. For instance, during precontemplation the perceived benefits of smoking outweigh the perceived risks. As the smoker progresses into the action and maintenance stages, the perceptions of the negative consequences of smoking overtake the positive. Finally, Self-Efficacy is the confidence people gain as they progress thorough the stages that they can cope with temptations that might cause them to relapse into their unhealthy habits. This construct was added from Bandura's self-efficacy theory. Temptation is the intensity of the urge to engage in habitual behavior. Three factors cause temptation: emotional distress or negative affect, craving, and positive social situations.

TTM has been used in a number of interventions to change an array of behaviors including smoking, diet, exercise, delinquent behaviors, and condom use. Most often, TTM is used to classify subjects according to readiness to change the targeted behavior (stages of change). Intervention materials and activities appropriate for the individual’s readiness to change are then delivered. The materials and activities deemed appropriate for a given stage of readiness to change are determined from the processes of change described by the framers of the TTM. For instance, a British study used the TTM to recruit and classify subjects into a smoking cessation program. Data from a baseline questionnaire were used to categorize intervention subjects according to stages of change for smoking cessation. Subjects received a personalized letter describing their stage of change and a packet tailored to that stage. This process was repeated three times over six months, with subjects being reclassified according to new questionnaire data at each pass.

### Theory of Reasoned Action/Theory of Planned Behavior

The theory of reasoned action and the theory of planned behavior were created to explain and predict a wide variety of human behaviors (see Fig. 53-5). Subsequently, the theories have been applied specifically to health-risk and health-protective behaviors. According to the theory of reasoned action, before people perform a behavior, they go through a decision-making process that leads to the formation of an intention to perform the behavior. The decision-making process involves making two types of judgments. The first type of judgment is the attitude toward the behavior, or the person’s perceptions of the pros and cons of performing the behavior. Attitudes toward the behavior consist of beliefs about the expected outcomes of the behavior and the importance of these outcomes to the individual. To form an attitude toward a behavior, a person will mentally list all the positive consequences that are likely to occur as a result of performing the behavior (e.g., for exercising, these might be weight loss, enjoyment, lowered

<table>
<thead>
<tr>
<th>Matching stages</th>
<th>Ten Processes of change</th>
</tr>
</thead>
<tbody>
<tr>
<td>Precontemplation &amp; contemplation</td>
<td>1. Consciousness raising concerns feeling increased awareness about the risky behavior. It involves the causes, consequences, and cures for the behavior. Interventions that utilize confrontations, feedbacks, and interpretations may aid in this process.</td>
</tr>
<tr>
<td>Contemplation &amp; preparation</td>
<td>2. Dramatic relief concerns increased emotions and subsequent reduced feelings after the appropriate action is taken. Personal testimonies, role-playing, and media campaigns may aid in this process.</td>
</tr>
<tr>
<td>Preparation &amp; action</td>
<td>3. Environmental reevaluation concerns the cognitive and affective assessments of how the presence or absence of the problem behavior affects the person’s social reevaluation concerns the affective and cognitive assessments of self-image with and without the risky behavior. Healthy role models and imagery may aid in this process.</td>
</tr>
<tr>
<td>Maintenance</td>
<td>4. Self-reevaluation concerns the increase in social networking and support opportunities for people isolated by their behavior change. This is very important in marginalized and depressed people in order to maintain the behavior change. Empowerment procedures and advocacy can be especially useful in health promotion interventions with impoverished or minority populations.</td>
</tr>
<tr>
<td>Behavioral processes of change</td>
<td>5. Self-liberation involves the belief that people can change their behavior and the commitment and recommitment to act. Public testimonies and New Years’ resolutions may aid in this process.</td>
</tr>
</tbody>
</table>

![Table: Processes of change (matched to stages of change).](image-url)
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Figure 53-5. The theories of reasoned action and planned behavior.

Blood pressure, increased cardiovascular endurance, etc.) and all the negative consequences that are likely to occur as a result of performing the behavior (e.g., soreness, lack of time to do other tasks, tiredness). The person will then consider the importance of each expected outcome (e.g., perhaps weight loss is extremely important to the person, but feeling sore does not bother the person much). A mental summary of all the perceived positive and negative consequences, and the importance of each, becomes the person’s attitude toward the behavior.

The second type of judgment is the person’s subjective perception of the social norms surrounding the behavior. Social norms are the person’s beliefs about what other people think the person should do. For example, if a middle-aged woman has many friends and family members who exercise, she may perceive that her social network members would want her to exercise too. If she has few friends and family members who exercise, she may perceive that her social network members would not be supportive of her efforts to exercise.

Each person’s social network consists of multiple individuals, including family members, friends, coworkers, neighbors, acquaintances, co-workers of other organizations, etc. The opinions of some of these individuals are very important to the person, whereas the opinions of others are not as important. When thinking about social norms, the person will decide whose opinions really matter. For example, the middle-aged woman may be very concerned about whether her husband and children are supportive of her decision to exercise, but she may not care whether or not her neighbors approve. She will form her judgment about the social norms based on her perception of how her husband and children, whose opinions are important to her, would react to her decision to exercise.

The theory of reasoned action makes the assumption that intentions to perform a behavior will lead to performance of the behavior (i.e., the person who has an intention to exercise will in fact exercise). However, there are many situations in which intentions do not predict behavior. For example, a lack of time, transportation, childcare, money, facilities, etc., could prevent the person from exercising. Similarly, a person may intend to obtain regular health screening tests but money, facilities, etc., could prevent the person from exercising. Sim-
need to be supportive, (b) instructors must be properly trained, (c) the curriculum needs to be appropriate (developmentally, culturally, behaviorally) for the target group, and (d) the curriculum chosen should be known to be effective unless it is being delivered as part of an intervention study.

Identifying scientifically rigorous and effective curricula can be difficult. Some curricula are well-known and well-liked, but have not actually been proven to produce behavior change. Organizations, such as the Substance Abuse and Mental Health Services Administration (SAMHSA), offer listings of programs that have reviewed by expert panels and chosen as model programs. Model programs are defined as “well-implemented, well-evaluated programs, meaning they have been reviewed . . . according to rigorous standards of research.” In 1996, the Center for the Study and Prevention of Violence (CSPV) at the University of Colorado at Boulder, with funding from the Centers for Disease Control and Prevention and several other agencies, designed and launched a national initiative to identify what they have named “Blueprint model programs.” These programs meet a strict scientific standard of program effectiveness in reducing adolescent violent crime, aggression, delinquency, and substance abuse. Currently, more than 600 programs have been reviewed but only 11 have been deemed blueprint model programs by an expert panel. An example of a highly effective Blueprint model program is Project Toward No Tobacco Use (TNT), developed by Steve Sussman. Project TNT is a school-based intervention using a comprehensive, classroom-based curriculum designed to prevent or reduce tobacco use in youth between the ages of 5th and 10th grade. This program includes life/social-skills training, peer-resistance education, classroom-based skills development, and media education to counter alcohol and tobacco advertising. The effectiveness of Project TNT has been demonstrated in randomized controlled trials.

To date, no organization has developed a system reviewing and recognizing model programs for physical activity and nutrition although the Guide to Community Preventive Services has reviewed various approaches to the modification of physical activity. An example of an effective intervention to reduce obesity in children is Gortmaker’s Planet Health. Planet Health is a school-based interdisciplinary curriculum focused on improving the health and well-being of 6th—8th grade students while building and reinforcing skills in language, arts, math, science, social studies, and physical education. Through classroom and physical education activities, Planet Health aimed to increase activity, improve dietary quality, and decrease inactivity, with a particular focus on decreased TV viewing. The intervention and curriculum were based on the social cognitive theory (discussed later) and the behavioral choice theory. Planet Health reduced television viewing among both girls and boys, increased fruit and vegetable consumption in girls, and lowered body mass index (BMI) in girls.

Print Communications

Several types of print communications are used to produce behavior change and include generic, tailored, and targeted communications. General-audience print communications provide uniform health information to the broadest possible audience. Tailored print communications adapt health education messages to the characteristics, needs, and interests of individuals. Targeted interventions provide information that is adapted for the characteristics of a particular audience based on age, gender, ethnicity, or other factors but do not provide information unique to the individual reader. Tailored and targeted communications typically use theoretical models of health behavior in their design. In one tailored intervention to increase mammography in Latina women used a large-scale population-based survey in Latina women to understand their screening behavior, knowledge, and attitudes about cancer, as well as their reading levels and other preferences. This information was used to develop a brightly colored booklet including testimonials from Latinas, based on the aggregate characteristics of this population, which was sent to all participants in the intervention.

Tailored interventions are often, although not always, more effective than generic nontailored interventions at producing changes in attitudes and behavior. Although more effective in many cases, tailored interventions are more costly requiring prescreening to identify levels on the selected tailoring variables, time to incorporate the tailored messages into print communications, and when larger samples are being used, an computerized “expert-system” is needed to review the tailoring algorithm and assign tailored messages. Tailoring can be costly and when delivered to large populations, may not always be practical. Print communications are often more effective when combined with other intervention strategies. One study found that meeting with a health advisor along with receiving tailored print communications was more effective than receiving the printed tailored materials alone.

Targeted Electronic Media

A number of communication strategies have been developed to extend patient contact beyond the face-to-face clinical encounter. Telephone contacts by a nurse of other health care provider have been used for some time to enhance contact and intervention effectiveness in disease management and clinical care. Recently efforts have been made to automate telephone contacts for disease management and prevention with positive results. Email strategies, internet approaches, palm pilots, and other electronic strategies have also been used in greater frequency in recent years. Integrated systems have been developed that utilize multiple electronic sources of communication and provide an opportunity for target individuals to provide test results to health care providers as well as patients receiving targeted or tailored feedback from health care providers and health educators.

Electronic approaches allow repeated and more frequent contact, without the need for transportation to central health care provider locations, thereby enhancing compliance with treatment regimens and producing greater change in other behaviors of interest (e.g., smoking cessation, physical activity). In addition, these approaches take advantage of rapidly evolving electronic technology to provide new and potentially effective intervention strategies, are more possible under capitated systems of health care than under fee-for-service systems, and complement a trend toward the active involvement of patients in partnering with their health care providers.

Evidence has been provided for the acceptance and use of these procedures by target populations and for the efficacy of the approaches to modify behavior related to diabetes self-management and depression. These approaches are still relatively new and research is needed to develop improved intervention strategies, followed by widespread dissemination of those that are most effective. The dissemination of effective strategies is dependent on a number of factors clearly described by Glasgow and his colleagues. These applications must be reliable and user-friendly for clinicians and for the patients or other targets of the intervention. In addition, they must make primary care practices more efficient and allow clinicians to allocate time spent on behavioral counseling to other critical primary care responsibilities. Finally, Glasgow notes that to achieve widespread adoption, electronic intervention strategies must be cost neutral to practices. In sum, targeted electronic media hold promise for extending the availability of disease self-management and prevention intervention through clinical care settings.

Mass Media

Mass media is an important tool for health promotion and includes radio, television, and other media reaching a wide heterogeneous audience. Exposure to mass media messages can inform the public about
the importance of various health issues and give them a framework for thinking about these issues. Mass media messages can affect people’s attitudes and behavior by providing information and by influencing their emotions. The effectiveness of a particular message depends on numerous factors: the characteristics of the message (e.g., the information that the message conveys about the disease or health behavior); the source (e.g., the credibility and likeability of the spokesperson); the channel (e.g., television, radio, magazines, billboard, internet); and the receiver (e.g., the characteristics of the people viewing or hearing the message, including their demographic characteristics, health status, and awareness of health issues). For a mass media message to change people’s behavior, people must notice the message, pay attention to it, understand it, remember it, retrieve the information from memory at the appropriate time, and use the information conveyed to select new behaviors. The advantage of mass media is that it can reach a large number of people quickly. The disadvantage is that it is difficult to create messages that are relevant and memorable to all members of the target population. The statewide antismoking media campaign in California is an example of a mass media intervention for health promotion. This long running, highly publicized statewide campaign disseminates antismoking messages through various communication channels, including television, radio, print media, and billboards. The campaign’s ads vary in intended target audience (e.g., adolescents, adult smokers, specific ethnic groups) and in the tobacco-related issue addressed (e.g., preventing youth access to tobacco, encouraging smokers to call a quit-line, portraying the tobacco industry as manipulative). The statewide media campaign has reached the vast majority of California youth and adults and has maintained its high visibility for over 10 years.

Policy
Policy change is another important tool for health promotion. New policies cause people to alter their behavior almost immediately, regardless of whether or not they have been convinced of the necessity of changing their behavior. For example, when communities implement restaurant smoking bans, the restaurant owners immediately prohibit smoking in their establishments (or risk paying a fine), and their patrons refrain from smoking (or risk being asked to leave the restaurant). In this way, nonsmokers in the restaurant are immediately protected from exposure to secondhand smoke, even before the smoking patrons and restaurant owners have changed their attitudes about smoking in restaurants. Over time, the public observes the lack of smoking in restaurants, and smoking in restaurants becomes viewed as an unacceptable behavior. In the long-term, this may encourage smokers to quit or reduce their smoking so that they can dine comfortably in nonsmoking restaurants. In the short term, the policy protects restaurant staff and other customers from exposure to secondhand smoke. Policies can be set at localized levels (e.g., by specific communities, institutions, or buildings) or at higher levels (e.g., county, state, or federal governments). When policies are set at local levels, it is often easier to identify and address the specific concerns of the people who will be affected by the policy, to obtain their support for the policy, and to implement and enforce the policy. However, local-level policies affect smaller numbers of people. When policies are set at higher levels, they affect larger numbers of people, but they may be perceived as less personally relevant, and large bureaucracies may be needed to implement and enforce them. The advantage of policy interventions is that they can produce behavior change quickly, even before people’s attitudes are changed. The disadvantages of policy interventions are that they may be viewed as draconian, and they require consistent enforcement to be effective.

Built Environment
Health behavior researchers have recently given more emphasis to the built environment as a predictor and strategy to change health behavior. The built environment usually includes not only the physical structure of the cities, towns, and rural settings in which we live but can also include legal- and policy-level determinants of behavior. Intervention strategies that include the built environment have substantial potential to impact an entire population, rather than just select individuals. Supportive built environments can also support individual-level behavior change. For example, making more fresh fruits and vegetables available in the home, at work, and in convenience stores may help some who have recently decided to change their diet eat more fruits and vegetables. Environmental and policy approaches can continue to influence behavior over time without requiring continued and active intervention by public health professionals. For example, building neighborhoods with sidewalks and safe street crossings will increase the frequency of walking even if a health-promotion program is never delivered to people who live in those neighborhoods. Environmental and policy interventions have had success in tobacco control through programs such as taxation and bans on indoor smoking. In physical activity, simple interventions such as posting signage to encourage people to use stairs have been effective. In addition, urban design that fosters physical activity has been a focus of great interest for addressing the ongoing epidemic of obesity as well as increasing quality of life.

The number of intervention strategies that have directly manipulated an environment are limited due to lack of a full understanding of the influences of environment on behavior and to the relatively high cost and long timeframe of producing changes in the built environment. The development of theories of environmental influence and of intervention strategies using the environment are emerging areas of research. Physicians and other professionals should be aware of the important role that various elements of the built environment may play on the formation of health behaviors, risk for disease, and their use in the formulation of solutions to ongoing health-related problems. Although relevant to most health behaviors, the role of the built environment on the ongoing epidemic of obesity is of particular interest. Health professionals ideally will be available to influence public policy toward the creation of built environments that are more conducive to physical activity.

### INTERVENTION DEVELOPMENT AND EVALUATION

#### Design of Behavioral Interventions

The design of behavioral interventions involves a series of decisions at numerous levels including selection of the target behavior (e.g., helmet use, use of condoms) and target population (e.g., adults or children), the theory to use in design of the intervention, the setting where participants will be identified (e.g., schools, worksites, clinics, churches) and intervention activities delivered, the assembling of staff to design, deliver and evaluate the intervention, and finally the design of the intervention components and the development of specific intervention activities and communications. Describing a comprehensive strategy for the design, delivery, and evaluation of a behavioral intervention falls beyond the scope of this chapter. However, we will guide the reader toward source materials for the development and evaluation of a behavioral intervention.

#### Sources of Information for Intervention Planning

Behavioral intervention is guided by theory and by prior research on approaches that have been effective. Various approaches to intervention development have been described in the literature and we recommend consultation of these texts for assistance. A sample of these texts include the intervention planning approach by Green and Kreuter, intervention mapping by Bartholomew and colleagues, and approaches to intervention development for youth by Perry and Sussman. Additional texts can be found providing illustrations of effective ideas and programs. When encountering a text, we recommend reviewing materials that use intervention-design approaches that are theory-driven,
meaning approaches that recommend intervention based on a behavioral theory that has been empirically tested to be associated with behavior. The development of behavioral interventions often includes art as well as science. The participation of an experienced intervention researcher can be invaluable. Some elements of intervention development can be translated across target populations and health behaviors; however, the most effective advice will likely be provided by an expert who has worked with the behaviors of primary interest to you (e.g., smoking cessation, injury prevention, obesity treatment) and in the setting in which you plan to deliver intervention activities (e.g., schools, clinics, worksites). In addition, skilled media professionals will be needed for the development of most interventions including graphic designers, professional writers or curriculum developers, and video producers to name a few.

Sources of information on effective interventions

Several sources of information are available on behavioral intervention approaches that have been demonstrated to work. The Guide to Community Preventive Services (Guide) has identified approaches to behavior change and risk reduction that work. The Guide was developed by the U.S. Department of Health and Human Services to provide guidance on approaches to prevention for a diverse set of health behaviors and disease threats. The Guide reviews community intervention approaches and evaluates the evidence rating whether each approach has been demonstrated to be effective or has insufficient evidence indicating effectiveness. The Guide provides an excellent resource to those selecting or designing an intervention for disease prevention and health promotion. The Guide also refers Healthy People 2010 objectives addressed by the intervention approaches reviewed. Recommendations provided by the Guide to Community Preventive Services are provided in book form, through journal articles including summaries of reviews and recommendations in the Morbidity and Mortality Weekly Report and detailed information on each review in the American Journal of Preventive Medicine, and through a website that provides the most up-to-date information on Community Guide activities, reviews and recommendations (www.thecommunityguide.org). Guidance for chronic disease intervention can be found in the text, Promising Practices in Chronic Disease Prevention and Control: A Public Health Framework for Action.

A number of additional web-based resources are available describing interventions within particular content areas. The Centers for Disease Control and Prevention (CDC) and the National Cancer Institute (NCI) maintain registries of programs that have been evaluated for efficacy, and recommendations in the American Journal of Preventive Medicine, the Morbidity and Mortality Weekly Report, and through a website that provides the most up-to-date information on Community Guide activities, reviews and recommendations (www.thecommunityguide.org). Guidance for chronic disease intervention can be found in the text, Promising Practices in Chronic Disease Prevention and Control: A Public Health Framework for Action.

### Table 53-1. WEB-BASED RESOURCES FOR INTERVENTION SELECTION AND DESIGN

<table>
<thead>
<tr>
<th>Title</th>
<th>Agency</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>Registries of programs effective in reducing youth risk behaviors</td>
<td>Centers for Disease Control and Prevention (CDC) National Center for Chronic Disease Prevention and Health Promotion (NCCDPHP)</td>
<td><a href="http://www.cdc.gov/HealthyYouth/partners/registries.htm">www.cdc.gov/HealthyYouth/partners/registries.htm</a></td>
</tr>
<tr>
<td>School health guidelines and strategies</td>
<td>NCCDPHP</td>
<td><a href="http://www.cdc.gov/HealthyYouth/publications/Guidelines.htm">www.cdc.gov/HealthyYouth/publications/Guidelines.htm</a></td>
</tr>
<tr>
<td>Overweight and obesity state programs</td>
<td>NCCDPHP</td>
<td><a href="http://www.cdc.gov/nccdphp/dnpa/obesity/state_programs/index.htm">http://www.cdc.gov/nccdphp/dnpa/obesity/state_programs/index.htm</a></td>
</tr>
<tr>
<td>Programs in brief source</td>
<td>CDC</td>
<td><a href="http://www.cdc.gov/programs/default.htm">http://www.cdc.gov/programs/default.htm</a></td>
</tr>
<tr>
<td>Tobacco information and prevention</td>
<td>NCCDPHP</td>
<td><a href="http://www.cdc.gov/tobacco/index.htm">http://www.cdc.gov/tobacco/index.htm</a></td>
</tr>
<tr>
<td>Coordinated school health programs</td>
<td>NCCDPHP</td>
<td><a href="http://www.cdc.gov/healthyyouth/CSHP/index.htm">www.cdc.gov/healthyyouth/CSHP/index.htm</a></td>
</tr>
<tr>
<td>Healthy youth! Nutrition Making it happen school nutrition success stories</td>
<td>NCCDPHP</td>
<td><a href="http://www.cdc.gov/healthyyouth/nutrition/Making-It-Happen/index.htm">www.cdc.gov/healthyyouth/nutrition/Making-It-Happen/index.htm</a></td>
</tr>
<tr>
<td>Research-tested intervention programs</td>
<td>National Cancer Institute</td>
<td><a href="http://dccps.nci.nih.gov/rtips/index.asp">http://dccps.nci.nih.gov/rtips/index.asp</a></td>
</tr>
</tbody>
</table>

Sources of information for evaluation of interventions

We highly recommend the evaluation of new interventions, old interventions that have not been carefully studied for efficacy, and previously evaluated interventions that have been adapted for a new population or setting. Although resource constraints may preclude the use of a rigorous evaluation, when it can be developed and used, evaluation provides guidance on the effectiveness of a program, whether it should be used in the future, and how it can be adapted to increase its effectiveness. We suggest the reader consult a strong text in evaluation including those by Rossi, Shadish, and Valente. Evaluation expertise can also be found through faculty in academic settings, and in consulting firms with a particular emphasis on educational or behavioral research. Finally, a number of web-based resources are available. Examples include the CDC Evaluation Working Group (www.cdc.gov/eval), the Handbook for Evaluating HIV Education (www.cdc.gov/healthyyouth/publications/hiv_handbook/index.htm), and the Introduction to Program Evaluation for Comprehensive Tobacco Control Programs (www.cdc.gov/tobacco/evaluation_manual/ch5.html).
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In a sense the tobacco industry may be thought of as being a specialized, highly ritualized, and stylized segment of the pharmaceutical industry. Tobacco products uniquely contain and deliver nicotine, a potent drug with a variety of physiological effects.

*Claude E. Teague, Jr., R.J. Reynolds, Federal Register Vol 60 (155), 1995.*

Think of the cigarette pack as a storage container for a day’s supply of nicotine... Think of the cigarette as a dispenser for a dose unit of nicotine... Think of a puff of smoke as the vehicle of nicotine... Smoke is beyond question the most optimized dispensor of smoke.


Realistically if our Company is to survive and prosper, over the long term, we must get our share of the youth market... Thus we need new brands designed to be particularly attractive to the young smoker... Product image factors (a) should emphasize participation, togetherness, and membership in a group, one of the group’s primary values being individuality. (b) Should be strongly perceived as a mechanism for relieving stress, tension, awkwardness, boredom, and the like. (c) Should be associated with doing one’s own thing to be adventurous, different, adult, or whatever else is individually valued. (d) Should be perceived as some sort of new experience, something arousing some curiosity, and some challenge. (e) Must become the proprietary “in” thing of the “young” group.


The custom of smoking dried tobacco leaves spread from America to the rest of the world after European colonization began in the sixteenth century. Given that smoking harms nearly every organ of the body1 coupled with its addictive properties and widespread use, it is a dangerous psychoactive drug. Its effects are soothing and tranquilizing, yet there is also a stimulant action. Physiological and psychological dependence occur, and there are severe withdrawal symptoms and a craving for tobacco that make this among the most refractory of addictions.

People start to use tobacco for several reasons. Many start for social reasons and many young people perceive tobacco use as an attribute of maturity. Nicotine is the psychoactive compound in tobacco. The nicotine is absorbed quickly and reaches the brain within seconds.2 Pharmacological factors interact with stimuli in the social environment (social reinforcers) so that after many thousands of repetitions of inhaling tobacco fumes or inserting tobacco into the mouth, tobacco use becomes firmly entrenched as a part of the tobacco-user’s life. Tolerance, the need for increasing amounts to achieve the same physiological response, develops to some but not all effects of nicotine. Many tobacco users who abruptly quit experience a withdrawal syndrome of irritability, aggressiveness, hostility, depression, and difficulty in concentrating. These symptoms may last several days or even weeks and are accompanied by electroencephalographic changes; cravings for cigarettes may persist long after cessation and be stimulated by exposure to the social reinforcers previously associated with tobacco use. Many tobacco users relapse, often with days of the quit attempt.3

**TOLL OF SMOKING**

**Excess Mortality**

Cigarette smoking has been identified as the leading cause of preventable morbidity and premature death.4,5 Up to two out of three lifelong smokers will die of a smoking-related disease.6 The estimated annual excess mortality from cigarette smoking in the United States is about 440,000. If current patterns of smoking persist, an estimated five million U.S. persons aged from 1 to 17 years in 1995 will die prematurely from smoking-related diseases.3 Because of its importance as a cause of morbidity and mortality in the United States, the prevalence of cigarette smoking is one of the conditions designated as reportable by states to the Centers for Disease Control and Prevention (CDC). Cigarette smoking is the first instance of a behavior, rather than a disease or illness, considered to be nationally reportable.10

Coronary heart disease (CHD), multiple cancers, and various respiratory diseases account for the majority of excess mortality related to cigarette smoking.6 Of the 480,000 deaths from ischemic heart disease in 2003, an estimated 80,300 (17%) were attributable to smoking. Furthermore, 156,000 (28%) of the 556,000 cancer deaths were attributable to smoking. Lung cancer caused 158,000 deaths in 2003 (28% of all cancers), and 79% of these deaths were attributed to smoking.11 Other cancers caused by smoking are those of the oral cavity, pharynx, larynx, esophagus, pancreas, bladder, kidney, cervix, stomach, and acute myeloid leukemia.1,2 Chronic obstructive pulmonary diseases (COPD), such as chronic bronchitis and emphysema, account annually for another 93,000 smoking-related deaths.5 Smokers average a 16-fold increased risk of acquiring lung cancer, a 12-fold increased risk of acquiring COPD, and a 2-fold increased risk of having a myocardial infarction (MI), compared to nonsmokers.12 Men and women who smoke lose 12.9 and 12.4 years of life, respectively.13 Historical gender differences in smoking prevalence are responsible for at least part of the gender difference in life expectancy in the United States.
It is estimated that 8.6 million people in the United States are living with a serious illness caused by smoking—thus, for each person who dies from a smoking-related disease, 20 are living with a smoking-attributable illness. About 10% of all current and former adult smokers have a smoking-attributable chronic disease. Of these, 59% are living with chronic bronchitis and emphysema, and another 19% have had a heart attack. Also, although nonsmokers live longer, smokers live more years with disability (2.5 years for men and 1.9 years for women).

The good news is that smoking cessation has major and immediate health benefits. For persons who quit by age 30, life expectancy is essentially the same as a nonsmoker (Fig. 54-1). Even quitting late in life confers significant health benefits. Adults who quit at age 65–70 can expect to increase their life expectancy by 2–3 years.

**Economic Costs**

The annual economic toll of smoking can be divided into direct and indirect costs. Smoking-attributable healthcare expenditures totaled $75 billion in 1998. From 1997 to 2001, the average annual cost from lost earnings as a result of smoking-related deaths was $92 billion. In 1995–1999, the economic costs translated into an annual cost per smoker of approximately $3,391 or $7.18 per pack of cigarettes sold. In addition, pregnant smokers account for a sizable economic burden on the medical care system: medical expenditures associated with smoking during pregnancy were estimated to be $366 million in 1996, or $704 per maternal smoker.

Most studies have looked solely at the societal costs of smoking (health care and productivity, Medicare and Medicaid, etc.). A recent study estimated the cost of cigarettes, not only to society, but also to the individual smoker and his/her family, and found that smoking costs a woman $106,000 and a man $220,000 over a lifetime, or nearly $40 per pack of cigarettes consumed. Part of the cost of smoking is due to cigarette-caused fires, although this is not included in the calculations cited above. In the United States, fires caused by smoking were the leading cause of fire death, resulting in 760 fatalities in 2003. These fires injured 1,520 people and direct property damage associated with smoking-related fires exceeded $481 million in 2003.

**CARDIOVASCULAR DISEASE**

**Coronary Heart Disease**

CHD is the leading cause of excess death and disability in the United States. In 2003, 896,000 (38%) of the 2,333,000 deaths in the United States among persons aged 35 years and older were due to diseases of the cardiovascular system and 17% were attributed to smoking. Of cardiovascular deaths, 480,000 were due to ischemic heart disease. In 2003, smoking was estimated to cause 39% and 34%, respectively, of ischemic heart disease deaths of men and women less than 65 years of age, with 14% and 10% being the corresponding percentages for men and women 65 years of age and older.

In early investigations, cigarette smoking was observed to be associated with CHD. On the basis of this observation, cohort studies examined the nature and degree of CHD risk attributable to smoking. These studies revealed a higher incidence of myocardial infarction (MI) and death from CHD in cigarette smokers than in nonsmokers. Studies demonstrated similar findings, whether in the United States, Canada, the United Kingdom, Scandinavia, or Japan. In an American Cancer Society prospective study (Cancer Prevention Study II) (ACS CPS-II) with 1.2 million participants, smokers had CHD mortality approximately 85% higher than nonsmokers. Similarly, the 40-year follow-up of the British Physicians’ Study reported a doubling of risk for heavy smokers. The 1989 and 1990 Surgeon General’s reports provided a summary of studies that estimated both the risk of CHD from smoking and the decrease in risk with smoking cessation.
cessation. The 1990 report concluded that, on the basis of both cohort and case-control studies, “cigarette smoking is firmly established as an important cause of coronary heart disease, arteriosclerotic peripheral disease, and stroke. Eliminating smoking presents an opportunity for bringing about a major reduction in the occurrence of CHD, the leading cause of death in the United States.”16 The 2004 Surgeon General’s report reviewed studies published through 2002 and reaffirmed the conclusion that smoking causes CHD. The risk of death from CHD and cardiovascular disease increases directly with usual daily cigarette consumption.1,16 Even among past smokers, risk of death due to CHD and cardiovascular disease was associated with previous usual daily cigarette consumption.16

Although most early investigations of the smoking-related risk of CHD used male subjects, multiple prospective studies indicate that smoking also causes CHD among women.1,12,18 The ACS CPS-II indicated relative risks of CHD of 3.0 among female smokers aged 35–64 years and 1.6 among female smokers aged 65 years and older.12 The Nurses Health Study, which examined a cohort of 121,000 women, indicated a relative risk among current smokers of 4.13 for fatal CHD, 3.88 for nonfatal MI, and 3.93 for CHD overall. The risk increased with the number of cigarettes smoked per day: the adjusted relative risk was 1.55 for former smokers, 3.12 for women smoking 1–14 cigarettes per day, and 5.48 for women smoking 15 or more cigarettes per day, compared with lifetime nonsmokers.27,29

Smokers have a higher death rate from CHD at all ages. However, since the incidence of CHD increases sharply with age for both smokers and nonsmokers, the relative risk for smoking-related CHD peaks for men at age 40–44 years and for women at age 45–49 years.30,31 The percentage of CHD deaths attributable to smoking is 84% for men aged 40–44 years and 26% for men aged 75–79 years. The smoking attributable percentage of CHD deaths is 85% for women aged 45–49 years and 23% for women aged 80 years and older.12

Results from cohort studies clearly demonstrate that the risk of death from CHD is increased by early smoking initiation, number of cigarettes smoked per day, and depth of smoke inhalation. For example, data from the Nurses Health Study show that, although the risk of CHD is increased for all smokers regardless of age of smoking initiation, the risk is higher for women who started smoking before age 15. After adjustment for potential confounders, including number of cigarettes smoked daily, the relative risk of CHD for those starting to smoke before age 15 was 9.2. Among former smokers, women who started smoking before age 15 were also at highest risk for CHD, but this finding was based on a small number of cases.32

Smoking in combination with other CHD risk factors appears to have a synergistic effect on CHD mortality. For example, in the Pooling project, the 10-year incidence of first major coronary event was 54 per 1000 for smokers, 92–103 per 1000 for smokers with one other risk factor (hypertension or hypercholesterolemia), and 189 per 1000 for persons with all three risk factors.33 Diabetes also confers an increased risk of CHD that is further elevated if a person smokes.34,35 In studies of women using high-dose oral contraceptives, increased cardiovascular risk was reported among women who smoke.29,36 It is unclear if this risk occurs with the newer low-dose pills. Some studies suggest this risk does not occur with these second-generation pills.37 while other studies suggest that among heavy smokers, there is an increased risk.38,39 Another study suggested that third generation pills might increase inflammatory markers of CHD.40

The 2004 Surgeon General’s report concluded that, because of its prevalence, smoking is a major cause of CHD, particularly at younger ages. The report also noted that smoking is associated with sudden cardiac death of all types. Smokers had a relative risk of 2.5 compared with nonsmokers and men had a higher relative risk than women. A substantial proportion of the population’s burden of CHD could be avoided with smoking prevention and cessation.1 Products with lower yields of tar and nicotine as measured by a smoking machine have not been found to reduce CHD risk substantially. Additionally, by causing CHD and MI, smoking may contribute to the development of congestive heart failure, an increasingly frequent and disabling disease with a poor prognosis.1

Data from cohort studies show that pipe and cigarette smokers generally have a lower risk of a major coronary event and subsequent CHD than do cigarette smokers. The risk of CHD-related death for pipe and cigarette smokers is in the range of 1.01–1.37 compared to nonsmokers, with deeper smoke inhalation increasing the risk.37,42 For example, in the Cancer Prevention Study I, CHD risk was 1.23 for those who reported “slight” inhalation and 1.37 for those reporting “inhalation to deep” inhalation.42 The COPD-Related CVD Heart Study found no difference in risk for first MI among pipe, cigar/cheroot, or cigarette smokers,43 but a Swedish study reported that pipe smokers and cigarette smokers had similar risk of death from ischemic heart disease; this finding was attributed to the similar proportion of inhalers among pipe and cigarette smokers.44 A more recent cohort study found elevated risk of CVD events (RR = 1.69) and cardiovascular mortality in pipe and pipe smokers.45 The National Cancer Institute concluded that heavy cigar smokers and those who inhale deeply are at increased risk for coronary heart disease.46 Pipe and cigarette smokers who are former cigarette smokers tend to inhale the smoke and to have much higher venous blood carboxyhemoglobin levels than those who have never smoked cigarettes, and they are at higher risk for CHD.47,48

Smokeless tobacco use causes acute cardiovascular effects similar to those caused by cigarette smoking, such as increased heart rate and blood pressure levels. Blood pressure is affected by the high sodium content of smokeless tobacco as well as the nicotine and licorice (which causes sodium retention).46 A large population-based study in Sweden found that smokeless tobacco users were more likely to have hypertension.47 In addition, some (but not all) studies of the effect of smokeless tobacco on lipids have shown a higher risk of hypercholesterolemia, lower high-density lipoprotein levels, and higher triglyceride levels.48 This study also showed an elevated risk of diabetes in smokeless tobacco users.46 A large Swedish cohort study found that smokeless tobacco users were 1.4 times more likely to die of cardiovascular disease than nonusers,49,50 and an analysis of both CPS I and CPS II reported that both cohorts showed increased death from CHD for smokeless users.51 Two case-control studies have not found an increased risk.52,53

The positive effect of smoking cessation on both primary and secondary prevention of CHD has been extensively studied and validated. The 1990 Surgeon General’s report evaluated this research and concluded that compared with continued smoking, cessation substantially reduces the risk of CHD among men and women of all ages.16 Subsequent cohort studies have supported these conclusions.54 The excess risk of CHD is reduced by about half after 1 year of abstinence and then declines gradually. After 15 years of abstinence, the risk of CHD is similar to the risk in those who have never smoked. Among persons with diagnosed CHD, smoking cessation markedly reduces the risk of recurrent MI and cardiovascular death. In many studies, this reduction has been 50% or more.55

Peripheral Vascular Disease

The strongest risk factor predisposing persons to atherosclerotic peripheral arterial occlusive disease is cigarette smoking.56,57,58 which has been shown to be directly related to lower extremity atherosclerotic disease of both large and small arteries.12,18 Intermittent claudication is more frequent among smokers than nonsmokers.59 Smoking prevalence is high among victims of aortoiliac (98%) and femoropopliteal (91%) disease.59

The 2004 Surgeon General’s report concluded that smoking causes subclinical atherosclerosis.1 The Ankle Arm Index or AA1, (the systolic blood pressure of the ankle divided by the systolic blood pressure of the arm) is a strong predictor of peripheral artery disease as well as coronary and cerebrovascular disease.59,60 A consistent association exists between cigarette smoking and AA1 in diverse populations.1 These new findings on the relationship between
smoking and subclinical disease demonstrate the potential for preventing more advanced and clinically symptomatic disease through cessation. Limited studies of smokeless tobacco use have not demonstrated a high incidence of peripheral vascular disease in users, and an elevated risk of peripheral vascular disease is not evident in cigar or pipe smokers. 61 Studies show a lower risk of peripheral arterial occlusive disease among former smokers than among current smokers. A recent cohort study found that current smoking was associated with a 50% increase in the progression of atherosclerosis over 3 years, and past smoking was associated with a 25% increase, when compared with never smokers. 62 There is a consistent reduction in complications of peripheral vascular disease and improved performance and overall survival among patients who quit smoking. 26 Smoking cessation also significantly reduces the risk of peripheral arterial occlusive disease for persons with diabetes, though some of the adverse effects may be cumulative and irreversible. 62, 63 An autopsy study of atherosclerotic plaques in smokers found that the complexity and extent of plaque in the abdominal aorta increased with the number of cigarettes smoked. 54, 60 Multiple cross-sectional and cohort studies have shown that smokers have a higher abdominal aortic aneurysm mortality rate than nonsmokers. 1 The 2004 Surgeon General’s report concluded that smoking causes abdominal aortic aneurysm and is one of the few avoidable causes of this frequently fatal disease. 1 Several studies have also shown an increased risk of aortic aneurysm among pipe and cigar smokers, 22 24 and an autopsy study indicated that men who smoked cigars, pipes, or both had more complex patterns of atherosclerotic plaques than men who had never smoked cigars or pipes regularly. 46 Five cohort studies that analyzed the risk of death due to aortic aneurysm for current, former, and never smokers found that among men, risk among former smokers is 2–3 times higher than that among never smokers and about 50% lower among former smokers than current smokers. Patterns are similar for women. 46

Cerebrovascular Disease
Both ischemic and hemorrhagic cerebrovascular diseases are major causes of death in the United States. Although stroke deaths have declined substantially during the past two decades, ischemic and hemorrhagic strokes accounted for approximately 158,000 (6%) of deaths in the United States in 2003. 24 Each year there are more than 500,000 new and 200,000 recurrent strokes. 40 The risk of stroke increases with age. Smoking has been well demonstrated as a major cause of stroke. 1, 12 26 The 2004 Surgeon General’s report noted that only hypertension is as consistently related to stroke risk as smoking. Smoking increases both the incidence and mortality from stroke. 1, 17, 68 A meta-analysis of 32 case-control and cohort studies found that the risk of cerebral infarction was 1.9, the risk for cerebral hemorrhage was 0.7, and the risk of subarachnoid hemorrhage was 2.9 among current smokers compared with never smokers; a positive dose-response relationship between number of cigarettes smoked and relative risk for stroke was also noted. 1, 68 One study estimated that for persons younger than 65 years of age, smoking was responsible for 51% of cerebrovascular disease in men and 55% in women. 12 Smoking is also related to subclinical markers of cerebrovascular disease (white matter disease and subclinical infarcts). 1 At least two cohort studies found that pipe and cigar smoking were associated with an increased risk (RR = 1.62) of stroke events. 50, 57 Switching from cigarettes to a pipe or cigar has little effect on reducing stroke risk. 26 Analysis of CPS I and CPS II showed that in both cohorts, smokeless tobacco users had increased mortality from stroke. 54 Female smokers who use high-dose oral contraceptives are reported to be at increased risk of stroke. 25 It has been suggested that the low-dose oral contraceptives used today might not confer the risk observed for the early high-dose formulations. 54 Compared with continued smoking, cessation reduces the risk of both ischemic stroke and subarachnoid hemorrhage. After smoking cessation, the risk of stroke returns to the level of never smokers within 5 years in some studies, though in others, not until up to 15 years of abstinence. 10

Mechanisms of Cardiovascular Disease

Development Related to Smoking
Atherosclerosis is characterized by the deposition of lipid in the inner layers of the arteries, by fibrosis, and by thickening of the arterial wall. Atherosclerotic plaques develop over time, slowly progressing from early lipid deposition (fatty streaks) to more advanced raised fibrous lesions that decrease the arterial lumen, and finally to the lesions that are associated with clinical events. The process of plaque destabilization is thought to be associated with inflammatory changes and thrombotic events that obstruct the blood flow and result in clinical manifestations of disease, such as MI or stroke. 1

The highly regulated physiologic interface between blood and arterial wall components is strongly and adversely affected by the toxic products from cigarette smoke that are added to the bloodstream. 1 The smoking-related development of CHD includes at least five interrelated processes: atherosclerosis, thrombosis, coronary artery spasm, cardiac arrhythmias, and reduced oxygen-carrying capacity of the blood. The exact components of cigarette smoke that cause these changes are not known.

Endothelial Injury or Dysfunction
Data from animal studies suggest that nicotine causes endothelial damage, and data from humans indicate that smoking increases the number of damaged endothelial cells and the endothelial cell count in circulating blood. 1 Cigarette smoke exposure in dogs resulted in increased endothelial permeability to fibrinogen. 23 Young and middle-aged smokers without disease had a significant reduction in endothelium-dependent vasodilatation compared with nonsmokers. 26 Smoking also appears to stimulate smooth muscle cell proliferation and to increase the adherence of platelets to arterial endothelium. Animal studies have demonstrated that exposure of rat endothelium to blood from a person who had recently smoked two cigarettes resulted in the deposition of a large number of platelets on the endothelial surface. 1

Thrombosis/Fibrinolysis
Smoking may also increase thrombus formation. Fibrinogen levels are elevated in smokers, as is platelet-fibrinogen binding and other clotting abnormalities that tend to promote thrombus formation. 27 Plaques from smokers more frequently have thrombosis along the walls of the arteries than plaques from nonsmokers. 28 Smoking also increases tissue factor (a glycoprotein that initiates the extrinsic clotting cascade) expression. 29 The prothrombotic effect of smoking is thought to be the main underlying factor that links smoking to sudden cardiac death. 28

Inflammation
Current ideas about the pathogenesis of atherosclerosis increasingly emphasize a central role for inflammation. 1 Smoking induces a systemic inflammatory response, as demonstrated by increases in inflammatory markers such as the blood leukocyte count. 30 Smoking is also associated with elevated C-reactive protein levels, another measure of inflammatory activity. C-reactive protein level is associated with risk of CHD, stroke, and peripheral artery disease. 52, 63

Lipids/Lipid Metabolism
A substantial body of evidence has demonstrated an association between smoking and adverse lipid profiles. 1 Smokers have decreased levels of high-density lipoprotein (HDL), higher concentrations of total low-density lipoprotein (LDL) and very low-density lipoprotein (VLDL) cholesterol compared with nonsmokers. 10, 16, 57 A population-based cohort study showed decreasing HDL in persons...
who started to smoke and increasing HDL levels in persons who had stopped smoking. Smoking may also promote lipid peroxidation, thought to be a key element in the development of atherosclerosis.

Increased Oxygen Demand

Cigarette smoking increases myocardial oxygen demand by increasing peripheral resistance, blood pressure, and heart rate (probably attributable to nicotine). In addition, the capacity of the blood to deliver oxygen is reduced by increased carboxyhemoglobin, greater viscosity, and coronary vascular resistance due to vasoconstrictor effects on the coronary arteries. Reduced oxygen-carrying capacity may contribute to infarction in the presence of significant atherosclerotic narrowing of the vessels. Coronary artery spasm can cause acute myocardial ischemia and may promote thrombus formation. Arrhythmias can precipitate heart attacks and can increase the case fatality rate of MI; smoking has been shown to lower the threshold for ventricular fibrillation.

Mechanisms of Peripheral Vascular and Cerebrovascular Disease Development

The strong association between smoking and peripheral vascular disease is likely mediated by the mechanisms that promote atherosclerosis as described earlier. The peripheral vasoconstrictive effects of smoking probably also play an important role. The association of smoking with ischemic stroke is likely mediated by the mechanisms that promote atherosclerosis and thrombus formation. Cigarette smoking appears to increase the risk of stroke by decreasing cerebral blood flow. In smokers with other risk factors for stroke, cerebral blood flow is reduced in an additive manner compared with that in nonsmokers with similar risk factors. The mechanism for the strong relationship between smoking and subarachnoid hemorrhage is currently unknown.

CANCER

Lung Cancer

In the United States, carcinoma of the lung is the leading cancer cause of death for both men and women. Lung cancer replaced breast cancer as the leading cause of cancer death among both white and black American women in 1987. Lung cancer mortality rates, as measured by ACS CPS-I from 1959 to 1965 and ACS CPS-II from 1982 to 1988, increased over this period from 26 to 155 per 100,000 women and from 187 to 341 per 100,000 men. The number of lung cancer deaths in the United States rose sharply, from 18,300 in 1950 to 61,800 in 1969, to an estimated 160,400 in 2007. An estimated 89,510 men and 70,880 women will die of lung cancer in 2007. In 2003, lung cancer accounted for 28% of cancer deaths and 6% of all deaths in the United States. Of all lung cancer deaths, 79% are directly attributable to smoking. Among malignant lung tumors, 90% belong to four major cell types: squamous cell, oat cell, large cell, and adenocarcinoma, which are commonly designated bronchogenic carcinoma. Smoking induces all four major histologic types of lung cancer. Initially, squamous cell carcinoma was seen most often in smokers, followed by small cell carcinoma. However, since the late 1970s, adenocarcinoma has been increasing, and is now the most common histologic type. It has been suggested that the increasing incidence of adenocarcinoma may be related to the switch to low-tar, filtered cigarettes, which may allow increased puff volume with increased deposition of smoke in the peripheral airways. Low tar cigarettes also have increased tobacco-specific nitrosamine (a carcinogen shown to induce adenocarcinoma) levels.

Lung cancer has a propensity to metastasize early and widely. Five-year survival in lung cancer patients is 15%. The survival rate is 49% for localized disease, but only 16% of lung cancer is diagnosed at this early stage. The survival rate from lung cancer has increased only slightly in the past 20 years.

The rise in lung cancer rates in male smokers preceded that of female smokers. In the years 1959–1961, the male/female ratio of death rates from lung cancer was 6.7:1. Whereas the incidence rate in men appears to have peaked in 1984, the rate for women has continued to increase by 2% per year. By 1997–2001, the male/female ratio had declined to 1.7:1. Although the 1964 Surgeon General’s report was the first official U.S. statement on the relationship of smoking and lung cancer, case control, cohort, and animal studies conducted in the 1950s showed a clear association between smoking and lung cancer. The study most influential in drawing medical attention to this relationship was a 1956 cohort study of 40,000 British physicians 36 years of age and older. This study demonstrated that the age-adjusted death rate for lung cancer increased from 7 per 100,000 for nonsmokers to 166 per 100,000 for heavy smokers.

Other cohort studies in various parts of the world have further demonstrated the consistency, specificity, strength, and temporal nature of the association between smoking and lung cancer. The 1990 Surgeon General’s report provided an outline of the lung cancer mortality ratios for current, former, and never smokers from prospective studies. Smoker mortality rates for lung cancer ranged from 4 to 27 times those of nonsmokers. The relative risk has increased over time, doubling for men and quadrupling for women from ACS CPS-I, 1959–1965, to ACS CPS-II, 1982–1988. Strength of association was further demonstrated by the dose-response relationship. Figure 54-2 demonstrates the gradient of increasing risk of death...
from lung cancer as the number of cigarettes smoked per day increases. Increasing the number of cigarettes smoked per day increases the relative risk for both male and female smokers.111 There is also a direct relationship between the number of years of smoking and lung cancer mortality (Fig. 54-2). Lung cancer incidence appears to increase with the square of the amount smoked daily, but with the duration of smoking raised to a power of four or five.112 Smoking mechanics, such as the degree of inhalation, also affect lung cancer mortality.113 However, even smokers who report slight inhalation or none have a relative risk of cancer up to eightfold higher than that for nonsmokers.113 The 2004 Surgeon General’s report and 2004 International Agency for Research on Cancer (IARC) report confirmed and expanded the evidence base supporting the conclusion that smoking causes lung cancer.114

Both case-control and cohort studies have demonstrated some reduction in lung cancer risk in smokers who switched from nonfiltered to filtered cigarettes.12,135 For those who have always smoked filtered cigarettes, the risk of lung cancer is still very high, but may be 10% to 30% lower than that for lifelong smokers of nonfiltered cigarettes, the risk of lung cancer is still very high, but may be

increased over time for cigar smokers.114 Studies have reported that the risk increases with the number of cigars smoked per day and with increasing depth of inhalation; depth of inhalation is the more powerful predictor of risk.41 However, studies suggest that cigar smokers who do not inhale have a lung cancer risk 2–5 times higher than those who do.114,115 Recent studies have concluded that any reduction in lung cancer risk associated with changes in smoking cessation. An association between smoking and the presence of DNA adducts has also been reported.116 For example, a carcinogen in cigarette smoke (benzo[a]pyrene) forms adducts at specific codons on the p53 tumor suppressor gene; these adducts are at the same locations as mutations associated with lung cancer.117 Current smokers also have significantly higher levels of PAH-DNA adducts in their lungs.1 Large body of data links exposure to tobacco carcinogens and mutations on the K-ras oncogene. Mutations at codons 12, 13, and 61 are found in adenocarcinoma of the lung, and these mutations are primarily seen in smokers.118 Recent studies have shown that DNA methylation inactivation of the promoters of tumor suppressor genes occurs frequently in smoking-related cancers. An estimated 15–35% of lung cancer tumors have inactivation of the p16 tumor suppressor gene by DNA-methylation.119

Oral, Laryngeal, and Esophageal Cancer
A large number of cohort and case-control studies from many countries support the conclusion drawn by the U.S. Surgeon General and IARC that smoking is a cause of oral and laryngeal cancer, and of both adenocarcinoma and squamous cell carcinoma of the esophagus.114 For the heaviest smokers, the relative risk for laryngeal cancer is 20 or more compared with lifelong nonsmokers.1 The relative risks for male current smokers compared with lifelong nonsmokers ranged from 3.6 to 11.8 for oral cancer,115 and up to 14.1 for pharyngeal cancer.11,12 For esophageal cancer the relative risk is 7 for men and 8 for women.1 The estimated numbers of deaths attributable to smoking for these cancers, other cancers, and other diseases are shown in Table 54-1, and Table 54-2 displays the attributable risks. For both men and women, most cases of these three cancers are attributable to smoking, with strong dose-response relationships at each of these sites.12

Smokeless tobacco causes oral cancer.133,134 The 1986 Surgeon General’s Report reported a relative risk of 50 for oral cancer for smokeless tobacco users compared with nonusers.135 Long-term use of snuff is associated with cancers of the cheek and gum. The death rates from oral and pharyngeal cancer vary more than 100-fold across countries,136 with the highest rates among men in Sri Lanka and the western Pacific region, where tobacco is chewed in combination with betel.1 All forms of tobacco use (cigarettes, pipes, cigars, chewing tobacco, snuff, reverse smoking [the lit end is placed inside the mouth], and “pan” [tobacco, areca nuts, slaked lime and betel leaf], chewing) increase the development of premalignant lesions and cancer of the oral cavity and pharynx.1

Cigar smoking causes oral, laryngeal, and esophageal cancer.4,42,123 In one large cohort study (CPS I), the relative risk for oral cancer was 7.9 overall and 15.9–16.7 for men smoking five or more cigars per day.4 Former cigar smokers have a lower risk than current cigar smokers, but even after 10 years, the risk is three times that of nonusers.117 Studies have shown relative risks for laryngeal cancer of 10 overall and 26 for those smoking five or more cigars per day. A relative risk of 3.6–6.5 for esophageal cancer and a dose-response relationship with the duration/intensity of cigar smoking have been demonstrated.114
Pipe smoking causes lip cancer and is also associated with oral, laryngeal, and esophageal cancers. For these sites, the mortality ratios for smokers—regardless of whether they smoke cigarettes, pipes, or cigars—are similar. A study in Brazil reported that pipe smokers have a relative risk of 11 for developing oral cancer, and this risk decreases with cessation, though it did not return to nonuser rates even after 10 years of abstinence (when it was still 3.4). Another study showed an increased risk of esophageal cancer with snus (Swedish snuff) use, but the results were not statistically significant. The progression from healthy mucosa to carcinoma is the result of an accumulation of genetic mutations that disrupt the normal control of cell growth. Several carcinogens and tobacco metabolites have been measured in saliva and the oral mucosa, as well as the urine and blood, of smokers and smokeless tobacco users. Studies in a number of animal species show that multiple carcinogens in tobacco smoke and smoke condensate cause premalignant papillomas and carcinomas of the esophagus and forestomach. Benz[a]pyrene penetrates the cell membranes of the esophageal epithelium, causing papillomas and squamous cell carcinoma. About 50% of head and neck squamous cell carcinomas have p53 mutations; these mutations appear to increase with the number of cigarettes smoked and are augmented by alcohol use. Alcohol plays a synergistic role with smoking for each of these cancers, and together, smoking and alcohol account for most cases in the United States. In one study of oral cancer risk, for nonsmokers who consumed 7 oz or more of alcohol per week, the relative risk of death from oral cancer was 2.5 compared with that for nondrinkers. Those who consumed the same amount of alcohol and smoked one-half pack of cigarettes or less per day had approximately double the risk of the nonsmoking alcohol drinkers, but the relative risk rose to 24 if the smoker consumed a pack or more per day. Reduction in tobacco use could prevent most deaths from esophageal cancer in the United States.

After smoking cessation, relative risk may decrease more slowly for oral cancer than for pharyngeal cancer. Smoking cessation halves the risk of oral and esophageal cancer within 5 years of quitting; the risk is reduced further with longer abstinence. The risk of laryngeal cancer is reduced after 3–4 years of abstinence, but it remains higher than that for never smokers. Some studies (but not all) suggest that the risk of squamous cell carcinoma of the esophagus may decrease more rapidly than adenocarcinoma after cessation.

**Bladder and Renal Cancer**

Smoking is a well-established cause of bladder cancer, with 30 case-control studies and 10 prospective studies supporting this conclusion. About 45% of bladder cancer cases in men and 27% in women are attributable to smoking, accounting for more than 4800 deaths per year. Relative risks for bladder cancer are 2 to 3, with a clear dose-response relationship. Smoking cessation reduces the risk of bladder cancer by half after only a few years.

---

### TABLE 54-1. RELATIVE RISK (RR) FOR DEATH ATTRIBUTED TO SMOKING AND SMOKING-ATTRIBUTABLE MORTALITY (SAM) FOR CURRENT AND FORMER SMOKERS BY DISEASE CATEGORY AND SEX, UNITED STATES, 1999–2003

<table>
<thead>
<tr>
<th>Disease Category (ICD-10)</th>
<th>RR Current Smokers</th>
<th>RR Former Smokers</th>
<th>SAM</th>
<th>RR Current Smokers</th>
<th>RR Former Smokers</th>
<th>SAM Total SAM</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Malignant Neoplasms</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lip, oral cavity, pharynx (C00-C14)</td>
<td>10.89</td>
<td>3.40</td>
<td>3671</td>
<td>5.08</td>
<td>2.29</td>
<td>1133</td>
</tr>
<tr>
<td>Esophagus (C15)</td>
<td>6.76</td>
<td>4.46</td>
<td>6735</td>
<td>7.75</td>
<td>2.79</td>
<td>1611</td>
</tr>
<tr>
<td>Stomach (C16)</td>
<td>1.96</td>
<td>1.47</td>
<td>1882</td>
<td>1.36</td>
<td>1.32</td>
<td>572</td>
</tr>
<tr>
<td>Pancreas (C25)</td>
<td>2.31</td>
<td>1.15</td>
<td>3030</td>
<td>2.25</td>
<td>1.55</td>
<td>3443</td>
</tr>
<tr>
<td>Larynx (C32)</td>
<td>14.60</td>
<td>6.34</td>
<td>2454</td>
<td>13.02</td>
<td>5.16</td>
<td>566</td>
</tr>
<tr>
<td>Trachea, lung, bronchus (C33-C34)</td>
<td>23.26</td>
<td>8.70</td>
<td>7868</td>
<td>12.69</td>
<td>4.53</td>
<td>4526</td>
</tr>
<tr>
<td>Cervix uteri (C53)</td>
<td>0.72</td>
<td>0.00</td>
<td>0</td>
<td>1.59</td>
<td>1.14</td>
<td>448</td>
</tr>
<tr>
<td>Kidney, other urinary (C64-65)</td>
<td>3.27</td>
<td>2.09</td>
<td>3782</td>
<td>2.22</td>
<td>1.89</td>
<td>1071</td>
</tr>
<tr>
<td>Urinary bladder (C67)</td>
<td>1.86</td>
<td>1.33</td>
<td>778</td>
<td>1.13</td>
<td>1.39</td>
<td>313</td>
</tr>
<tr>
<td>Acute myeloid leukemia (C92.0)</td>
<td>1.86</td>
<td>1.33</td>
<td>778</td>
<td>1.13</td>
<td>1.39</td>
<td>313</td>
</tr>
<tr>
<td><strong>Cardiovascular Diseases</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ischemic heart disease (I20-I25)</td>
<td>50227</td>
<td>3077</td>
<td>80304</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Persons aged 35–64 yrs</td>
<td>2.88</td>
<td>1.64</td>
<td>3.08</td>
<td>1.32</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Persons aged &gt;65 yrs</td>
<td>1.51</td>
<td>1.21</td>
<td>1.60</td>
<td>1.20</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Other heart diseases (I00-I09, I26-I51)</td>
<td>1.78</td>
<td>1.22</td>
<td>12700</td>
<td>1.49</td>
<td>1.14</td>
<td>8317</td>
</tr>
<tr>
<td>Cerebrovascular disease (I60-I69)</td>
<td>7880</td>
<td>8104</td>
<td>15984</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Persons aged 35–64 yrs</td>
<td>3.27</td>
<td>1.04</td>
<td>4.00</td>
<td>1.30</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Persons aged &gt;65 yrs</td>
<td>1.63</td>
<td>1.04</td>
<td>1.49</td>
<td>1.03</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Aortic aneurysm (I70-I71)</td>
<td>6.21</td>
<td>3.07</td>
<td>5703</td>
<td>7.07</td>
<td>2.07</td>
<td>2814</td>
</tr>
<tr>
<td>Other arterial disease (I72-I78)</td>
<td>2.07</td>
<td>1.01</td>
<td>504</td>
<td>2.17</td>
<td>1.12</td>
<td>751</td>
</tr>
<tr>
<td><strong>Respiratory Diseases</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pneumonia, influenza (J10-J18)</td>
<td>1.75</td>
<td>1.36</td>
<td>5842</td>
<td>2.17</td>
<td>1.10</td>
<td>4183</td>
</tr>
<tr>
<td>Bronchitis, emphysema (J40-J42, J43)</td>
<td>17.10</td>
<td>15.64</td>
<td>7955</td>
<td>12.04</td>
<td>11.77</td>
<td>6751</td>
</tr>
<tr>
<td>Chronic airway obstruction (J44)</td>
<td>10.58</td>
<td>6.80</td>
<td>40209</td>
<td>13.08</td>
<td>6.78</td>
<td>37977</td>
</tr>
<tr>
<td><strong>Burn Deaths</strong></td>
<td>NA</td>
<td></td>
<td>NA</td>
<td></td>
<td></td>
<td>760</td>
</tr>
</tbody>
</table>

*Burn deaths were not stratified by sex.

The relationship between smoking and cancers of the ureter and renal pelvis are even stronger: smoking accounts for 70–82% of these cases in men and 37–61% in women.\textsuperscript{109} Risks attributable to smoking and the corresponding numbers of annual deaths for renal cancer are shown in Tables 54-1 and 54-2. Relative risks from a variety of studies have ranged from 1 to 5, with a clear dose-response relationship demonstrated, and reduction in risk with successful cessation.\textsuperscript{1,12} Both IARC\textsuperscript{114} and the Surgeon General\textsuperscript{1} have concluded that smoking causes renal cancer. Some studies have suggested that pipe smoking is also associated with bladder cancer.\textsuperscript{116}

### Pancreatic Cancer

In 2007, there will be estimated 37,170 new cases of pancreatic cancer and 33,370 deaths.\textsuperscript{94} The 1-year survival rate for pancreatic cancer is 24%, and the 5-year survival rate is 4%. Even for those diagnosed with local disease, the 5-year survival rate is 17%.\textsuperscript{94} The 2004 Surgeon General’s report concluded that smoking causes pancreatic cancer.\textsuperscript{1} Dose-response relationships have been found,\textsuperscript{12} with relative risks from 2 to 3 reported in most studies, but at the highest levels of smoking, relative risks range from 3 to 5.\textsuperscript{1} Attributable risk and annual smoking-related mortality rates are shown in Tables 54-1 and 54-2, respectively. Evidence shows that the risk of pancreatic cancer declines with cessation.\textsuperscript{1}

The National Cancer Institute concluded that cigarette smoking probably causes pancreatic cancer.\textsuperscript{41} The Veterans Study noted a 1.5 relative risk for pancreatic cancer among cigar smokers, but no increased risk for pipe smokers.\textsuperscript{155} However, other studies have suggested an increased risk of pancreatic cancer for pipe smokers.\textsuperscript{114} One study showed an increased risk of pancreatic cancer among snus users (RR = 1.7) and two others among traditional smokeless tobacco users.\textsuperscript{139,253,354}

New studies of ras mutations in pancreatic cancer support a causal role for smoking. Pancreatic cancer can be produced in animals with the tobacco-specific N-nitrosamine, NNK. Aromatic amines may also play a role.\textsuperscript{3}

### Stomach Cancer

In 2007, an estimated 21,260 new cases and 11,210 deaths from stomach cancer will occur in the United States.\textsuperscript{94} Nine cohort studies and 11 case-control studies support the conclusion of the Surgeon General\textsuperscript{1} and IARC\textsuperscript{114} that smoking causes gastric cancer. The Surgeon General also concluded that the evidence was suggestive, but not sufficient to infer a causal relationship between smoking and noncardia gastric cancers. The average relative risk is 1.6, with a dose-response relationship.\textsuperscript{12,155} Risk decreases with sustained cessation,\textsuperscript{16} with an average relative risk of 1.2 in former smokers. The risk of stomach cancer for former smokers approaches that of lifelong nonsmokers about 20 years after quitting.\textsuperscript{1} At least two studies have reported an increased risk of stomach cancer among smokeless tobacco users, but the results were not statistically significant.\textsuperscript{170,175} Other data show an increased risk of stomach cancer from cigar smoking, with a dose-response relationship.\textsuperscript{156} Smoking appears to increase the infectivity or add to the pathogenicity of Helicobacter pylori, a known cause of noncardia stomach cancer. Smoking may also lower the plasma and serum concentrations of certain micronutrients that may protect against H. pylori infections or gastric cancer.\textsuperscript{157}

### Cervical Cancer

In 2007, an estimated 11,150 new cases of cervical cancer will be diagnosed and an estimated 3670 U.S. women will die from the disease.\textsuperscript{14} Epidemiological studies have consistently shown an increased risk of

---

**Table 54.2**: Attributable Fractions for Selected Causes of Death in Cigarette Smokers, United States, 2003

<table>
<thead>
<tr>
<th>Disease Category (ICD-10)</th>
<th>Smoking Attributable Risk</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MEN</td>
</tr>
<tr>
<td></td>
<td>35–64</td>
</tr>
<tr>
<td><strong>Malignant Neoplasms</strong></td>
<td></td>
</tr>
<tr>
<td>Lip, oral cavity, pharynx (C00-C14)</td>
<td>0.76</td>
</tr>
<tr>
<td>Esophagus (C15)</td>
<td>0.71</td>
</tr>
<tr>
<td>Stomach (C16)</td>
<td>0.27</td>
</tr>
<tr>
<td>Pancreas (C25)</td>
<td>0.27</td>
</tr>
<tr>
<td>Larynx (C32)</td>
<td>0.83</td>
</tr>
<tr>
<td>Trachea, lung, bronchus (C33-C34)</td>
<td>0.89</td>
</tr>
<tr>
<td>Cervix uteri (C53)</td>
<td>NA\textsuperscript{a}</td>
</tr>
<tr>
<td>Kidney, other urinary (C64-65)</td>
<td>0.39</td>
</tr>
<tr>
<td>Urinary bladder (C67)</td>
<td>0.47</td>
</tr>
<tr>
<td>Acute myeloid leukemia (C92.0)</td>
<td>0.24</td>
</tr>
<tr>
<td><strong>Cardiovascular Diseases</strong></td>
<td></td>
</tr>
<tr>
<td>Ischemic heart disease (I20-I25)</td>
<td>0.39</td>
</tr>
<tr>
<td>Other heart diseases (I00-I09, I26-I51)</td>
<td>0.21</td>
</tr>
<tr>
<td>Cerebrovascular disease (I60-I69)</td>
<td>0.37</td>
</tr>
<tr>
<td>Atherosclerosis (I70-I71)</td>
<td>0.31</td>
</tr>
<tr>
<td>Aortic aneurysm (I71)</td>
<td>0.65</td>
</tr>
<tr>
<td>Other arterial disease (I72-I78)</td>
<td>0.22</td>
</tr>
<tr>
<td><strong>Respiratory Diseases</strong></td>
<td></td>
</tr>
<tr>
<td>Pneumonia, influenza (J10-J18)</td>
<td>0.22</td>
</tr>
<tr>
<td>Bronchitis, emphysema (J40-J42, J43)</td>
<td>0.89</td>
</tr>
<tr>
<td>Chronic airway obstruction (J44)</td>
<td>0.80</td>
</tr>
</tbody>
</table>

\textsuperscript{a} Centers for Disease Control and Prevention. Smoking-Attributable Mortality, Morbidity, and Economic
cervical cancer in cigarette smokers. A median relative risk of about 2.0 was found in these studies. There is a dose-response relationship with duration of smoking and number of cigarettes smoked per day. Human papillomavirus (HPV) is causally related to cervical cancer and appears to be necessary to its development. However, two prospective cohort studies have shown that smoking was associated with increased risk in women who were HPV-positive at entry into the study. It is postulated that smoking may increase the rate at which cancer develops in women with persistent infection or possibly increase the risk for persistent infection. Both the Surgeon General and IARC have concluded that smoking causes cervical cancer. In most studies, former smokers at one year after cessation are at lower risk for cervical cancer than are continuing smokers. Components of tobacco smoke (including NNK and nicotine) have been found in the cervical mucus, and the mucus is mutagenic in smokers. In addition, tobacco-related DNA adducts were higher in cervical biopsies of smokers compared with nonsmokers.

Endometrial Cancer

In 2007, an estimated 39,080 new cases and 7400 deaths will occur from endometrial cancer. Both the 1989 and 2004 Surgeon General’s reports concluded that smoking reduces the risk of endometrial cancer in postmenopausal women. This may be due to a lower production of estrogen because of lower body weight in smokers, and altered estrogen metabolism. However, the modest decrease in the risk of endometrial cancer is far outweighed by the increase in other causes of smoking-related disease and death.

Acute Myeloid Leukemia

The most common type of leukemia in U.S. adults is acute myeloid leukemia, with an estimated 13,410 cases diagnosed in 2007. Several literature reviews and meta-analyses noted significant association between current or former smoking and myeloid leukemia, with a dose-response relationship to the number of cigarettes smoked per day. There is also an association with duration of smoking. The relative risk for ever-smokers ranges from 1.3 to 1.5 compared with never-smokers. For one-pack-per-day smokers, the relative risk is 2.0. Both the Surgeon General and IARC have concluded that smoking causes myeloid leukemia. Smoking causes an estimated 12–58% of acute myeloid leukemia deaths. Cigarette smoke contains known substances (including benzene, polonium-210 and lead-210), which are known to cause myeloid forms of leukemia. Cigarette smoke is the major source of benzene exposure in the United States (about half of all exposure).

Other Cancers

The 2004 Surgeon General’s report concluded that the evidence is suggestive, but not sufficient to infer a causal relationship between smoking and colorectal adenomatous polyps, colorectal cancer, and liver cancer. The report concluded that the evidence is suggestive of no causal relationship between smoking and risk for prostate cancer, although some studies suggest a higher mortality rate from prostate cancer in smokers than nonsmokers. Several studies have found an association between smokeless tobacco use and prostate cancer.

► OTHER SMOKING-RELATED DISEASES

Chronic Obstructive Pulmonary Disease

About 12 million people in the United States have been diagnosed with chronic obstructive pulmonary disease (COPD). In 2000, COPD accounted for more than 725,000 hospitalizations in the United States, nearly 8 million physician office visits and hospital outpatient visits, and 1.5 million emergency room visits. An estimated 122,000 Americans died of COPD in 2003, and 76% of COPD deaths are attributable to smoking. The death rates from COPD increase with age; in 2003, they were about equal for men and women. Mortality from COPD has paralleled lung cancer mortality, increasing progressively over the past 30 years. A recent decline in COPD mortality at younger ages is consistent with lower smoking prevalence among younger cohorts of Americans. The 2004 Surgeon General’s Report summarized the studies of smoking and COPD to 2003. Data from case-control and cohort studies consistently demonstrate a higher COPD mortality among cigarette smokers than among nonsmokers, with a mortality ratio as high as 32 for persons smoking 25 or more cigarettes per day. In the Nurses’ Health Study, the relative risk for self-reported, physician-diagnosed chronic bronchitis among current smokers when compared with women who had never smoked was 2.85. In the 40-year follow-up of the British Physicians’ Study, the risk of COPD among smokers was found to be almost as high as the risk of lung cancer. Dose-response relationships have been consistently observed, with the risk of death from COPD influenced by the number of cigarettes smoked per day, the depth of smoke inhalation, and by the age at smoking initiation. The 2004 Surgeon General’s report concluded that smoking causes COPD. The report also concluded that the evidence was suggestive but not sufficient to infer a causal relationship between smoking and acute respiratory infections among persons with preexisting COPD.

Abnormal lung function (especially expiratory airflow) occurs as early as 2 years after smoking initiation. Smokers exhibit a more rapid decline in forced expiratory volume at 1 second (FEV₁) with age than do nonsmokers, and as the amount of cigarette smoking increases, the rate of decline accelerates. Decline in lung function begins with inflammation in the small airways, although inflammation in the lung parenchyma is also a major factor in the development of COPD. Symptoms of such inflammation are not always a reliable indicator of smokers who will subsequently have symptomatic COPD. However, those smokers with a fast initial decline in FEV₁ appear to constitute a high-risk group for COPD development.

Studies have identified the likely mechanisms by which cigarette smoking induces COPD. The current model suggests that after a long latency period, COPD develops because of a more rapid decline in lung function during adulthood or because of a reduction in maximal lung growth in childhood and adolescence. The age at which smoking has the greatest influence on COPD pathogenesis is unknown. Atopy and increased airway responsiveness are associated with a more rapid decrease in pulmonary function, and cigarette smoking is a cause of exaggerated airway responsiveness. Smoking also causes inflammatory and biologic processes (oxidant stress, inflammation, and a protease/antiprotease imbalance) that result in airway and alveolar injury. If sustained, such injury results in COPD.

Cigar smokers and pipe smokers who inhale have a higher rate of decline of FEV₁ than cigarette smokers and a higher prevalence of chronic cough and phlegm than never-smokers. Several large cohort studies have found that pipe smokers and cigar smokers have approximately a twofold increase in COPD mortality compared with nonsmokers, but the case fatality rate in these groups of smokers is lower than that of cigarette smokers. However, former cigarette smokers who switched to cigars or pipes were at higher risk than those who had only smoked pipes or cigars, and those who quit smoking without taking up other tobacco products had the lowest risk among tobacco users. A large prospective study in Scandinavia found that the apparent difference in the mortality risk associated with pipe and cigar smoking compared with that of cigarette smoking was markedly reduced after adjusting for smoke inhalation. The National Cancer Institute concluded that heavy cigar smokers and those who inhale deeply can develop COPD and that the reduced inhalation of smoke by cigar smokers probably explains their lower risk of COPD compared with cigarette smokers. In 1991, an estimated 145 persons in the United States died from COPD as a result of pipe smoking.

After smoking cessation, the rate of COPD excess risk reduction is determined by prior smoking patterns (duration and daily consumption).
and the number of years since cessation. Smoking cessation reduces respiratory symptoms and respiratory infections. Smokers who quit have better pulmonary function than continuing smokers. For persons without overt COPD, pulmonary function improves about 5% within a few months of quitting. Cigarette smoking accelerates the age-related decline in lung function; with abstinence, the rate of decline returns to that of never smokers. With sustained abstinence, the risk of developing COPD and the COPD mortality rate are lower than they are in continuing smokers, but do not return to the level found in nonsmokers, probably because smoking has resulted in irreversible injury to the airways and parenchyma. For example, in the U.S. Veterans Study, the mortality ratio for current smokers was about 12, and was reduced to 10 among ex-smokers 10 years after cessation. After more than 20 years of abstinence, the mortality rate was still twice that of nonsmokers. Smokers with destructive lung changes can often stabilize after cessation but do not regain lost lung function.

Smokers have more respiratory symptoms than do nonsmokers. The frequency of respiratory symptoms in children and adolescents is greater in current smokers than nonsmokers or former smokers. The 2004 Surgeon General’s report concluded that smoking was a cause of wheezing in children and adolescents, that there was insufficient evidence to determine whether there was a causal relationship between active smoking and physician-diagnosed asthma in children and adolescents, and that the evidence was suggestive but not sufficient to infer a causal relationship between active smoking and a poorer prognosis for children and adolescents with asthma. The 2004 Surgeon General’s report concluded that there is a causal relationship between active smoking and chronic respiratory symptoms (chronic cough, phlegm, wheezing, and dyspnea) among adults. These symptoms have a dose-response relationship with the number of cigarettes smoked per day, and they decrease with cessation. Smoking contributes to these symptoms by decreasing mucous velocity, increasing mucous secretion, causing chronic airway inflammation, increasing epithelial permeability, and damaging parenchymal cells. The Surgeon General also concluded that there was inadequate evidence to determine whether there was a causal relationship between active smoking and asthma in adults, that the evidence was suggestive but not sufficient to infer a causal relationship between active smoking and increased nonspecific bronchial hyperresponsiveness, and that active smoking was a cause of poor asthma control.

### Gastrointestinal Disease

Cigarette smoking is associated with symptomatic gastroesophageal reflux disease. Compared with nonsmokers, smokers have reduced lower esophageal sphincter pressure and reduced salivary function, which contribute to a longer acid clearance time. Up to 100% of duodenal ulcers and 70–90% of gastric ulcers are associated with *H. pylori* infection. The remaining ulcers are linked to the use of nonsteroidal anti-inflammatory drugs. Smokers of both sexes have a high prevalence of peptic ulcer disease, with a clear dose-response relationship. The ACS CPS-I found that the relative risk of mortality for peptic ulcer among men was 3.1 for current smokers and 1.5 for former smokers compared with lifetime nonsmokers. Duodenal ulcers heal more slowly among smokers than nonsmokers, even with therapy. Both gastric and duodenal ulcers are also more likely to recur among smokers. Smoking cessation is associated with fewer duodenal ulcers, improved short-term healing of gastric ulcers, and reduced recurrence of gastric ulcers.

Likely mechanisms by which smoking promotes peptic ulcer disease include the potential for tobacco smoke or nicotine to increase maximal gastric acid output and duodenogastric reflux, and to decrease alkaline pancreatic secretion and prostaglandin synthesis. Bicarbonate secretion from the pancreas is reduced immediately after smoking, leading to a decrease in duodenal bulb pH. The pH level appears to be the most important determinant for the development of gastric metaplasia in the duodenum, which allows colonization by *H. pylori*. Four studies controlling for *H. pylori* infection have shown an association between smoking and ulcer.

### Diseases of the Mouth

Epidemiological studies from several countries have shown that cigarette smokers have more periodontal disease than do nonsmokers, and the 2004 Surgeon General’s report concluded that smoking causes periodontitis. A recent study concluded that more than 50% of the cases of adult periodontitis in the United States are attributable to cigarette smoking. A strong association has been noted between both the duration of smoking and the number of cigarettes smoked per day and the level of periodontal disease. Data from two cohort studies suggest that cigar and pipe smokers also have significantly greater periodontal disease and bone loss than nonsmokers. Moderate-to-severe periodontal disease occurred in 8% of nonsmokers, 13% of pipe smokers, and 16% of cigar and cigarette smokers. Risk decreases with sustained cessation. The likely mechanism for smoking-related periodontal disease is reduction in immune response, possibly making the smoker more susceptible to bacterial infection. Smoking also impairs the regeneration and repair of periodontal tissue. The 2004 Surgeon General’s report also concluded that the evidence was not adequate to determine causality between smoking and coronal dental caries, and that the evidence was suggestive but not sufficient to infer a causal relationship between smoking and root and surface caries. Chewing tobacco has also been implicated in the development of root-surface caries, and to a lesser extent, coronal caries.

Leukoplakia or gum recession occurs in 44–79% of smokeless tobacco users and can occur even among young people. Gum recession commonly occurs in the area of the mouth adjacent to where the smokeless tobacco is held. Among adult users of smokeless tobacco or snuff, the risk of oral disease has been well documented, and changes in the hard and soft tissues of the mouth, discoloration of teeth, decreased ability to taste and smell, and oral pain have been reported. One study of smokeless tobacco users in a high school population reported that 49% of these teens aged users (averaging 1.7 years of smokeless tobacco use) had soft tissue lesions, periodontal inflammation, or both, or erosion of dental hard tissues.

### Other Diseases

The 2004 Surgeon General’s report reported several other causal relationships between smoking and disease. The report concluded that smoking causes diminished health status that could manifest as increased absenteeism from work and increased use of medical care, adverse surgical outcomes related to wound healing and respiratory complications, low bone density in postmenopausal women (the evidence was suggestive but not sufficient to infer causality in men), and hip fracture. It was noted that smoking is one of the major causes of fracture in older persons that can be prevented. The report also concluded that smoking causes nuclear cataracts.

The 2004 Surgeon General’s report concluded that the following relationships between smoking and disease were suggestive but not sufficient to infer causality: erectile dysfunction, exudative (neovascular) age-related macular degeneration, atrophic age-related macular degeneration, and the ophthalmopathy associated with Graves’ disease. A recent cohort study reported that smoking is a risk factor for cognitive decline from ages 11 to 64, after adjusting for childhood IQ, level of education, occupational status, and other factors. Current smoking is also associated with mental illness. In 2003, among those aged 18 or older who had serious mental illness in the past year, 44% were past month cigarette smokers.
In Utero Effects of Maternal Smoking

The effects of maternal smoking on the fetus have been extensively studied. It is well documented that infants born to women who smoke during pregnancy weigh an average of 200–250 g less than those born to nonsmokers. The incidence of low birth weight (less than 2500 g) in infants born to mothers who smoke is twice that of infants born to nonsmokers. The relationship between maternal smoking and low birth weight is dose dependent and independent of other factors known to influence birth weight, including race, parity, maternal size, socioeconomic status, sex of child, and gestational age. Women who stop smoking before becoming pregnant have infants of the same birth weight as never smokers. In addition, pregnant smokers who quit in the first 3–4 months of pregnancy and remain abstinent through the rest of the pregnancy have normal birth weight infants. Pregnant women who stop smoking before the 30th week of gestation have infants with higher birth weight than do continuing smokers. Smoking causes both reduced fetal growth and early delivery (often from pregnancy complications). However, smoking affects birth weight primarily by retarding fetal growth. The risk of a small-for-gestation-age infant is 3.5–4 times higher among women who smoke during pregnancy than among nonsmoking women. Fetal growth restriction could be reduced by an estimated 30% if all women abstained from smoking during pregnancy. In 1985, the Centers for Disease Control defined the fetal tobacco syndrome as follows: (a) the mother smoked five cigarettes or more a day throughout the pregnancy; (b) the mother had no evidence of hypertension during pregnancy, specifically no preeclampsia and had documentation of normal blood pressure at least once after the first trimester; (c) the newborn infant had symmetrical growth retardation at term (57 weeks) defined as birth weight less than 2500 g and a ponderal index (weight in grams divided by length) > 2.26; and (d) there was no obvious cause of intrauterine growth retardation, such as congenital malformation or infection. Several mechanisms are thought to cause the reduction in fetal growth, including impaired maternal weight gain, increased cyanide exposure (leading to impaired vitamin B12 metabolism), and increased cadmium exposure. The primary mechanism, however, is thought to be intracellular hypoxia, which is caused by increased carboxyhemoglobin production from carbon monoxide (CO) exposure, vasoconstriction of the umbilical arteries, reduced blood flow to the uterus, placenta, and fetus, and direct effectors of nicotine and other toxins in tobacco on the placenta and fetus. Although fetal growth is diminished among smokers, placenta-to-birth-weight ratios are larger than those of nonsmokers, probably because of the larger placental surface necessary to provide adequate fetal oxygenation in smokers. A few studies have shown an association between smokeless tobacco and low birth weight. The Surgeon General has concluded that maternal smoking causes preterm delivery (RR = 1.5) and shortened gestation. An estimated 7–10% of preterm deliveries could be prevented by eliminating smoking during pregnancy. Maternal smoking is also associated with higher fetal, neonatal, and infant mortality, independent of sociodemographic factors for such mortality. One large study showed adjusted infant mortality rates of 15.1 per 1000 for white non-smokers and 23.3 per 1000 for white women who smoked more than one pack per day. Comparable infant mortality rates for black women were 26.0 and 39.9 per 1000, respectively. A large retrospective cohort study found that infant mortality was 40% higher if the mother smoked during pregnancy, with a dose-response relationship, and estimated that 5% of infant deaths in the United States were attributable to maternal cigarette smoking. Among American Indians and Alaska Natives, this attributable fraction was 13%. The authors estimated that nearly 1000 infant deaths could be averted if no maternal smoking occurred. Smoking during pregnancy causes placenta previa, abruptio placentae, and premature rupture of membranes. Up to 10% of placental abruption could be avoided if smoking during pregnancy were eliminated. The 2004 Surgeon General’s report concluded that the evidence is suggestive but not sufficient to infer a causal relationship between maternal smoking and ectopic pregnancy and spontaneous abortion. The report also concluded that smoking reduces the risk for preeclampsia, but that this decreased risk did not outweigh the many adverse outcomes of maternal smoking. The 2001 and 2004 Surgeon General’s reports determined that maternal smoking during and after pregnancy causes sudden infant death syndrome (SIDS). Studies have consistently shown a two- to fourfold increased risk of SIDS among infants whose mothers smoked during pregnancy compared with infants of nonsmoking mothers, even after controlling for other risk factors. Most hypotheses about possible mechanisms center around the effects of maternal smoking on fetal oxygenation and neural development. One animal study reported that fetal exposure to nicotine led to reduced tolerance of hypoxic episodes and increased mortality. Although some studies suggested that smoking during pregnancy might affect physical growth, mental development, and behavior of children, studies are limited by small numbers and the infrequency of events of interest. The 2004 Surgeon General’s report concluded that there is inadequate evidence to determine causality between maternal smoking and congenital malformation, physical growth, and neurocognitive development of children. The report also concluded that the evidence is suggestive but not sufficient to infer a causal relationship between maternal smoking and preterm birth. Many studies have shown that smoking results in reduced fertility and fecundity for couples in which one or both partners smoke. Animal studies suggest that polycyclic aromatic hydrocarbons have a destructive effect on oocytes and may affect the release of gonadotropins, corpora lutea formation, gamete interaction, and implantation. Smoking also increases anovulation and shortens menstrual cycles, which may also contribute to reduced fertility and fecundity. The 2004 Surgeon General’s report concluded that smoking causes reduced fertility in women, but that evidence was inadequate to determine whether there was a causal relationship between smoking and sperm quality.

Health Effects on Young People

Although many of the adverse health effects from tobacco occur later in life, smoking also has health implications for young people. High school seniors who are regular cigarette smokers are more likely to report shortness of breath when not exercising, cough, productive cough, or wheezing and gasping, even after adjustment for sex, other drug use, and parental education level. Cigarette smoking during adolescence also appears to reduce the rate of lung growth and the level of lung function achieved. Young smokers are more likely to be less physically fit than nonsmokers. Smoking by children is also associated with an increased risk for early atheromatous lesions and increased cardiovascular risk factors. Smokeless tobacco use by children is associated with halitosis, periodontal degeneration, and soft tissue lesions. Cigarette smoking is also associated with other high risk behaviors among young people, including other drug use, fighting, and high-risk sexual behavior. Most young people who smoke regularly are already addicted to nicotine. For example, at least one symptom of nicotine withdrawal was reported by 92% of daily cigarette smokers and 93% of daily smokeless tobacco users aged 12–22 years who had previously tried to quit. Among adolescents aged 12–17 years, nearly two-thirds reported at least one indicator of dependence. In another study using different measures of nicotine dependence, 91% of daily cigarette users (smoked daily for 2 consecutives weeks or more in the past year), 48% of daily alcohol users, 60% of daily marijuana users, and 79% of daily cocaine users reported one or more indicators of dependence. Although it was generally thought that addiction did not occur until after a person started smoking regularly, recent evidence suggests that nicotine addiction may begin to emerge earlier.
in children and adults who do not smoke and that there is no risk-free level of exposure to SHS.\textsuperscript{314} The Society of Actuaries has estimated that SHS costs American society $10 billion annually in health care costs and lost productivity.\textsuperscript{316} In January of 2006, the California Air Resources Board classified ETS as a Toxic Air Contaminant.\textsuperscript{215c}

SHS is a diluted mixture of “mainstream” smoke exhaled by smokers and “sidestream” smoke from the burning end of a cigarette or other tobacco product. It is chemically similar to the smoke inhaled by smokers and contains a complex mix of more than 4000 chemicals, including more than 50 cancer-causing chemicals and other toxic substances such as benzene, cadmium, arsenic, nicotine, carbon monoxide, and nitrogen (Table 54-3).\textsuperscript{114,213b,214-215} Sidestream smoke is the major component of SHS, providing nearly all of the vapor-phase constituents and more than half the particulate matter. Side-stream and mainstream smoke are different in the temperature of combustion of the tobacco, pH, and degree of dilution in air. Five known human carcinogens, nine probable human carcinogens, three animal carcinogens, and several toxic compounds such as ammonia and carbon monoxide are emitted at higher levels in sidestream smoke than in mainstream smoke.\textsuperscript{114,214,215} Because of their greater mass, cigars generate higher levels of indoor air pollutants than cigarettes. Smoke from one cigar burned in a home can take five hours to dissipate.\textsuperscript{41} Particulate polycyclic aromatic hydrocarbons (PPAH) are found at higher levels in sidestream smoke than in mainstream smoke.\textsuperscript{114,214,215} Levels of SHS constituents encountered indoors are large enough to be absorbed and result in measurable doses in exposed nonsmokers. However, individual biomarkers of exposure represent only one component of a complex mixture, and measurements of one marker may not wholly reflect exposure to other components of concern.\textsuperscript{114,214,215} Self-reported exposure to SHS underestimates exposure and therefore the risks of such exposure.\textsuperscript{227} For example, a study of a large nationally representative sample of persons aged 4 years and older indicated that 88% of nontobacco users had detectable levels of serum cotinine, although only 37% of adults and 43% of children were aware they were exposed to SHS.\textsuperscript{217} The Surgeon General concluded that cotinine is the biomarker of choice for assessing SHS exposure.\textsuperscript{315c}

**Secondhand Smoke and Children's Health**

Homes are the predominant location for childhood exposure to SHS.\textsuperscript{315b,219} Exposures are decreasing over time. In 1992/1993, 43% of U.S. households had a smokefree home policy; in 2003, 72% of households had such a policy.\textsuperscript{279} Similarly, in 2003, 4 million (16%) adolescents aged 12-17 reported being exposed to SHS in the home, a decrease from 26% in 1999. However, among households with a smoker, 40% of adolescents were exposed to SHS daily.\textsuperscript{220} Urinary cotinine concentrations in infants and young children correlate with the number of smokers in the home.\textsuperscript{214,215} and the number of cigarettes smoked by the mother during the prior 24 hours.\textsuperscript{221}

More than 100 epidemiological studies have been published on the health effects of SHS exposure among children. In 1986, the National Academy of Sciences National Research Council (NRC)\textsuperscript{212} and the Surgeon General\textsuperscript{217} concluded that SHS is a major contributor to impaired respiratory health among children, especially young children. In 1993, the U.S. Environmental Protection Agency (EPA) concluded that SHS is causally associated with lower respiratory infections (e.g., bronchitis and pneumonia), increased prevalence of fluid in the middle ear, symptoms of upper respiratory tract irritation, a small but significant reduction in lung function, additional episodes and increased severity of asthma, and new cases of asthma among children who have not previously been symptomatic.\textsuperscript{214} The same conclusions were reached after updated reviews in 1997 and 2004 by the California Environmental Protection Agency (CA EPA).\textsuperscript{213a-215} The 2006 Surgeon General's Report also supported these conclusions, determining that SHS causes lower respiratory illnesses in infants and children; middle ear disease (acute and recurrent otitis media and chronic middle ear effusion) in children; cough, phlegm, wheeze, and breathlessness among school-age children; ever having asthma among school-age children; the onset of wheeze illness in early childhood; and lower levels of lung function during childhood. The report concluded that the evidence was suggestive, but not sufficient to infer a causal relationship between SHS exposure and the onset of childhood asthma; and between maternal exposure to SHS during pregnancy and both preterm delivery and a small reduction in birth weight among term infants. Other diseases where the evidence was deemed to be suggestive included prenatal and postnatal exposure to SHS and cancer, leukemia, lymphomas, and brain tumors in children.\textsuperscript{216} The Surgeon General's report concluded that the evidence was insufficient to infer a causal relationship between SHS and impaired cognitive development;\textsuperscript{214} this issue continues to be an active area of research.\textsuperscript{222}

On average, children exposed to SHS have 1.87 more days of restricted activity, 1.06 more days in bed, and 1.45 more days absent from school each year than do nonexposed children. Nationwide, this means 18 million days of restricted activity, 10 million days of bed confinement, and 7 million days of school absence each year attributable to daily SHS exposure.\textsuperscript{215} A study of 4th grade students reported that exposure to SHS led to 27% more absenteeism due to respiratory illness, and children living in a household with two or more smokers had a 77% increased risk of such absenteeism. Children with asthma were particularly at risk, but those without asthma also had an increased risk of absenteeism if exposed to two or more smokers.\textsuperscript{227}

**Secondhand Smoke and Sudden Infant Death Syndrome**

The California EPA (1997, 2004) and the Surgeon General (2006) have all concluded that there is a causal association between SHS and SIDS, independent of the effect of maternal smoking during pregnancy.\textsuperscript{213a,215,217} This relationship has been found for SHS exposure from maternal smoking, paternal smoking, and smoking by others in the household. A dose-response relationship was noted with increasing numbers of cigarettes, increasing number of smokers, and increasing duration of exposure to SHS.\textsuperscript{315b,219,220}

**Secondhand Smoke and Adults**

Among adults, exposure to SHS primarily occurs in the workplace and in the home.\textsuperscript{314} Among healthy adults, the most common complaints after exposure to SHS are irritant effects in the eye conjunctiva and mucous membranes of the nose, throat, and lower respiratory tract.\textsuperscript{225} The 1997 and 2004 CA EPA reports concluded that SHS causes eye and nasal irritation in adults.\textsuperscript{213a,215} In 2006, the Surgeon General concluded that SHS causes odor annoyance and nasal irritation, but that the evidence was suggestive, but insufficient to infer causality for persons with nasal allergies or a history of respiratory illness to be more susceptible to developing nasal irritation from SHS exposure.\textsuperscript{216b}

**Secondhand Smoke and Cancer**

**Lung Cancer**

In 1986, the U.S. Public Health Service; the NRC; and the Interagency Task Force on Environmental Cancer, Heart, and Lung Disease, each independently concluded that substantial number of lung cancer deaths among nonsmokers could be attributed to involuntary smoking.\textsuperscript{217,221,231} Both the Surgeon General and NRC reports concluded that SHS exposure causes lung cancer in nonsmokers. The EPA reviewed the updated scientific evidence in 1993 and also concluded that exposure to SHS causes lung cancer in nonsmokers. The
### TABLE 54-3. CHEMICAL CONSTITUENTS OF TOBACCO SMOKE THAT HAVE BEEN CLASSIFIED OR IDENTIFIED AS TO THEIR CARCINOGENICITY, REPRODUCTIVE TOXICITY OR OTHER HEALTH HAZARD

<table>
<thead>
<tr>
<th>CAL/EPA COMPOUND</th>
<th>IARC</th>
<th>U.S. EPA</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>CLASSIFICATION</td>
<td>CLASSIFICATION</td>
</tr>
<tr>
<td></td>
<td>PROP65/</td>
<td></td>
</tr>
<tr>
<td></td>
<td>TAC</td>
<td></td>
</tr>
<tr>
<td>Organic Compounds</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Acetaldehyde</td>
<td>2B</td>
<td>B2</td>
</tr>
<tr>
<td>Acetamide</td>
<td>2B</td>
<td>yes/yes</td>
</tr>
<tr>
<td>Acrolein</td>
<td>3</td>
<td>C</td>
</tr>
<tr>
<td>Acrylonitrile</td>
<td>2A</td>
<td>B1</td>
</tr>
<tr>
<td>4-Aminobiphenyl</td>
<td>1</td>
<td>yes/yes</td>
</tr>
<tr>
<td>Aniline</td>
<td>3</td>
<td>B2</td>
</tr>
<tr>
<td>o-Anisidine</td>
<td>2B</td>
<td>yes/yes</td>
</tr>
<tr>
<td>Benz[a]anthracene</td>
<td>2A</td>
<td>B2</td>
</tr>
<tr>
<td>Benzene</td>
<td>1</td>
<td>A</td>
</tr>
<tr>
<td>Benzo[b]fluoranthene</td>
<td>2B</td>
<td>B2</td>
</tr>
<tr>
<td>Benzo[a]pyrene</td>
<td>2A</td>
<td>B2</td>
</tr>
<tr>
<td>1,3-Butadiene</td>
<td>3</td>
<td>yes/yes</td>
</tr>
<tr>
<td>Carbon disulfide</td>
<td></td>
<td>yes/yes</td>
</tr>
<tr>
<td>Carbon monoxide</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Chrysene</td>
<td>3</td>
<td>B2</td>
</tr>
<tr>
<td>DDT</td>
<td>2B</td>
<td>yes/yes</td>
</tr>
<tr>
<td>Dibenz[a,h]acridine</td>
<td>2B</td>
<td>yes/yes</td>
</tr>
<tr>
<td>Dibenz[a,j]acridine</td>
<td>2B</td>
<td>yes/yes</td>
</tr>
<tr>
<td>Dibenz[a,h]anthracene</td>
<td>2A</td>
<td>B2</td>
</tr>
<tr>
<td>7H-Dibenz[c,g]carbazole</td>
<td>2B</td>
<td>yes/yes</td>
</tr>
<tr>
<td>Dibenz[a,e]pyrene</td>
<td>2B</td>
<td>yes/yes</td>
</tr>
<tr>
<td>Dibenz[a,h]pyrene</td>
<td>2B</td>
<td>yes/yes</td>
</tr>
<tr>
<td>Dibenz[a,j]pyrene</td>
<td>2B</td>
<td>yes/yes</td>
</tr>
<tr>
<td>Dibenz[a,l]pyrene</td>
<td>2B</td>
<td>yes/yes</td>
</tr>
<tr>
<td>1,1-Dimethylhydrazine</td>
<td>2B</td>
<td>yes/yes</td>
</tr>
<tr>
<td>1-Naphthylamine</td>
<td>3</td>
<td>yes/yes</td>
</tr>
<tr>
<td>2-Naphthylamine</td>
<td></td>
<td>yes/yes</td>
</tr>
<tr>
<td>Nicotine</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2-Nitropropane</td>
<td>2B</td>
<td>yes/yes</td>
</tr>
<tr>
<td>N-Nitrosodi-n-butylamine</td>
<td>2B</td>
<td>B2</td>
</tr>
<tr>
<td>N-Nitrosodiethanolamine</td>
<td>2B</td>
<td>B2</td>
</tr>
<tr>
<td>N-Nitrosodiethylamine</td>
<td>2A</td>
<td>B2</td>
</tr>
<tr>
<td>N-Nitroso-n-methylthylamine</td>
<td>2B</td>
<td>B2</td>
</tr>
<tr>
<td>N-Nitrosonomicotin</td>
<td>2B</td>
<td>yes/yes</td>
</tr>
<tr>
<td>N-Nitrosopiperidine</td>
<td>2B</td>
<td>yes/yes</td>
</tr>
<tr>
<td>N-Nitrosopyrrolidine</td>
<td>2B</td>
<td>—/yes</td>
</tr>
<tr>
<td>Styrene</td>
<td>2B</td>
<td>—/yes</td>
</tr>
<tr>
<td>Toluene</td>
<td></td>
<td>yes/yes</td>
</tr>
<tr>
<td>2-Toluidine</td>
<td>2B</td>
<td>yes/yes</td>
</tr>
<tr>
<td>Urethane</td>
<td>2B</td>
<td>yes/yes</td>
</tr>
<tr>
<td>Vinyl chloride</td>
<td>1</td>
<td>yes/yes</td>
</tr>
<tr>
<td>Arsenic</td>
<td>1</td>
<td>A</td>
</tr>
<tr>
<td>Cadmium</td>
<td>2A</td>
<td>B1</td>
</tr>
<tr>
<td>Chromium V1</td>
<td>1</td>
<td>A</td>
</tr>
<tr>
<td>Lead</td>
<td>2B</td>
<td>yes/yes</td>
</tr>
<tr>
<td>Nickel</td>
<td>1</td>
<td>A</td>
</tr>
</tbody>
</table>

International Agency for Research on Cancer (IARC) Classification: 1, carcinogenic to humans; 2A, probably carcinogenic to humans; 2B, possibly carcinogenic to humans; 3, not classified as to its carcinogenicity to humans.

U.S. EPA Classification: A, human carcinogen; B1, probable human carcinogen (primarily on the basis of epidemiological data); B2, probable human carcinogen (primarily on the basis of animal data); C, possible human carcinogen.

Chemicals listed under Proposition 65 are known to the State to cause cancer or reproductive toxicity (California Health and Safety Code Section 25249.5 et seq.).

Substances identified as Toxic Air Contaminants by the Air Responses Board (ARB), pursuant to the provisions of AB 1807 and AB 2728 (includes all Hazardous Air Pollutants listed in the Federal Clean Air Act Amendments of 1990.)

Reproductive toxicant.
The effect of SHS on chronic respiratory symptoms or disease in adult nonsmokers is difficult to measure. The EPA concluded that SHS exposure may result in increased frequency of respiratory symptoms in adults and estimated that respiratory symptoms are 30 to 60% higher in nonsmokers exposed to SHS than in non-exposed nonsmokers. Similarly, exposure to SHS has been estimated to increase the symptoms of respiratory disease and chronic obstructive pulmonary disease by 44% and respiratory work related disability by 80% (from exposure to SHS at work). The 2006 Surgeon General’s report concluded that there are multiple mechanisms by which SHS causes injury to the respiratory tract. The report concluded that the evidence was suggestive, but insufficient to infer a causal relationship between SHS, respiratory symptoms including cough, wheeze, chest tightness, and difficult breathing among both persons with asthma and healthy persons; chronic respiratory symptoms; adult-onset asthma; worsening of asthma control; and risk for chronic obstructive pulmonary disease.

Both the 1986 Surgeon General’s report and the 1986 NRC report reviewed the evidence available on SHS and pulmonary function in adults. The Surgeon General’s report concluded that healthy adults exposed to SHS may have small changes in pulmonary function tests, probably because of the irritants in SHS, but are not likely to have significant reduction in pulmonary function as a result of exposure as an adult. The NRC concluded that it was difficult to determine how a single factor such as SHS affects lung function, but reported that SHS may add to the burden of environmental insults that can cause chronic lung disease. The 1993 EPA report reviewed additional studies of SHS and adult lung function and respiratory symptoms and concluded that SHS exposure may result in small decreases (2.5%) in lung function among adult nonsmokers. The 1997 CA EPA report concluded that the small differences in lung function were a basis for concern. The 2004 CA EPA report, which identified additional relevant studies, concluded that newer data supported a small but potentially biologically significant effect of SHS on pulmonary function in adults. The 2006 Surgeon General’s report concluded that the evidence is suggestive, but not sufficient to infer a causal relationship between short-term SHS exposure and an acute decline in lung function in persons with asthma; and between chronic SHS exposure and an accelerated decline in lung function.

Sinus Cancer
Both the 1997 and 2004 California EPA report concluded that SHS causes sinus nasal cancer. IARC noted that there have been four cohort studies and one case-control study that looked at the relationship between exposure to SHS and upper respiratory tract cancers. A positive association was found in most of the studies. The Surgeon General concluded that the evidence was suggestive, but not sufficient to infer a causal relationship, primarily because of the modest sample sizes of the studies and the need to establish dose-response relationships and to characterize the risk by source and the timing of exposure.

Other Cancers
The 2004 California EPA report concluded that SHS causes breast cancer, but there is not scientific consensus on this finding. IARC noted that there have been five published cohort studies and 10 case-control studies examining this association. Two of the cohort studies were positive (but not statistically significant); three were negative. Seven of the case-control studies showed non-significant increased risk, but no studies showed a dose-response relationship with level of exposure. The Surgeon General concluded that the evidence was suggestive, but not sufficient to infer a causal relationship (due to inconsistent findings by age, the lack of an association in large cohort studies, and the lack of causal evidence between active smoking and breast cancer).

Secondhand Smoke and Other Diseases
Respiratory Disease
The effect of SHS on chronic respiratory symptoms or disease in adult nonsmokers is difficult to measure. The EPA concluded that SHS exposure may result in increased frequency of respiratory symptoms

Cardiovascular Disease
More than 20 studies have examined the association between heart disease and exposure to SHS in nonsmokers. Although some negative studies have received significant press attention, most studies have reported an increased risk of heart disease among persons exposed to SHS. Many of the studies controlled for other cardiovascular risk factors and several demonstrated a positive dose-response relationship between exposure and disease. A large study that used data from the ACS CPS-II and controlled for other cardiovascular risk factors found about a 20% higher CHD mortality among never smokers exposed to SHS; however, a consistent dose-response trend was not found. A review article concluded that exposure to SHS accelerated atherosclerotic lesions. A recent cohort study that measured SHS exposure among nonsmokers by cotinine levels rather than self-report and followed participants for 20 years, found that the relative hazards for CHD were 1.45, 1.49, and 1.57 in the 2nd, 3rd, and 4th quartiles of cotinine levels after adjustment for other risk factors. A 1999 meta-analytic review of 18 studies concluded that there was a 25% higher CHD risk among never smokers exposed to SHS than in non-exposed never smokers. The elevated risk was seen in men, women, those exposed at home, and those exposed at work and a significant dose-response relationship was found.

In both 1997 and 2004, the CA EPA concluded that there was a causal association between SHS and heart disease mortality and acute and chronic coronary heart disease morbidity. In 2006, the Surgeon General concluded that SHS causes coronary heart disease morbidity and mortality among both men and women and estimated that there was a 10-30% increased risk.

Various experimental and observational studies suggest mechanisms for the cardiovascular effects of SHS. The 1997 and 2004 CA EPA reports
concluded that SHS causes altered vascular properties.\textsuperscript{213c,214} In 2006, the Surgeon General concluded that SHS has a prothrombotic effect, causes endothelial cell dysfunctions, and causes atherosclerosis in animal models. It was also noted that these acute cardiovascular effects occur with short duration of exposure.\textsuperscript{213c} Others have noted that SHS appears to cause decreased oxygen supply and increased oxygen demand—all effects consistent with the mechanisms found for active smoking. Many of the effects are believed to be caused by nicotine and carbon monoxide in SHS, but other toxins may also be important.\textsuperscript{236}

In 2006, the Surgeon General also concluded that the evidence is suggestive, but not sufficient to infer a causal relationship between exposure to SHS and stroke and between exposure to SHS and atherosclerosis in humans.\textsuperscript{213a}

\section*{TRENDS IN TOBACCO USE}

\subsection*{Prevalence of Cigarette Consumption among Adults and Teenagers}

Annual per capita consumption of cigarettes reached a peak of 4345 in 1963, a year before the first Surgeon General’s report was published, and, except for an increase from 1971 through 1973, steadily declined (Fig. 54-3). Per capita cigarette consumption was 1691 in 2006, the lowest level since 1935.\textsuperscript{235,240} Overall the numbers of cigarettes sold in the United States declined from 640 billion in 1981 to 372 billion in 2006.\textsuperscript{238}

From 1964 to the late 1980s, smoking prevalence in the United States decreased an average of 0.5% per year (from 42% in 1965 to 26% in 1990; in the early 1990s, prevalence was flat\textsuperscript{,241,242} but then prevalence decreased from 25% in 1997 to 21% in 2005 (Fig. 54-4).\textsuperscript{234} In preliminary estimates for the first 9 months of 2006, smoking prevalence was unchanged at 21%.\textsuperscript{244} In the 2005 National Health Interview Survey (NHIS), smoking prevalence was higher for men (24%) than for women (18%) (Table 54-4).\textsuperscript{243} Smoking prevalence was highest in the 18–44 age group (24%) and lowest among Americans aged 65 and older (8%).\textsuperscript{236} In 2002, for the first time, there were more former smokers than current smokers.\textsuperscript{245} Smoking prevalence varies threefold by state, ranging from 12% in Utah to 29% in Kentucky in 2005.\textsuperscript{242}

Among both women and men, the trend in smoking prevalence has been downward. In 1965, smoking prevalence was higher for men (52%) than for women (34%). From 1965 to 1983, the decline in smoking prevalence was greater for men (17 percentage points) than for women (4 percentage points); however, from 1983 to 2005, the decline in smoking prevalence was comparable for women and men (11 percentage points).\textsuperscript{236,242} In 2005, the percentage of ever smokers who had quit was marginally for men (51%) than for women (50%).\textsuperscript{247} The higher proportion for men has sometimes been interpreted to mean that women are less likely to quit smoking than men. However, because men are more likely than women to switch to and continue to use other tobacco products when they stop smoking cigarettes, the sex difference disappears when assessing the cessation of all tobacco use.\textsuperscript{248} In addition, from 1965 to 2005, the percentage of ever smokers who had quit increased by 31 percentage points for women but by only 23 percentage points for men.\textsuperscript{249,250}

The patterns of cessation among ever smokers are consistent with the historical patterns of smoking among women and men: men began quitting in greater numbers in the 1950s, but women began to quit in the 1960s. Thus, the comparable trend in conjunction with the higher absolute value for men, reflects the fact that early quitters were predominantly male.\textsuperscript{244,249} Other data show that women are as likely as men to quit for a day and to remain abstinent.\textsuperscript{248,249}

In 1978, the first year data were available from the NHIS for whites, blacks, and Hispanics, smoking prevalence was lower among Hispanics (32%) than among whites (34%) or blacks (37%).\textsuperscript{241} In 2005, smoking prevalence was 13% among Asians, 16% among Hispanics, 22% and 32% among blacks, and whites, and 32% among American Indians and Alaska Natives.\textsuperscript{240} Smoking prevalence has declined faster for African Americans that for whites so that prevalence among African American men (formerly higher than for white men) is now comparable to that among white men, and the prevalence in African American women (formerly comparable to white women) is now lower than in white women.\textsuperscript{251} In 2005, the percentage of ever smokers who have quit was 53% for whites, 45% for Hispanics, 44% for Asians, 39% for blacks, and 38% for American Indians. Unlike the sex differences, which are explained by historical patterns in smoking behavior, the lower proportion among blacks reflects differences in quitting behavior: blacks are more likely than whites to try to quit smoking and are less likely to succeed, even after adjustment for demographic differences.\textsuperscript{242,251} This difference remains even after adjustment for other tobacco use.\textsuperscript{244}

Formal educational attainment exhibits a striking association with smoking prevalence and cessation rates. However, this relationship is
not linear. The “less than high school graduate” category consists of two groups with distinct smoking patterns: people with 0–8 years and those with 9–11 years of education. Smoking prevalence and cessation rates in the former group are similar to those found among people with 12 years of education, whereas a person in the latter group is most likely to be a current, ever, or heavy smoker, and the least likely to have quit smoking. After 11 years of education, the likelihood of smoking decreases with each successive year of education. These results persist after adjustment for age, sex, ethnicity, poverty status, employment status, marital status, geographic region, and year of


### TABLE 54-4. PREVALENCE OF SMOKING AND PREVALENCE OF QUITTING FOR PERSONS AGED > 18 YEARS, NHIS 2005

<table>
<thead>
<tr>
<th>RACE/ETHNICITY</th>
<th>Prevalence of Smoking(^a) (%)</th>
<th>% Ever Smokers Who Have Quit(^b)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td><strong>MEN</strong></td>
<td><strong>WOMEN</strong></td>
</tr>
<tr>
<td>White, non-Hispanic</td>
<td>24.0</td>
<td>20.0</td>
</tr>
<tr>
<td>Black, non-Hispanic</td>
<td>26.7</td>
<td>17.3</td>
</tr>
<tr>
<td>Hispanic</td>
<td>21.1</td>
<td>11.1</td>
</tr>
<tr>
<td>American Indian/Alaska Native</td>
<td>37.5</td>
<td>28.8</td>
</tr>
<tr>
<td>Asian</td>
<td>20.6</td>
<td>6.1</td>
</tr>
<tr>
<td>EDUCATION (yr)(^c)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;8</td>
<td>21.0</td>
<td>13.4</td>
</tr>
<tr>
<td>9–11(^d)</td>
<td>35.3</td>
<td>27.5</td>
</tr>
<tr>
<td>12 (diploma)(^e)</td>
<td>30.7</td>
<td>22.3</td>
</tr>
<tr>
<td>13–15</td>
<td>26.2</td>
<td>19.5</td>
</tr>
<tr>
<td>&gt;16</td>
<td>10.1</td>
<td>8.8</td>
</tr>
<tr>
<td>AGE GROUP (yrs)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>18–24</td>
<td>28.0</td>
<td>20.7</td>
</tr>
<tr>
<td>25–44</td>
<td>26.8</td>
<td>21.4</td>
</tr>
<tr>
<td>45–64</td>
<td>25.2</td>
<td>18.8</td>
</tr>
<tr>
<td>&gt;65</td>
<td>8.9</td>
<td>8.3</td>
</tr>
<tr>
<td>POVERTY STATUS</td>
<td></td>
<td></td>
</tr>
<tr>
<td>At or above</td>
<td>23.7</td>
<td>17.6</td>
</tr>
<tr>
<td>Below</td>
<td>34.3</td>
<td>26.9</td>
</tr>
<tr>
<td>Unknown</td>
<td>21.2</td>
<td>16.1</td>
</tr>
<tr>
<td>TOTAL</td>
<td>23.9</td>
<td>18.1</td>
</tr>
</tbody>
</table>


\(^a\) Persons who reported smoking >100 cigarettes during their lifetime and who reported at the time of interview smoking every day or some days.

\(^b\) Persons who reported smoking >100 cigarettes during their lifetime and who reported at the time of interview that they did not smoke.

\(^c\) Persons aged >25 years d Includes those who attended school for 12 years and did not receive a diploma.

\(^d\) Includes those who received a GED and a high school diploma.

NA - Data was not sufficient for reporting, due to small sample sizes.
In 2005, smoking prevalence was highest among people with 9–11 years of education (31%) and lowest for persons with 16 or more years of education (10%) (Table 54-4).247 Similarly, the percentage of ever-smokers who have quit was lowest among the group with 9–11 years of education (44%) and highest among persons with 16 or more years of education (70%).247

Although the percentage of employees who smoke has decreased, certain subpopulations, including blue-collar and service workers, continue to smoke at higher levels. For the years 1987–1990, roofers (58%) and crane and tower operators (58%) had the highest prevalence of cigarette smoking, and physicians (5%) and clergy (6%) had the lowest prevalence of cigarette smoking.244 The unemployed; the widowed, separated, or divorced; and those below the poverty level are more likely to have ever smoked or to be current smokers and to be heavy smokers (15 or more cigarettes per day).245,246

In 2006, 25% of 8th graders, 36% of 10th graders, and 50% of 12th graders had tried cigarette smoking.246 The prevalence of current smoking (defined as smoking within the past 30 days) among high school seniors decreased from 39% in 1976 to 29% in 1981, and was then relatively stable until 1992, but increased to 36% by 1997 and then decreased to 22% in 2006 (Fig. 54-5). Similarly, prevalence among 10th graders increased from 21% in 1991 to 30% in 1996, then decreased to 14% in 2006. The prevalence of smoking among 8th graders increased from 14% in 1991 to 21% in 1996, then decreased to 9% in 2006. Similar patterns were seen for daily smoking. Among high school seniors, smoking prevalence was higher for girls than for boys until the late 1980s; since 1990, current and daily smoking prevalence has been comparable for girls and boys.248 A larger decline in current smoking prevalence occurred among black high school seniors from 1977 (37%) to 1992 (9%) than among white high school students (38% to 32%).244 Smoking prevalence among black high school students increased from 9% in 1992 to 15% in 1998, but then decreased to 9% in 2004.248 The increase in smoking prevalence from 1992 to 1998 was greater for African American boys than girls, but the subsequent decline was also greater among boys than girls.249,250

### The Changing Cigarette

#### Low-Tar Cigarettes

Tar is a complex mixture of compounds, including 69 identifiable carcinogens and cocarcinogens.114 Nicotine is the principal constituent responsible for a smoker’s pharmacological response (addiction).5,12 In the early 1950s, when smoking was first associated with lung cancer, a majority of Americans smoked unfiltered (plain) high-tar cigarettes, with a sales-weighted average tar and nicotine content per cigarette of 38 mg and 2.7 mg, respectively, in 1954. By 1998, the sales-weighted average content per cigarette had dropped to 12 mg tar and 0.89 mg nicotine.1 However, these averages are based on yields from cigarettes as measured by the U.S. Federal Trade Commission (FTC) smoking machine under standardized laboratory conditions and do not reflect the actual smoking patterns of persons who smoke filtered cigarettes.101,119 Filtered cigarette use increased from 0.56% in 1955 to 99% in 2003.250 The machine-measured tar and nicotine reductions have come through the use of efficient filters, highly porous cigarette paper, and changing the composition of the tobacco blend. Filters are generally composed of cellulose acetate, although some also have charcoal. Filters reduce the amount of tar inhaled and selectively reduce some of the volatile components of cigarette smoke. Since 1968, filters increasingly have contained perforations (which may or may not be visible) that allow air to dilute the smoke, thus reducing the machine-measured tar and nicotine yield.119,249 Other methods used to reduce the tar and nicotine content yields on the standard smoke assays include the use of porous cigarette paper, which lowers tar, CO, and nitrogen oxides inhaled. Use of reconstituted tobacco (made from tobacco dust, fines, particles from ribs and stems, and additives such as adhesives and cellulose fiber) decreases the tobacco content. Similarly, the use of puffed, expanded, and freeze-dried tobacco decreases the amount of tobacco needed to fill a cigarette. Increasing the length of the cigarette allows more air to enter the paper and for more of the volatile components to diffuse out of the cigarette. Increasing the filter length decreases the amount of tobacco in the cigarette, lengthening filter overwraps reduces the amount of the cigarette smoked under the FTC protocol, decreasing the cigarette circumference reduces the amount of tobacco available for burning, using a more coarsely cut tobacco means the tobacco burns less efficiently, and blending the tobacco with lower nicotine yield strains or different leaf positions can reduce the amount of nicotine available.101,261

However, low tar cigarettes have an elasticity of delivery that allows smokers to get much higher yields of tar and nicotine by altering their pattern of puffing (larger puffs, inhaling more deeply, taking more rapid or more frequent puffs), by blocking the ventilation holes in the filters with their lips or fingers, or by increasing the number of cigarettes smoked per day. These alterations allow smokers to receive much higher deliveries of tar and nicotine from the cigarette, so that most smokers who switch do not substantially alter their exposure to tar and nicotine and therefore do not significantly lower their risk of disease.199 Studies show that low tar cigarettes can deliver the same tar and nicotine as regular cigarettes. Although there appear to be some differences in human nicotine exposure between high- and low-yield cigarettes, these differences are small and do not correspond to the difference in the yields as measured by the FTC smoking machine. Similarly, studies have generally found no relationship between CO levels in the human body and FTC machine yields. In addition, studies suggest that the published tar-to-nicotinic ratio based on the FTC machine test does not correspond to actual ratios of tar and nicotine absorbed by smokers. Thus, published tar-to-nicotinic ratios cannot be used to estimate the tar exposure of smokers. Studies using biomarkers of exposure to, and doses of, tobacco smoke...
components have shown little relationship between biomarkers and tar/nicotine yields as measured by the FTC method.\(^9,119\)

In general, the FTC method underestimates human exposure to the chemicals in cigarette smoke.\(^1,101\) This machine takes 2-second, 35-mL puffs every 60 seconds until the cigarette is smoked to 3 mm of the filter overwrap, whereas humans, on average, take puffs of greater than 35 mL over 1.8 seconds, every 34 seconds. The FTC method underestimates by a greater degree the amount of smoke drawn from low-yield cigarettes than from high-yield cigarettes.\(^1,101\) In addition, since the FTC machine smokes to within 3 mm of the overwrap, lengthening the overwrap can decrease the apparent yield, even though the remaining tobacco can be smoked.\(^119\)

Changes in smoking patterns are related to smoker’s self-regulation of their blood nicotine levels and higher yields of nicotine can be obtained by alternating the frequency and depth of inhalation, increasing the number of cigarettes smoked, or mechanically compressing filter tips and blocking air channels with the lips or fingers.\(^1,12,101,119,260\) One study of participants who spontaneously switched to cigarette brands with a lower reported yield compared the smoker’s cotinine levels before and after the switch. Although the FTC-measured nicotine yield was reduced from 1.09 mg to 0.68 mg, the serum cotinine levels were unchanged.\(^262\) Another study found that even those smoking ultra-low-yield cigarettes could be exposed to high levels of nicotine and CO.\(^1\) Therefore, smokers should be informed that they may not be deriving any health benefit from low-tar products and strongly advised to quit smoking completely.

Since their introduction to the U.S. cigarette market in the late 1960s and early 1970s, the so-called low-tar and low-nicotine cigarettes have had rapid increases in market share. The market share of cigarettes yielding 15 mg of tar or less increased from 2% in 1967 to 87% in 1999, and has remained stable at 84% through 2005.\(^279\) In addition, since their introduction in the late 1970s, the cigarette brands with 12 mg or less of tar captured 58% of the U.S. market in 2001 and has remained at that level those with less than 7 mg tar, 12%, and less than 4 mg tar, 1%.\(^289\) The significant growth of the low-tar cigarette market in the past two decades is attributable to increased public awareness that cigarette smoking, particularly exposure to tar and nicotine, is detrimental to health and to the perception that lower-tar cigarettes are safer.\(^101\) The progression from unfiltered high-tar, to filtered high-tar, to filtered middle-tar, and to filtered low-tar cigarettes has also been observed in most industrialized countries, although at a slower pace and 5–10 years after the introduction of these changes in the United States.\(^110\)

Early studies conducted to ascertain the health consequences associated with reduction of cigarette tar and nicotine yields looked promising, with smokers of low-tar or filtered cigarettes appearing to have lower lung cancer risk. Even some later studies have also reported lower risk for lung cancer. However, these studies generally adjusted for the number of cigarettes smoked per day. If increasing the number of cigarettes smoked is a common compensatory mechanism, such adjustment would not be appropriate. In addition, later prospective studies revealed an increase in the risks associated with smoking over the period when tar and nicotine yields were decreasing. For example, lung cancer risk was higher for participants in ACS’s CPS II compared with CPS I, even after adjusting for number of cigarettes smoked per day and duration of smoking.\(^2\) Three publications recently reviewed the evidence on cigarette yield and lung cancer risk. The Institute of Medicine (IOM) found the evidence mixed, but concluded that unfiltered cigarettes probably conferred a greater risk than filtered cigarettes.\(^260\) National Cancer Institute (NCI) Monograph #13 also reported the evidence on yield and lung cancer risk to be mixed, but noted that lung cancer rates have increased over time and found no convincing evidence that changes in cigarette design have resulted in an important decrease in the disease burden either for smokers as a group or for the whole population. The NCI monograph also noted that adenocarcinoma has replaced squamous cell as the leading cause of lung cancer death in the United States.\(^110\) Analyses suggest that the increase in incidence parallels changes in smoking behavior and cigarette design. It has been hypothesized that the smoke from high-tar, unfiltered cigarettes was too irritating to be inhaled deeply and was deposited in the central bronchi where squamous cell carcinomas occur. Smoke from milder filtered, low-tar cigarettes could be inhaled more deeply, allowing for the development of the more peripheral adenocarcinomas.\(^9,99,102\) In addition, low-tar cigarettes have higher levels of tobacco-specific nitrosamines, which have been linked to the development of adenocarcinomas.\(^9,102\) The 2002 IARC report concluded that any reduction in lung cancer risk associated with the changing cigarette has been small.\(^110\) In addition, the Tobacco Advisory Group of the Royal College of Physicians concluded “there is therefore inadequate grounds for concern that low tar cigarettes offer smokers an apparently healthier option while providing little if any true benefit.”\(^264\)

Little evidence is available on the relative risks of developing COPD from the smoking of low-tar, low-nicotine cigarettes, but the existing studies generally have not found reduced risk for FEV\(_1\) decline or COPD-related mortality from smoking lower yield cigarettes.\(^119,175\) The 2004 Surgeon General’s Report concluded that products with lower yields of tar and nicotine have not been found to reduce coronary heart disease risk substantially,\(^1\) and the NCI monograph concluded that there is no clear consensus on CHD risks from the use of filtered or low-yield cigarettes.\(^119\)

Potential Reduced Exposure Products (PREPs)

Tobacco companies have introduced novel, nontherapeutic nicotine-delivery devices. For example, the Favor Smokeless Cigarette, a nicotine inhaler, was introduced in 1985. The U.S. Food and Drug Administration (FDA) determined that this device delivered a drug, and the inhaler was withdrawn from the market. In 1987, the Pinkerton Tobacco Company introduced Masterpiece Tobacs, a chewing gum containing shreds of tobacco. The FDA determined that chewing gum is a food product and tobacco had not been approved as a food additive and the product was withdrawn from the market. In 1987, the R.J. Reynolds Tobacco Company introduced Premier, a device that heated tobacco rather than burning it. Adverse publicity and consumer complaints about the taste and difficulty lighting the product caused the company to withdraw it before the FDA could determine whether it was a drug delivery device.\(^265\) In 1996, the company test marketed Eclipse, which was promoted as a low-smoke cigarette and which, like Premier, heated tobacco.
More recently, other tobacco products and devices have been developed and marketed with implied claims for reduced disease risk. For example, Omni cigarettes advertise that they have “Reduced carcinogen Premium taste.” Advance is marketed as having “significant reduction in many of the toxins delivered to the smoker.” And Eclipse claims they “may present smokers with less risk of certain smoking-related diseases compared to other cigarettes.”

The public health community is divided on whether use of PREPs is a viable strategy to reduce tobacco morbidity and mortality. PREPs have the potential to be widely adopted by smokers, much as low-tar cigarettes and filtered cigarettes now dominate the market. A recent JP Morgan survey found that 91% of smokers would be willing to switch brands if a lower risk cigarette became available. Recently, the major U.S. tobacco companies have either bought smokeless tobacco companies or developed their own product. These smokeless products are being promoted for “when you can’t smoke,” as a cessation aid, and as a harm reduction strategy. However, there are no studies showing smokeless tobacco use increases cessation, and a recent study showed that “switchers” had a higher mortality rate than smokers who quit cigarettes and did not switch to smokeless tobacco.

In order to conclude that PREPs reduce population risk, several assumptions would need to be met: (a) measurements suggesting reduced exposure to carcinogens and toxins would need to translate into actual reduced exposure (which did not occur with low-tar cigarettes); (b) reduced exposure would need to translate into reduced individual risk; (c) reduced individual risk would need to translate into reduced population risk (e.g., no corresponding increase in initiation or reduction in cessation that negates any reduction in individual risk); and (d) no increase in other diseases or risks (e.g., the increase in adenocarcinoma with low-tar cigarettes). Although promoting the use of purportedly lower risk products seems to make sense at some level, the reality is that none of these assumptions is necessarily true (as was clearly demonstrated by the low-tar experience) and they all need to be tested on a case-by-case basis. Also, the population effects will be determined not only by the characteristics of the products, but also by the way they are marketed and by how consumers respond to that marketing.

Several past “harm reduction” strategies have not reduced harm. For example, reducing the amount smoked by 50% may not reduce mortality from tobacco-related disease (probably because of compensation). Even efforts to eliminate compensation by using nicotine replacement therapies (NRT) so smokers reduce the amount smoked have not reduced their levels of carcinogenic biomarkers as expected. Similarly, people who switch tobacco products use them differently than those who have always used the other products (e.g., inhalation patterns and number of cigars smoked by former cigarette smokers). Finally, the experience with low-tar cigarettes suggests that they may have provided little if any reduction in individual risk and actually increased population harm.

Cigarettes contain almost 5000 chemical compounds and 60 known carcinogens. It is unclear if reducing the levels of a few of these substances will reduce risk. It is also possible that methods used to reduce the level of one toxin or carcinogen could increase the level of others. For example, Eclipse has reduced levels of a few carcinogens, but increased carbon monoxide levels, which increases the risk of CHD. Also, there is often not a linear relationship between exposure and disease. For example, the risk of lung cancer is much more strongly related to duration of smoking than to amount smoked per day. Also, risk of CHD increases rapidly at very low levels of exposure and then plateaus. Any attempt to assess the probable impact of a PREP needs to look at multiple effects and outcomes, since tobacco use affects nearly every organ of the body. Even with modern cigarettes, which have been available for nearly 100 years, new causal risks are still being found. Finally, people may use PREPs concurrently with cigarettes, which could expose them to multiple risk factors that may interact in complex and unpredictable ways.

Several unintended consequences could actually increase population risk. First, there might be an increase in initiation resulting from the perception that PREPs are safer. Also, some users may later switch to cigarettes, potentially resulting in increased disease risk. For example, youth consider low-tar cigarettes to be safer, to have lower tar and nicotine levels than regular cigarettes, believe that these cigarettes take longer to cause addiction, and think that they are easier to quit than regular cigarettes. Second, smokers are ambivalent about quitting. The belief that they have taken a positive step to reduce their risk by switching to a PREP allows smokers to rationalize postponing quitting, as was seen with low-tar cigarettes. Thus smokers may not reduce their risk as much as they would have if PREPs had not been on the market. Third, former smokers might relapse. Finally, as noted earlier, PREPs may introduce unforeseen new disease risks, either from increased exposure to existing toxins, exposure to new toxins, or through the simultaneous use of several products.

“Harm reduction” is being pushed as a remedy for smokers who cannot or will not quit. However, this implies that all efforts have been made to help smokers quit and that these efforts have failed. However, effective, low-cost cessation treatments are not yet widely available. This premise also ignores the fact that 70% of smokers want to quit, that 42% make a quit attempt of one day or longer each year, and that only about 20% use any proven therapies in their quit attempt. There is no safety form of tobacco use and there are “clean” forms of nicotine available through NRT. Even long-term use of nicotine would be preferable to the use of a different tobacco product as an alternative to quitting.

The Institute of Medicine concluded that an unsuccessful “harm reduction” strategy could lead to long-lasting and broadly distributed adverse consequences, suggesting that these interventions may need to be held to a higher standard of proof and that government should be particularly careful. The fact that it could take decades to be certain about the effects of tobacco PREPs was noted as a reason for particular caution. The IOM also recommended that any such strategy should occur only under comprehensive regulation of tobacco products and be implemented within a comprehensive tobacco control program that emphasizes abstinence, prevention, and treatment.

Cigars and Pipes

In the United States, total consumption of cigars decreased yearly from 8108 million in 1970 to 2138 million in 1993, then increased to 5024 million in 2000. This increase corresponded with an aggressive marketing campaign, beginning in 1992, that glamorized cigar use. A 2004 national survey found that 5% of middle school students and 13% of high school students had smoked a cigar in the past 30 days. Prevalence was 2.5 times as high for high school boys as girls. Cigar use increases steadily with grade in school, from 12% among 9th graders to 18% among 12th graders.

Cigar smoking among men decreased from 16% in 1970 to 3% in 1992, then increased to 4% in 2005. Over the same time period, cigar smoking among women decreased from 0.2% in 1970 to 0.02% in 1992, then increased to 0.3% in 2005. A substantial number of former and never cigarette smokers are cigar smokers. In contrast to cigarettes, the increase in adult cigar use appears to have occurred among those with higher educational and income levels. Cigar smoke contains the same toxic and carcinogenic constituents as cigarette smoke, but the tar from cigars contains higher concentrations of carcinogenic polycyclic aromatic hydrocarbons (PAH) and tobacco-specific nitrosamine levels are higher in cigar smoke. Carbon monoxide and ammonia are also produced in greater quantities by cigars than cigarettes.

The 1998 NCI Monograph on cigars concluded that they cause oral, esophageal, laryngeal, and lung cancer. Some studies suggest that cigar smoking also increases the risk of pancreatic, bladder, and colon cancer. The NCI report also concluded that smokers have higher rates of oral and esophageal cancers similar to cigarette smokers, but lower risks of lung and laryngeal cancer, COPD, and CHD. However, regular cigar smokers who inhale, particularly those who smoke several cigars a day are at increased risk for COPD and CHD. The magnitude of risk is proportional to the type and intensity of exposure, so reduced inhalation yields lower risk. However, even those who do not
inhalers are at a higher risk of disease than never-users of tobacco. Mixed smokers (those who use both cigars and cigarettes) and cigarette smokers who switch to cigars are much more likely to inhale and to use cigars regularly, and therefore remain at much higher risk for all major smoking-related diseases.141,415

Cigars can deliver nicotine concentrations comparable to or higher than those from cigarettes and smokeless tobacco. Cigar smoke also contains a substantial proportion of its nicotine as freebase nicotine, which is easily absorbed through the oral mucosa. Thus cigar smokers do not need to inhale to ingest substantial quantities of nicotine, although oral absorption produces lower quantities and lower peak blood levels than does inhalation. Because cigars are addictive, their use by young people may potentially lead to switching to other products such as cigarettes.411

From 1965 to 2005, the prevalence of pipe smoking among men decreased from 14% to 0.9%.241 Pipe smoking has never been common among women (0.2% or less). In 1991, men aged 35–64 years of age (3%) were the primary pipe smokers, with those 18–24 years of age being the least likely to smoke pipes (0.2%). By 2005, use varied from 0.3–0.4% among men aged 25–44 to 1.8% among men aged 45–64.241 Men who smoke pipes are often previous users of another form of tobacco, particularly cigarettes.124

Pipe smoking causes lip cancer1 and is also associated with other diseases, including oropharyngeal, laryngeal, esophageal, and lung cancer and COPD.411,45–48,114,126–281 Some studies have suggested an increased risk of colorectal, pancreatic, and bladder cancer with pipe smoking.124 The 1983 Surgeon General’s report concluded that smokers who have used only pipes are not at greater risk for CHD than nonsmokers, but some recent studies suggest an association between pipe smoking and CHD, particularly if the smoke inhalation pattern mimics that for cigarettes.43,44,281 It has been estimated that pipe smoking kills 1100 Americans each year.248

**Smokeless Tobacco**

Smokeless, “spit,” or oral tobacco (chewing tobacco or snuff) contains tobacco leaves plus sweeteners, flavorings, and scents. Chewing tobacco may be in the form of strands, cakes, or shreds and is either chewed or placed in the mouth. Snuff, which is marketed in a small can, or tin, is supplied dry or moist and is held (“dipped”) between the gingiva and the lip or cheek. Whereas the smoking of tobacco has declined, the overall prevalence of smokeless tobacco use among U.S. adults has changed little during the last 20 years. The NHIS found that the prevalence of smokeless tobacco use was 5% for men and 2% for women in 1970 and among men and less than 1% for women in 2005.51,282 Prevalence tends to be higher in the South and in rural regions, and higher among whites than African Americans.69 Although the overall prevalence of smokeless tobacco use has remained low for the past two decades, the demographics of smokeless tobacco use have changed dramatically. This behavior was formerly found predominantly among older people, particularly older black men and women and older white men. Since the late 1980s, however, smokeless tobacco use, particularly sniff use, has been seen primarily among young white males.241 In 2004, the prevalence of smokeless tobacco use among middle school boys was 4% and among high school boys was 10%. Among high school boys, use was highest among whites (14%), and lower for blacks (3%), Hispanics (8%) and Asians (2%).273,274

Long-term smokeless tobacco use causes periodontal disease and oral leukoplakia, with manifestation occurring even among young people.155,179,190 Among users of smokeless tobacco or sniff, changes in the hard and soft tissues of the mouth, discoloration of teeth, and decreased ability to taste and smell have been reported.190 There is also strong evidence that smokeless tobacco use causes cancer in humans.133 The association for specific cancers is strongest for cancers of the oral cavity,1,133 but increased risks for cancers of the pharynx and stomach have also been reported.124 Smokeless tobacco use causes acute cardiovascular effects, such as increased heart rate and blood pressure levels48 and both a large population-based study and a cross-sectional study in Sweden found that smokeless tobacco users were more likely to have hypertension.49,231 Some, but not all, studies of the effect of smokeless tobacco on lipids have shown a higher risk of hypercholesterolemia, lower high-density lipoprotein levels, and higher triglyceride levels.49 One study showed an elevated risk of diabetes in smokeless tobacco users.49 A large Swedish cohort study found that smokeless tobacco users were more likely to die of cardiovascular disease than nonusers,52,306 but two case-control studies have not found an increased risk.48 An analysis of both CPS I and CPS II showed increased risk of death from CHD and stroke among smokeless tobacco users.51 Starting in 1986, smokeless tobacco products and advertisements were required by federal law to carry warning labels about the health hazards of their use. Smokeless tobacco is addictive; its use may predispose those who try it to become cigarette smokers.244

**Other Tobacco Products**

Other tobacco products, such as bidis or kreteks (clove cigarettes) are used by 2% of middle school students and 4% of high school students.278 When compared to filter cigarettes, bidis deliver higher amounts of nicotine (1.2 times), tar (2.2 times) and CO (2 times).265 Bidi smoke contains other toxic compounds, including tobacco-specific nitrosamines, phenol, hydrogen cyanide, and benzofuran.261,287 Studies have suggested an increase in all-cause mortality among bidi smokers.269 Bidi smokers may have twice the risk of lung cancer as smokers of Western-style cigarettes, and three times the risk of CHD as nonsmokers.269 Some studies also suggest increased risk for oropharyngeal, stomach, esophageal, and laryngeal cancer and adverse reproductive effects.114,250–253

**Clinical Treatment for Tobacco Use/Nicotine Dependence**

The reduced national prevalence of smoking means that many millions of smokers (more than half of ever smokers) have quit smoking.243 In addition, 70% of current smokers want to stop smoking completely,244 and 42% of current daily smokers have stopped smoking for at least 1 day in the previous 12 months because they were trying to quit completely.43 Reasons to quit reported by ex-smokers as contributing to their cessation attempts and continued abstinence include: health problems; strong family pressures, both from spouses and children; peer pressure from friends and coworkers; cost of cigarettes, especially for lower-income individuals; fear of potential adverse effects on personal health or on the health of their children; the likelihood of their children starting to smoke; and concern for cleanliness and social acceptance.125,306

In 2000, the Public Health Service (PHS) published updated clinical guidelines on tobacco dependence treatment that were based on a systematic review of the scientific literature from 1976 to 1998. Meta-analyses of randomized controlled trials that contained at least five months of follow-up served as the basis for the recommendations. The primary findings were that brief advice to quit is effective (30% increase in cessation rates), more intensive counseling is more effective (doubles the quit rate), counseling can be delivered via individual counseling, group programs or telephone counseling, and that FDA-approved medications double quit rates. Patients should also be encouraged to obtain social support for their quit attempt, since this increases cessation rates by 50%.243 Similarly, the U.S. Preventive Services Task Force (USPSTF) strongly recommends that clinicians screen all adults for tobacco use and provide tobacco cessation interventions (brief counseling and pharmacotherapy) to those who use tobacco products. The USPSTF strongly recommends that clinicians screen all pregnant women for tobacco use and provide augmented pregnancy-tailored counseling to those who smoke.268
For primary care providers, the recommendations emphasize the importance of (a) systematically asking about tobacco use (so that every patient at every clinic visit has his or her tobacco use documented); (b) strongly advising (in a personalized manner) all tobacco users to quit; (c) assessing the patient’s willingness to quit; (d) assisting the patient in quitting; and (e) arranging follow-up (the 5 A’s).

The primary care intervention is designed to be brief. Patients not yet willing to quit smoking should receive a motivational intervention to promote later quit attempts. For patients willing to make a quit attempt, the provider should help the patient set a quit date, provide key advice on dealing with problem situations, encourage the use of FDA-approved medications (nicotine patch, gum, lozenges, tablet, inhaler, nasal spray, and the nonnicotine medications bupropion and varenicline) unless contra-indicated, and refer the tobacco user to a telephone quitline or community program. All patients who attempt to quit should have scheduled follow-up in person or by telephone. These recommendations assume that office systems will be developed to assure the assessment of tobacco use and appropriate treatment.

Evidence of the effectiveness of cessation interventions among youth is lacking.275,276 The PHS guideline gave a “C” or expert opinion, recommendation that in clinical settings, providers should screen pediatric and adolescent patients and their parents for tobacco use and give a strong message about the importance of abstaining from tobacco use. The guideline also stated that counseling should be considered, but the content modified to be developmentally appropriate, and medications could be considered when there is evidence of nicotine dependence and a desire to quit.275 Similarly, the USPSTF also concluded that there was insufficient evidence to recommend for or against routine screening or interventions to prevent or treat tobacco use and dependence among children and adolescents.276 The Surgeon General concluded that youth smoking cessation programs have low success rates, and it is difficult to attract and keep adolescents in such programs.276 One study determined, however, that in clinical settings where physicians use existing visits to provide cessation counseling, even a very low success rate could still be highly cost effective because of the low cost of such opportunistic interventions and the large potential impact. This conclusion would not extend to youth cessation programs in other settings.276 The PHS guideline gave a “B” recommendation to offering advice and interventions to parents to limit children’s exposure to SHS.275

Administrators, insurers, and purchasers of health care delivery can also promote the treatment for tobacco use/nicotine dependence. Administrators can help ensure that institutional changes to promote cessation interventions are systematically and universally implemented. Insurers should make effective treatments a covered benefit, and purchasers should make tobacco use assessment, counseling, and treatment a contractual obligation. The PHS guidelines recommend that (a) a tobacco use identification system be implemented in every clinic; (b) education, resources, and feedback to promote intervention be provided to clinicians; (c) staff be dedicated to provide effective cessation treatment, and the delivery of this treatment assessed by performance evaluations; (d) hospital policies support the provision of cessation services; (e) effective smoking cessation treatment (both pharmacotherapy and counseling) be included as paid services in health insurance packages; and (f) clinicians be reimbursed for providing effective cessation treatments, and these interventions be among the defined duties of salaried clinicians.276 The PHS guidelines are consistent with other published recommendations.276,277

Tobacco treatment is extremely cost-effective, more so than other commonly covered preventive interventions, such as mammography, treatment for mild-to-moderate hypertension, and treatment for hypercholesterolemia.272–274 An analysis of recommended clinical preventive services that ranked the services based upon disease impact, treatment effectiveness, and cost-effectiveness concluded that treatment of tobacco use among adults ranked first, along with childhood immunizations and aspirin therapy, to prevent cardiovascular events in high risk adults. It also had the lowest delivery rate among the top ranked interventions.275 Some data suggest there are cost savings from the treatment of tobacco use, even in the first year, as a result of the rapid decline in risk of acute myocardial infarction and stroke.278 Another study found that the cost of a moderately priced cessation program (brief clinical interventions, free telephone counseling and free NRT) paid for itself within 4 years due to lower hospital costs among successful quitters compared with continuing smokers.279 The managed care plan found that tobacco treatment interventions not only improved quality of care, but also decreased use of medical services: after one year of cessation, ex-smokers’ medical costs dropped progressively and reached levels comparable to those of never-smokers.279 This plan also found that systematic implementation of tobacco treatment interventions accelerated the reduction in smoking prevalence among plan members compared with the general population.279 In addition, provision of preventive services in a health plan is associated with increased patient satisfaction with the plan.280

Telephone quitlines increase cessation rates compared to self-help materials.281,282,283 Quitlines have been used within health care systems to provide support for physician advice and brief counseling. When offered a choice of free group programs or free quitline support, more smokers chose quitline support. Group Health Cooperative found that a routine screening system with primary care providers giving cessation advice, medication, and encouragement to get more intensive support; marketing the program; providing quitline services; and covering counseling and medication (with the usual $5 copay) resulted in an annual increase in use of counseling services from 0.5% to 10% of smokers in the plan,279 and a decrease in smoking prevalence from 25% to 15% over 10 years.281

Employers can support employees who want to quit tobacco use by offering (or referral to) a variety of cessation assistance options, including telephone quitlines, self-help programs, formal cessation programs, counseling from a health care provider, and pharmacological aids. Workplace smoking-cessation assistance can be provided on- or off-site, and be run by outside or in-house personnel, and can be an isolated activity or integrated into a comprehensive employee health promotion program. Company incentives to support employee cessation efforts may include full or partial payment of any costs, including pharmacological agents, time released from work for cessation assistance, and lower employee contributions to health benefit costs. For nonsmokers,281 Studies have been mixed on the effectiveness of work-site programs. Although one meta-analysis suggested a modest impact, two large trials published subsequently showed either no impact or very small and nonsignificant results.282,284–286

**Performance Measures for the Treatment for Tobacco Use**

The Institute of Medicine identified cessation help for adult smokers as one of 20 national priority areas for health care quality improvement.287 Treatment of tobacco use is also increasingly a performance measure for accreditation or quality assurance. For example, a majority of plans reported at least some of the measures in the Health Plan Employer Data Information Set (HEDIS).288 A measure of a plan’s smoking cessation activities was first included in December 1996, when HEDIS 3.0 was released. Under this survey measure, managed care plans report the proportion of smokers or recent quitters (within the past year) who had been seen in the plan during the previous year and who had received advice to quit smoking.289 In 2003, the measure was expanded to include the proportions whose health care provider had discussed medications and the proportion whose health care provider had given other assistance in quitting. In 2005, 66–71% (depending on whether Medicare, Medicaid, or commercial plan). Provided advice, 32–39% recommended or discussed medication use, and 34–39% provided other assistance in quitting.289 The Joint Commission on Accreditation of Healthcare Organizations (JCAHO) now requires hospitals to document their provision of smoking cessation treatment for patients admitted for acute MI, heart failure, and community-acquired pneumonia.286 In 2005, the Center for Medicare and Medicaid Services (CMS) began a pilot project that provides financial incentives to physicians who deliver targeted interventions.
Tobacco cessation advice and assistance were among those quality measures.321

**Community Interventions to Reduce Tobacco Use**

Beginning in the 1970s, attention began to focus on community interventions to reduce risk factors. Examples include Finland’s North Karelia Project,322 South Africa’s Coronary Risk Factor Study,323 the Stanford Three Communities Study,324 the Stanford Five Cities Project,325 the Multiple Risk Factor Intervention Trial,326 the Minnesota Heart Health Program,327 and the Pawtucket Heart Health Program.328 Some showed positive results, but in others, unanticipated secular changes in the control group or inappropriate or inadequate interventions led to nonsignificant results.

These were followed by the American Stop Smoking Intervention Study for Cancer Prevention (ASSIST) in 1991, a demonstration project in 17 states for community tobacco control activities. ASSIST, funded by the NCI, and conducted in collaboration with the ACS, funded state health departments to form community-based tobacco coalitions that were responsible for developing and implementing comprehensive state plans for tobacco use prevention and control. An evaluation of ASSIST reported that consumption was lower in ASSIST states than in the rest of the country.329 Around the same time, California and Massachusetts had their own statewide initiatives funded by tobacco taxes, providing further data for the evaluation of community-based interventions.

**Evidence for Specific Community Interventions**

As a result of community trials and other controlled studies, enough evidence is available to allow recommendations for effective community interventions. The Guide to Community Preventive Services, an evidence-based guideline, noted that: effective interventions to decrease initiation include raising the price of tobacco products, media campaigns combined with other interventions (such as price increase or community interventions), and community mobilization around minors’ access when combined with other interventions.330 Effective interventions to reduce exposure to secondhand smoke include smoking bans or restrictions. Effective interventions to increase cessation include raising the price of tobacco products, sustained media campaigns (in conjunction with other interventions), telephone quitlines, and reducing the out-of-pocket costs of treatment (i.e., insurance coverage of treatment). Provider reminders alone or in combination with provider training also increased quitting, but provider training alone or community interventions, and community mobilization around minors’ access when combined with other interventions.330 Effective interventions to reduce exposure to secondhand smoke include smoking bans or restrictions. Effective interventions to increase cessation include raising the price of tobacco products, sustained media campaigns (in conjunction with other interventions), telephone quitlines, and reducing the out-of-pocket costs of treatment (i.e., insurance coverage of treatment). Provider reminders alone or in combination with provider training also increased quitting, but provider training alone did not have sufficient evidence of its efficacy to be recommended.330

**Preventing Tobacco Use**

Evidence that knowledge of adverse and long-term health effects did not translate into reduced smoking among youth has led to increased attention on the development of valid theoretical models of smoking initiation and prevention programs. Five stages to smoking initiation among children and adolescents are currently recognized: (a) A preparatory stage in which attitudes and beliefs about the utility of smoking develop. Smoking may be viewed as having positive benefits even though it has yet occurred. (b) The trying stage, which includes the first two or three times an adolescent tries to smoke (usually in a situation involving peers). (c) An experimentation stage with repeated but irregular smoking, in which smoking is usually a response to a particular situation. (d) Regular use; at least weekly smoking across a variety of situations. (e) Nicotine dependence, the physiological need for nicotine.379 Community-based interventions (tobacco price increases, countermarketing campaigns, minors’ access restrictions, and school programs) have been the primary modalities used to prevent initiation.

**Increasing Price**

In 1993, an NCI consensus panel concluded that an increase in cigarette excise taxes may be the single most effective intervention for reducing tobacco use by youth.331 There is a robust body of evidence on the effectiveness of price increases on youth initiation.332 The Guide to Community Preventive Services identified eight studies that specifically looked at the impact of price on youth and young adults. The Community Guide concluded that a 10% increase in price reduced youth prevalence by 3.7%, decreased initiation by 3.8%, and also decreased the amount smoked by adolescents who continued to smoke.333 One study concluded that youth consumption may be three times more sensitive to price increases than adult consumption.334 Another analysis of cigarette excise taxes concluded that an increase in the federal cigarette excise tax would encourage an additional 3.5 million Americans to forgo smoking, including more than 800,000 teenagers and almost two million young adults aged 20–35 years.335,336 Other studies have reported that for every 10% increase in price, total cigarette consumption among youth decreases 7%.309,331–335 Even the tobacco industry has privately acknowledged the effectiveness of price increases on reducing youth smoking: Philip Morris noted that “it is clear the price has a pronounced effect on the smoking prevalence of teenagers, and that the goals of reducing teenage cigarette smoking and balancing the budget would both be served by increasing the Federal excise tax on cigarettes.”337

Other tobacco products also respond to price interventions: increases in the price of smokeless tobacco reduce use by adolescent boys, with most of the effect coming from reduced prevalence rather than the amount used by continuing users.338 Studies have also shown that higher cigarette prices increase smokeless tobacco use. Increased cigarette prices also led to more cigar use in New Jersey, and the authors concluded that when excise taxes on other tobacco products do not keep pace with cigarette taxes, substitution occurs.339

**Countermarketing Campaigns**

Media campaigns, when combined with other interventions, are an effective strategy to reduce youth initiation.332 The Community Guide determined that mass media campaigns are effective in reducing youth prevalence. Sustained (at least two years) media countermarketing campaigns reduced self-reported tobacco prevalence by eight percentage points and, for those studies reporting odds ratios, by a median of 74%.309 The 2000 Surgeon General’s Report noted that multicomponent youth-directed programs with a strong media presence have shown long-term success in reducing or postponing youth tobacco use.333

Youth-focused campaigns have been developed and evaluated in several states and nationally. In Massachusetts, adolescents aged 12–13 who had been exposed to the countermarketing campaign as part of a comprehensive program were half as likely to become smokers as those who were not able to recall campaign advertisements.336 In Minnesota, when a youth-focused media campaign was ended, youth awareness of the campaign declined from 85% to 57%, and youth susceptibility to initiate smoking increased from 43% to 53% within 6 months.337 As part of the youth-focused tobacco control program in Florida that was funded by the tobacco industry settlement, the “truth” media campaign was developed. Evaluation results included a 92% brand awareness rate among teens, a 15% increase in agreement with key attitudes about smoking, a 20% decrease in smoking among middle school students and an 8% decrease in smoking among high school students.340 Florida teens exposed to the campaign were also more likely to agree with antitobacco industry attitudes. A longitudinal study reported that Florida teens with strong anti-industry attitudes were four times less likely to start smoking and 13 times less likely to become established smokers than teens with low anti-industry attitudes.341 In 2000, the American Legacy Foundation ran a national “truth” campaign. Evaluation results show that exposure to this campaign was associated with an increase in antitobacco attitudes and beliefs.342 Adolescents in tobacco-producing states were as responsive to the anti-industry ads as adolescents in non-tobacco-producing regions.343 It is estimated that 20% of the decline in youth smoking prevalence in the late 1990s was a result of the “truth” media campaign.344 In contrast, exposure to the
Philip Morris's "Think Don't Smoke" campaign did not cause an increase in antitobacco attitudes and those exposed to the campaign were more likely to be open to the possibility of smoking. Similarly a study of the Philip Morris parent-targeted campaign "Talk. They'll Listen" found that each additional viewing of the ad was associated with lower perceived harm of smoking, stronger approval of smoking, and inoculating youth against the effects of pressure to smoke. Most prevention programs focus on students in grades 6–8, the time of greatest increase in smoking experimentation. However, the effects of these programs are not sustained without additional educational interventions, media campaigns, or supportive community programs. Thus, although school-based skills' training is important for preventing smoking, more sustained and comprehensive interventions may be necessary for long-term success.

School-Based Tobacco Prevention Programs

School-based tobacco prevention programs have been shown effective when combined with concurrent, complementary community interventions. Current recommendations on quality school-based smoking prevention programs emphasize helping children understand and effectively cope with social influences associated with smoking, highlighting the immediate negative social consequences, and inoculating youth against the effects of pressure to smoke. Most prevention programs focus on students in grades 6–8, the time of greatest increase in smoking experimentation. However, the effects of these programs are not sustained without additional educational interventions, media campaigns, or supportive community programs. Thus, although school-based skills' training is important for preventing smoking, more sustained and comprehensive interventions may be necessary for long-term success.

Smoke-Free Policies

Another approach to discouraging smoking among youth is the establishment of strong no-smoking policies in schools and on school grounds. Such policies not only directly discourage smoking by youth but increase the likelihood that their teachers, who are role models, will not be seen smoking.

Minors' Access Restrictions

Tobacco products are widely available to minors and commercial outlets are an important source of tobacco for them. Since 1986, numerous published studies involving purchase attempts by minors confirm that, despite state and local laws banning such sales, they can easily buy tobacco from over-the-counter outlets and vending machines. Active enforcement of tobacco laws increases retailer compliance. Studies looking at their impact on prevalence, however, are mixed. The Guide to Community Preventive Services reviewed the literature on the effectiveness of minors' access laws and concluded that they are only effective in conjunction with other community interventions. An evaluation in Massachusetts after the defunding of the program showed that communities that had a dramatic reduction in tobacco control funding saw an average increase of 74% in illegal sales to minors, and communities that completely lost their programs had even larger increases. It is important to keep in mind that as commercial sales to minors decrease, "social" sources (other adolescents, parents, and older friends) may become more important sources of cigarettes. Thus a comprehensive approach is needed so that smokers of all ages, as well as retailers, do not provide tobacco to minors.

Eliminating Exposure to Secondhand Smoke

Clean Indoor Air Laws

Despite substantial progress, 125 million Americans are still exposed to SHS. In 2006, the Surgeon General concluded that eliminating smoking in indoor spaces fully protects nonsmokers, but that separating smokers from nonsmokers, cleaning the air, and ventilating buildings cannot eliminate exposure to SHS. Homes and workplaces are the primary locations for adult exposure, so interventions include smokefree homes, workplaces, and public places. Although the purpose of smokefree policies is to reduce SHS exposure, these policies also reduce consumption, increase quitting, decrease relapse, and possibly reduce initiation.

The entertainment and hospitality industries have particularly high SHS exposure. One study evaluated respirable particle (RSP) air pollution and carcinogenic particulate polycyclic aromatic hydrocarbons (PPAH) in a casino, six bars, and a pool hall. SHS contributed 90–95% of the RSP and 85–95% of the PPAH in these venues. These levels were greater than the levels of these contaminants on major truck highways and polluted city streets. Another study showed that levels of SHS in restaurants are 160–200% higher, and levels in bars are 400–600% higher than in office workplaces.

Both the Surgeon General’s report and the Guide to Community Preventive Services evaluated the effect of smoking bans and restrictions on exposure to SHS. Both found that smoking bans reduced exposure more than smoking restrictions; the Surgeon General also noted that full compliance with smoking bans eliminated exposure.

Increasing Cessation

Increasing the Price of Tobacco Products

Price increases are one of the most effective interventions to increase adult cessation, as shown by a substantial body of evidence. As Philip Morris noted, "when the tax goes up, industry loses volume and profits as many smokers cut back." Another study estimated that increasing the federal cigarette tax by $2.00 would reduce total cigarette sales by more than 4 billion packs per year, would decrease adult smoking prevalence rates by 10%, and 4.7 million smokers would quit. Even the tobacco industry has privately acknowledged the effect of price on reducing adult cigarette consumption. As Philip Morris noted, "A high cigarette price, more than any other cigarette attribute, has the most dramatic impact on the share of the quitting population . . . price, not tar level, is the main driving force of quitting."
force for quitting.\textsuperscript{186} Smuggling reduces the impact of price increases by making cheaper cigarettes available and it also reduces government revenue from a tax. Large differences in price between states or countries increases the profitability of smuggling. There is also evidence that the cigarette companies themselves have been directly involved with smuggling activities.\textsuperscript{182a}

\textbf{Countermarketing}

Evidence for the effectiveness of counteradvertising comes from both national and international data. An econometric analysis of the U.S. Fairness Doctrine (which required one antismoking message for every three to five tobacco advertising messages) concluded that counteradvertising substantially deterred smoking.\textsuperscript{185} Another study of the Fairness Doctrine concluded that the number of people who successfully quit smoking tripled during the period that the doctrine was in effect.\textsuperscript{184} An evaluation of a paid media campaign against smoking in Australia found that there was a marked decrease in smoking prevalence attributable to the campaign.\textsuperscript{183} An evaluation of a Greek media campaign showed that the annual increase in tobacco consumption was reduced to nearly zero as a result of the campaign. When the campaign stopped, consumption again rose at the precampaign rate.\textsuperscript{180} The Guide to Community Preventive Services found 15 high-quality studies of the effect of tobacco media campaigns on increasing cessation. In all studies, the campaign was concurrent or coordinated with other interventions such as tax increases, community education programs, self-help cessation materials, individual counseling, or other mass media efforts. Various endpoints were measured in the various studies. The campaigns increased cessation by a median of 2.2 percentage points, reduced tobacco consumption by a median 17.5%, and reduced prevalence by a median of 3.4 percentage points.\textsuperscript{189}

\textbf{Advertising Bans}

Evidence for the effectiveness of advertising bans is mixed. One study used multiple regression analysis to evaluate the effectiveness of advertising restrictions, price, and income on tobacco consumption in 22 countries from 1960 to 1986. Above threshold levels, both advertising restrictions and higher prices were effective in decreasing tobacco consumption.\textsuperscript{182} However, an analysis of the 1971 U.S. broadcast media ban did not show an effect.\textsuperscript{189} This apparent lack of effect may be due in part to these bans being frequently circumvented, such as during the promotions of televised sporting and entertainment events. For example, during a Marlboro Grand Prix telecast, the Marlboro logo was seen or mentioned nearly 6000 times and was visible for 46 minutes of the 94-minute broadcast.\textsuperscript{189} In addition, after the broadcast ban went into effect in the United States, tobacco advertising merely shifted to other media—newspapers, magazines, outdoor signs, transit, point of sale, and a variety of promotions—at much higher expenditure levels.\textsuperscript{189} Similarly, other studies have suggested that partial bans are not effective, but that complete bans can decrease consumption.\textsuperscript{170–172}

\textbf{Quitlines}

Quitlines have been shown to increase cessation rates. The Guide to Community Preventive Services found 32 high-quality studies of the effectiveness of quitlines. In all studies, telephone support was coordinated with other interventions, such as patient education, provider-delivered counseling, NRT, a cessation clinic, or a televised cessation series. Cessation rates were increased by a median of 2.6 percentage points. Six studies that examined the effect of quitlines plus patient education materials compared with patient education materials alone had similar magnitude of effect. Five studies examined proactive telephone counseling (quitlines that make follow-up calls). These studies found a median increase in cessation of 41%.\textsuperscript{175} Quitlines are also offered by states as part of a comprehensive tobacco control program. Some quitline services offer free NRT with the counseling service.\textsuperscript{175} California was the first state to develop such a quitline. Both randomized clinical trials and real-world evaluation trials of the quitline have shown that it doubled quit rates over self-help materials alone.\textsuperscript{174,175} It has been estimated that up to 15% of smokers would use a quitline service, but current quitlines have the capacity to only serve 1–3% of smokers.\textsuperscript{180}

\textbf{Reducing Out-of-Pocket Costs of Treatment}

Reducing out-of-pocket costs for cessation treatment increases cessation. The Guide to Community Preventive Services found five high-quality studies assessing the impact of programs that reduced or eliminated costs for nicotine replacement therapy. One study reported that use of treatment increased with reduced payment level. All these studies observed an increase in cessation, with a median increase of 7.8 percentage points. One study reported an increased odds ratio for quitting of 1.63.\textsuperscript{189}

\textbf{Effectiveness of Comprehensive Tobacco Prevention and Control Programs}

In the absence of the antismoking campaign, an estimated additional 42 million more Americans would have smoked in 1992. As a result of the various campaign-induced decisions not to smoke, an estimated 1.6 million Americans postponed death between 1964 and 1992, gaining 21 years of additional life expectancy on average, and an estimated additional 4.1 million deaths will be avoided or postponed between 1993 and 2015.\textsuperscript{172,174} Such analyses must be interpreted cautiously, however, because they rely heavily on assumptions about what would have occurred in the absence of antismoking campaigns.

Evaluation of the California tobacco control program has shown that per capita consumption of cigarettes declined significantly in California from January 1989 through December 1993 and the decline was greater than for the United States as a whole.\textsuperscript{176} From 1989 to 1993, adult smoking prevalence also declined almost twice as rapidly as the rest of the country. One study showed that the increase in youth smoking in the early 1990s was smaller in California than in the rest of the country.\textsuperscript{175} From 1993 to 1996, in conjunction with program cuts, the rate of decline slowed in California, but still was greater than for the country as a whole.\textsuperscript{177} From 1988 to 2003, tobacco consumption in California decreased 60%, and California now has the lowest per capita consumption in the United States.\textsuperscript{178} California has also seen improvements in health outcomes. Lung cancer incidence has declined three times more rapidly in California than in the rest of the country, and has declined among women whereas the rest of the country is still experiencing increasing lung cancer rates among women.\textsuperscript{179} Six of nine tobacco-related cancers have a lower incidence rate in California than in the rest of the United States (lung/bronchus, esophagus, larynx, bladder, kidney, pancreas).\textsuperscript{178} Reductions in cardiovascular disease have also been reported. A study of the California program reported that mortality from heart disease declined at a significantly greater rate in California (2.93 deaths per 100,000 population) than in the rest of the country, and estimated that the program was associated with 33,000 fewer deaths from heart disease between 1989 and 1997 than would have been expected without the program.\textsuperscript{180} Studies have estimated that the California tobacco control program saved $11 million in the first two years and $100 million over seven years by reducing the number of smoking-related low-birthweight babies,\textsuperscript{181} and another $25 million in the first two years and $390 million over seven years through declines in smoking-related heart attacks and strokes.\textsuperscript{180} California has reported that for every dollar spent on the program, statewide health care costs are reduced by more than $3.60.\textsuperscript{182}

Massachusetts also experienced a persistent decline in per capita cigarette consumption since the start of its program. From 1992 to 1997, per capita consumption in Massachusetts decreased 31%, compared to an 8% decline in the rest of the country (excluding California). Prevalence declines were also greater (3 percentage points compared to 1 percentage point) than in the rest of the country. And, like California, the increase in youth smoking prevalence in the early 1990s was less in Massachusetts than in the rest of the country. The effect was particularly evident among younger adolescents.\textsuperscript{173,175}
Massachusetts reported that its program paid for itself through declines in smoking among pregnant women.384 Arizona also noted greater declines in per capita sales than the rest of the United States after implementation of its program. The state reported that adult prevalence declined at a faster rate than in the rest of the country and that young adult prevalence declined in Arizona at a time when it was increasing nationally.385 The program noted that the decrease in smoking prevalence among low income and low education groups meant a narrowing of disparities in tobacco use.385

In Oregon, trends in per capita consumption were also compared to the rest of the country (excluding California, Massachusetts, and Arizona) preprogram (1993–1996) and postprogram (1997–1998). In 1997–1998, consumption declined 11.5% in Oregon compared to 1% in the rest of the country.386 Oregon also noted an impact from their school program: smoking prevalence decreased faster in schools funded for prevention programs than in nonfunded schools. Even after adjustment for other risk factors, students in funded districts were 20% less likely to smoke than students in nonfunded districts. Changes in prevalence were also greater in school districts with high implementation of the program, whereas smoking prevalence in districts with low implementation stayed nearly the same as in nonfunded districts.386

Florida had focused an effort on youth (“truth” media campaign, youth community activities including youth advocacy groups, school programs, minors’ access enforcement, and youth involvement in the design and implementation of the program). The state documented dramatic declines in current smoking and ever smoking, and large increases in the proportion of “committed never-smokers” among both middle and high school students.387 Evaluations across multiple programs and nationally have also demonstrated the effectiveness of comprehensive tobacco prevention and control programs. An evaluation of the ASSIST demonstration project reported that ASSIST states had a greater reduction in smoking prevalence than non-ASSIST states, and estimated that if all states had implemented ASSIST, there would be 280,000 fewer smokers.329 A national analysis concluded that state tobacco control expenditures reduced cigarette sales over and above any price increases that occurred concurrently (and adjusting for cross-border sales). The study also noted that larger, more established programs may have a larger impact dollar for dollar, and concluded that if states had begun investing at the CDC-recommended minimum funding levels in 1994, the aggregate sales decline would have doubled (i.e., decreased an additional 9%) by 2000.329 A second national analysis reported that increased state tobacco control expenditures reduced youth smoking prevalence and the number of cigarettes smoked per day, and that had states spent the CDC-recommended minimum levels, youth smoking prevalence would have been between 3.3% and 13.5% lower than the observed rate.380

Evidence from well-funded comprehensive state programs (particularly California and Massachusetts) and from controlled studies were analyzed and developed into CDC’s “Best Practices.” In addition, the annual costs to implement comprehensive state tobacco control programs were estimated to range from $7–$20 per capita in smaller states (population less than 3 million), $6–$17 per capita in medium-sizes states (population of 3–7 million), and $5–$16 per capita in large states (population greater than 7 million).350

Current Status of Tobacco Control Programs

Tobacco Excise Taxes

At the end of 2006, the federal cigarette tax was $0.39 per pack.389 By the end of 2006, state excise taxes ranged from $0.07 cents per pack in South Carolina to $2.46 in Rhode Island, with an average state tax of $0.78 per pack (up from $0.381 at the end of 1997). However, federal and state taxes as a percentage of retail price declined from 51.4% in 1965 to 34% in 2006.392 In addition, 44 states and D.C. imposed general sales taxes on cigarettes as of 2006. In 2006, 20 states had a cigarette tax of $1.00 or more and 5 states had a tax of $2.00 or more per pack. New York City increased its local cigarette tax from $1.08 to $1.50 in 2002, and 10 states (including Chicago), increased its cigarette tax from $0.18 to $1.00 in 2004.392

In 2002, the federal tax on smokeless tobacco was only $0.04 per can of snuff and $0.012 per package of chew tobacco. As of January 2007, 49 states taxed smokeless tobacco.392

Media Campaigns

The 1997 Master Settlement Agreement (MSA) imposed restrictions on cigarette marketing in the United States. There could no longer be (a) brand name sponsorship of concerts, team sporting events, or events with a significant youth audience; (b) sponsorship of events in which paid participants were underage; (c) tobacco brand names in stadiums and arenas; (d) cartoon characters in tobacco advertising, packaging, and promotions; (e) payments to promote tobacco products in entertainment settings, such as movies; (f) sale of merchandise with brand name tobacco logos; and (g) transit and outdoor advertising (including billboards).393

Smoke-free Indoor Air

Nonsmokers are increasingly able to breathe smoke-free air in indoor environments. Federal agencies have taken action to reduce exposure to SHS. In 1987, the U.S. Department of Health Services instituted a smoke-free buildings policy, and in 1994, the U.S. Department of Defense prohibited smoking in its facilities worldwide. In addition, the Pro-Children Act of 1994 banned smoking in indoor facilities that are regularly or routinely used to provide services to children (e.g., school, library, day care, health care, and early childhood development settings).394 The Occupational Safety and Health Administration proposed standards to restrict exposure to SHS in workplaces, but then withdrew its Indoor Air Quality proposal in 2001, citing the substantial success states and communities, as well as private employers, were having with this issue. In August 1997, the President issued an Executive Order making all federal facilities of the executive branch smoke free, thus banning smoking in all interior space owned, rented, or leased by the executive branch unless there were separately ventilated smoking areas. In November 2004, the Secretary of the Department of Health and Human Services announced a property-wide ban on tobacco use beginning in January 2005, to be implemented as contracts came up for renewal.

Policies were also being implemented in the private sector. Effective in 1994, the Joint Commission on the Accreditation of Healthcare Organizations required hospitals to be smoke free. In 1990, smoking was banned on all U.S. domestic flights of less than 6 hours’ duration. Delta Airlines made all its flights smoke free as of January 1, 1995, and other airlines subsequently banned smoking on their trans-Atlantic flights. In 2000, legislation made all flights to and from the United States smoke free. In 1993, Amtrak made most trains smoke free.396 California became a leader in smoke-free environments for its citizens when all workplaces, including restaurants and bars, became smoke free on January 1, 1998. As of January 12, 2007, eight states had comprehensive indoor smoke-free policies that included all workplaces, restaurants, and bars. Five more had state-wide smoke-free policies that included workplaces and restaurants, but not bars. As of January, 2007, 2507 localities had passed some form of clean indoor air law, including Lexington, Kentucky. However, as of December 2006, 18 states had legislation that preempted localities from enacting laws to restrict smoking in public places that were more stringent that state laws.395,396 In addition to reducing the number of and degree of protection afforded by local regulations, preemption prevents the public education that occurs as a result of the debate and community organization around the issue.397

Workplace smoking policies, originally implemented primarily for safety reasons, are now adopted because of health concerns.398 The vast majority of adults recognize the danger of exposure to SHS.399,400 The percentage of Americans who support totally smoke-free indoor workplaces increased from 58% in 1993 to 68% in 1999 in 1999 in 1999 and 75% in 2002.401 Support generally increases after institution of a ban.402 A 1995 survey found that 87% of work sites with 50 or more employees had a smoking policy of some kind.403 A 1994 survey of businesses with up to 25,000 employees found that 54%...
had smoke-free policies and only 7% had no policy on smoking. Minors’ Access

In 1992, Congress enacted the Synar Amendment. This federal statute and its implementing regulations issued in 1996 require every state to have a law prohibiting tobacco sales to minors under age 18, to enforce the law, to conduct annual statewide inspections of tobacco outlets to assess the rate of illegal tobacco sales to minors, and to develop a strategy and time frame to reduce the statewide illegal sales rate to 20% or less. Overall, the national retailer violation rate decreased from 41% in 1996 to 12% in 2005. In 2005, 48 states increased; by 2002, 76% of patrons in freestanding bars and 98% of employees in bars/restaurants were complying with the law. However, in 2000, only 24.5% of states, 45.5% of districts, and 44.6% of schools provided tobacco-free environments in middle, junior, or senior high schools. In California, which enacted the first statewide smoke-free workplace law provided sustained media campaigns about the dangers of SHS, the proportion of adults with smoke-free homes increased from 38% in 1992 to 74% in 1999. The percentage of households with smoke-free rules increased nationally from 43% in 1992–1993 to 72% in 2003. In 2003, Utah had the highest proportion of homes with such rules (88.8%), and Kentucky had the lowest (53.4%).

Exposure to SHS has been decreasing in the United States. From 1988–1991, 88% of Americans aged 2 years and older were estimated to be exposed to SHS. In the third national report on human exposure to environmental carcinogens, CDC reported that from 1988-1991, the median level (50th percentile) of serum cotinine (a marker for secondhand smoke) among non-smokers was 0.20 ng/mL. From 1998–1991 to 1999-2002, the median cotinine level decreased 70% (to 0.059 ng/mL), suggesting a dramatic reduction in exposure. Exposure declined 68% in children, 69% in adolescents, and 75% among adults. Although levels declined in all age, sex, and racial/ethnic categories, exposure was still high among non-Hispanic blacks and in children and adolescents. After implementation of the California law creating smoke-free bars, self-reported exposure of bartenders decreased from 28 to 2 hours per week, 59% of those with previous respiratory symptoms reported they no longer had the symptoms, 78% of those with sensory irritation no longer reported those symptoms, and there was an improvement in mean lung function measurements.

Insurance coverage for tobacco-use treatment has been slowly increasing. In 1996, 18 states had some form of Medicaid coverage for tobacco-use treatment, but none covered all counseling modalities (individual, group, or telephone) and all FDA-approved medications. By 2005, 38 states covered some form of tobacco use treatment for all medicaid recipients, and 1 state offered comprehensive coverage. Coverage under managed care also increased from 1997 to 2002. The proportion offering full coverage in 2002 was 5% for OTC NRT gum, 9% for OTC NRT patches, 36% for NRT inhaler and nasal spray, and 41% for Zynan. The proportion offering full coverage for counseling was 16% for group counseling or classes, 19% for individual counseling for pregnant women, 26% for self-help materials, 41% for face-to-face counseling, and 52% for telephone counseling. However, 15% had annual or lifetime limits on coverage for smoking cessation interventions. A survey of work sites having at least 10 employees and providing health insurance reported that there was at least some coverage for devices and drugs in 23% of workplaces, for counseling in 22%, but only 5% offered coverage of both drugs/devices and counseling. In a survey of state requirements for provision of preventive services, as of June 2001, one state mandated tobacco-use treatment coverage for group health plans only, one for HMOs only, and one for both group plans and HMOs; one required only medication coverage while the others specified cessation counseling coverage. An analysis of the extent to which states required insurance coverage for tobacco-use treatment for state employees (5 million workers) at the end of 2002 found that (of 45 reporting) 29 states required coverage for at least one PHS-recommended treatment for at least some employees, but only 17 provided coverage that was fully consistent with the PHS guideline for at least some employees, and only 7 required coverage consistent with the guideline for all state employees.

Quitting

California was first to have a state quitline (1992). As of August 2006, all states offered quitline services, although historically funding has been erratic, with some states losing and then regaining them. In 2004, the Secretary of DHHS developed a national network of quitlines. This network has a single portal number: 1-800-QUIT NOW. This portal routes callers to their state’s quitline service. As part of the initiative, CDC provided funding to states without these services so that every state had a quitline. CDC also provided funding to states so they could enhance their existing quitline services. The Secretary did not provide funding for this initiative, but in 2005, some funding was allocated by Congress for the network. However, for most states, current funding is not high enough to allow widespread promotion and provision of counseling and medication to all tobacco users interested in quitting.

Comprehensive Programs

ASSIST, funded from 1991 to 1998 by NCI and conducted in collaboration with ACS, funded 17 states to form community-based tobacco coalitions responsible for developing and implementing comprehensive state plans for tobacco prevention and control. In 1993, CDC began funding, at lower levels, the other 33 states and the District of Columbia through the IMPACT (Initiatives to Mobilize for the Prevention and Control of Tobacco Use) program. In 2000, the ASSIST and IMPACT programs were combined into CDC’s National Tobacco Control Program, with funding averaging $1 million per state. The program had four goal areas (prevent initiation, promote cessation, eliminate exposure to SHS, and eliminate tobacco-related disparities). States are expected to use community and policy interventions and
countermarketing campaigns to meet these goals and to evaluate their programs’ success. In 1998, the MSA between the states and the tobacco companies provided $256 billion over 25 years to the states to compensate them for Medicaid costs incurred by tobacco users. Although it was expected that states would fund comprehensive tobacco control programs using this settlement, in most cases the funds have been used for other purposes, particularly as states have experienced budget deficits in the first few years of the twenty-first century. 

Raising the excise tax on tobacco reduces consumption, but the effect is greater if a portion of the tax is used to fund a comprehensive tobacco control program. California was the first state to do so in 1988, when an initiative to increase cigarette taxes by $0.25 per pack dedicated 20% of the increase to tobacco control activities. Other states to fund programs using excise taxes included Massachusetts in 1992, Arizona in 1995, and Oregon in 1997. However, all four of these programs have sustained cuts. By 2004, the Massachusetts program had been virtually eliminated (a 92% cut and the California, Arizona, and Oregon programs severely reduced (45%, 37%, and 69%, respectively)). Florida’s campaign, funded by its individual settlement with the tobacco industry, was cut 99%, eliminating the “truth” marketing campaign. Other states dedicated significant cigarette excise tax dollars or MSA funds to tobacco control programs, but from 2002 to 2005, funding for tobacco control programs was cut by 28%. The use of only 8% of excise taxes and the MSA funds dedicated to tobacco control would fund these programs at the CDC-recommended minimum level. By 2007, only 3 states were funding their tobacco control programs at this level, 28 states and the District of Columbia were funding at less than half the minimum level, and 5 states were not funding these programs at all.

Protobacco Influences

Advertising and Promotion

In 1970, the cigarette industry spent $360 million on advertising and promotion, two-thirds of which was for television and radio advertising. In the United States, broadcast media advertising was banned as of January 1, 1971. In 1975, the cigarette industry spent $490 million on advertising and promotion, two-thirds of that for newspaper, magazines, and outdoor ads. In 1997 (the year of the MSA), the industry spent $5.7 billion in advertising and promotion, with 80% used for promotions, specialty items, and coupons. Industry spending on advertising nearly tripled from 1997 to 2001 (to $15.2 billion). Expenditures decreased slightly to 13.1 billion in 2005. The share used for coupons and discounts increased from 27% to 87%. Smoking tobacco companies spent $251 million on advertising in 2005. Price discounts and free samples accounted for 60% of the advertising budget.

Tobacco companies maintain that their advertising and promotion are not intended to appeal to teenagers or preteen children. However, on March 20, 1997, the Liggett Group, Inc., as part of the settlement of state lawsuits, acknowledged that the tobacco industry markets to youth under 18 years of age. Similarly, documents released in January 1998 showed that in 1975, R.J. Reynolds Tobacco wanted to increase the market share of Camel filter cigarettes among young people 14–24 years of age “who represent tomorrow’s cigarette business.” One study found that the MSA had little effect on cigarette advertising in magazines. In 2000, the tobacco industry spent nearly $60 million on advertising in youth-oriented magazines, and advertisements for the three most popular youth brands reached 80% of young people an average of 17 times in 2000. A Massachusetts study found that cigarette advertising in magazines with high youth readership increased 33% after the MSA, and another study reported that the United States Smokeless Tobacco Company (USST) increased advertising in magazines with high youth readership by 74% from 1998 to 2001 and that nearly half the company’s advertising was in youth-oriented magazines. In 2002, a California judge fined R.J. Reynolds Tobacco Company $20 million for advertising in magazines with high youth readership in violation of the state tobacco settlement agreement. The promotion of televised sporting and entertainment events heavily expose youth to tobacco advertising as well. Moreover, the kinds of activities promoted by tobacco companies (often popular musical and sporting events) and the effort to associate smoking with maturity, glamour, and self-confidence have a strong appeal to youth. In a 2005 national survey, 81% of youth smokers aged 12–17 preferred Marlboro, Camel, or Newport, the three most heavily advertised brands. Marlboro, the most heavily advertised, was used by 48% of youth, and 40% of smokers over the age of 25. Teens have been shown to be three times more sensitive to cigarette advertising than adults. One study reported that teens were more likely to be influenced to smoke by tobacco advertising than by peer pressure, and another showed that receptivity to advertising was associated with smoking initiation. The biggest impact comes from influencing nonsusceptible youth to become susceptible to smoking.

After the Joe Camel cartoon character was introduced in 1988, Camel’s share of the adolescent cigarette market increased from 2% in 1978–1980, to 8% in 1989, to more than 13% in 1993. One study found that the cartoon camel was as familiar to six-year-old children as Mickey Mouse’s silhouette. The Joe Camel campaign was one of the tobacco industry’s most heavily criticized advertising campaigns, and there was increased pressure to drop the campaign after the Federal Trade Commission (FTC) filed suit against the company in May of 1997, alleging that the Joe Camel symbol enticed children to smoke. In July of 1997, R.J. Reynolds announced that they were discontinuing Joe Camel in the United States, although they still planned to use the cartoon character for overseas advertising.

Tobacco company marketing efforts have also targeted women and minorities. The uptake of smoking among women beginning in 1967 was associated with the marketing of cigarette brands specific for women. In 1990, after the Secretary of the Department of Health and Human Services, Dr. Louis Sullivan, denounced R.J. Reynolds for “slick and sinister advertising” and for “promoting a culture of cancer,” the company abruptly decided to cancel the launch of Uptown, their new cigarette aimed at blacks. Only a month later, the same company was preparing to introduce a new cigarette aimed at young, poorly educated, blue-collar women. This cigarette, called Dakota, was also withdrawn after public outcry. Another campaign, called “Find Your Voice” targeted minority women, and brands such as “Rio,” “Dorado,” and “American Spirit” targeted Hispanics and American Indians. In 2004, R.J. Reynolds settled a lawsuit with 13 states over Reynolds’ “Kool Mixx” marketing campaign, which the states alleged targeted urban minority youth in violation of the MSA. In 2006, R.J. Reynolds settled a lawsuit with 38 states over their candy, fruit, and alcohol flavored cigarettes. The company agreed to a U.S. ban and to restrictions on marketing flavored cigarettes in the future. These examples suggest that tobacco product introductions aimed at young and minority populations are likely to be aggressively attacked as exploitative.

Several studies have looked at the effect of tobacco advertising on smoking, particularly among young people. The 1994 Surgeon General’s Report concluded that “cigarette advertising appears to increase young people’s risk of smoking by affecting their perceptions of the pervasiveness, image, and function of smoking.” Similarly, an IOM report concluded that the preponderance of evidence suggests that tobacco marketing encourages young people to smoke. The FDA reviewed the evidence when developing the case for regulation of tobacco, and concluded that cigarette advertising is causally related to the prevalence of smoking among young people. The U.K. Scientific Committee on Tobacco and Health also concluded that tobacco advertising and promotion influences young people to begin smoking.

Smoking in the movies has also recently emerged as a tobacco control issue. Several studies have now shown that exposure to smoking in movies has a big impact on youth initiation. For example, a study showed that students in the highest quartile of exposure were 2.72 times more likely to begin smoking compared with students in the lowest quartile of exposure. The effect of exposure was stronger in adolescents with nonsmoking parents. The authors estimated that 52% of smoking initiation could be attributed to exposure to smoking in movies. Another study found that susceptibility to begin smoking increased with higher levels of exposure to smoking in the movies.
shown that smoking is frequent even in G or PG movies.453 Tobacco advertising in magazines can also limit the information provided on the health effects of smoking. For example, many women rely on magazines for information about health. Yet studies have found little coverage of the serious consequences of smoking in these magazines. A recent study examined health and smoking-related coverage during 2001–2002 in 15 women’s magazines (10 of which were assessed in previous studies), and found that there were only 55 antismoking articles, compared with 720 on nutrition, 424 on ob/gyn issues, 347 on fitness, 340 on diet, and 268 on mental health.454 Only six (out of 4000) articles focused primarily on lung cancer, and two of these did not address the importance of avoiding cigarettes in order to prevent lung cancer. Over the same time period, there were 176 prosmoking mentions (half of which were photographs or illustrations) and three magazines had more prosmoking mentions than antismoking messages. There were 6.4 pages of cigarette advertising for each page of antismoking ads.454

In the United States, the federal Public Health Cigarette Smok- ing Act of 1969 preempted most state advertising restrictions.455 In addition, as of 1998, 17 states preempted localities from passing their own laws to restrict the marketing of tobacco products.456 As of June 1997, only nine states had laws that restrict the advertising of tobacco products. These laws included restricted advertising on lottery tickets or video games, prohibited advertising within certain distances of schools, and required warning labels on billboards advertising smokeless tobacco products.457 In August 1996, the FDA issued a rule that all tobacco advertising must be in black-and-white text only except when it appears in adult publications or in locations inaccessible to young people. Billboards were banned within 1000 feet of schools and playgrounds; events, teams, and entries could be sponsored only in the corporate name, not a brand name; brand name nontobacco items, such as t-shirts, were banned; gifts and items provided in exchange for proof of purchase were banned; and the use of nontobacco names on tobacco items was banned.458 The FDA rule was challenged in federal court and, in 2000, the Supreme Court ruled that the FDA did not have the authority to regulate tobacco.459 In 2004, a bill giving FDA the authority to regulate tobacco failed in conference committee; a similar bill was introduced in early 2007.

For example, Canada passed legislation in 1988 to ban all tobacco advertising in newspapers and magazines published in Canada as well as all point-of-sale tobacco advertising and promotion. In Europe a number of countries have enacted similar restrictions on the use of graphics in tobacco advertising. As of late 2004, at least 12 countries had implemented a total ban on tobacco advertising and marketing.460 Other Interventions Warning Labels Warning labels can have an impact on consumers if they take into account consumers’ previous knowledge of the risks, levels of education, and reading ability. To be effective, labels need to stand out, have a visual impact, be visible, and be content specific (not give just general information).470 There is some evidence that warning labels can have an impact on smoking behavior. In South Africa, tobacco consumption decreased 15% in three years after new warning labels were introduced. Stronger warning labels in Australia appear to have a larger effect on quitting behavior than the old labels, and half of Canadian smokers said that the warning labels had contributed to their desire to quit or to cut back on their consumption.700

Industry Lawsuits Historically, individual lawsuits against the tobacco industry have not been successful. However, more recently there have been successful individual suits against the tobacco industry.456–462 There have also been successful class action lawsuits against the tobacco industry. One of the earliest successful class action lawsuits involved flight attendants. This lawsuit, brought in 1991, sought damages for diseases in and deaths of flight attendants caused by exposure to SHS in airplanes. The settlement included waivers of all statutes of limitations, thus enabling flight attendants whose exposure happened decades earlier to pursue their claims. It also included the establishment of the Flight Attendant Medical Research Institute as a not-for-profit medical research foundation with funding by the tobacco industry of $300 million.463 Another class action lawsuit that originated in Florida, sought damages against cigarette companies and industry organizations for alleged smoking-related injuries. Initially the class action lawsuit verdict awarded $12.7 million in compensatory damages to three individual plaintiffs, and $145 billion in punitive damages.464 In May of 2003, the Florida appeals court threw out the verdict, concluding that each smoker’s claim was too unique and individualized to be tried collectively in a class action suit. In 2006 this finding was upheld by the Florida Supreme Court, but the court also ruled that the companies are negligent and their products are defective, unreasonably dangerous and addictive. In their individual cases, the plaintiffs must only prove that smoking caused their disease.465 Another class action lawsuit claimed that Philip Morris had defrauded “Lights” smokers by suggesting that light cigarettes were less hazardous than full-flavor cigarettes. In 2003, the Madison County (Illinois) Circuit Court awarded compensatory and punitive damages totaling $10.1 billion. The Illinois Supreme Court overturned this verdict and U.S. Supreme Court let that ruling stand. Lawsuits in other states over “light” cigarettes are still pending.466 States have also sued the tobacco companies and some have filed class-action lawsuits over light cigarettes.467 In 1994, Mississippi became the first state to sue the tobacco industry for medical expenses incurred by Medicaid for the treatment of tobacco-related illnesses. In January 1998, the industry had settled with three states (Florida, Mississippi, and Texas) for amounts ranging from $3.4 billion to $15.3 billion. Minnesota also reached a settlement with the tobacco industry. Under the MSA in 1997, the remaining states settled with 11 tobacco companies. Under the MSA, the companies agreed to pay $246 billion over 25 years. Other provisions of the MSA included the significant marketing and minors’ access restrictions mentioned earlier, prohibited the industry from supporting diversion of settlement funds to nonhealth use, restricted the tobacco industry from lobbying against restrictions of advertising on or in school grounds, prohibited new challenges by the industry to state and local tobacco control laws enacted before June 1, 1998. The MSA also required the tobacco industry to contribute $25 million annually for 10 years to support the American Legacy Foundation, to contribute $1.45 billion over five years to support the National Public Education Fund for a national sustained advertising and education program to counter youth tobacco use, and then to contribute $300 million annually to the fund so long as the participating companies hold 99.05% of the market.465 As of early 2007, because of market share losses, there will be no further annual payments to the fund.

In 1999, the Department of Justice sued the largest tobacco companies under the Racketeer Influenced Corrupt Organization Act (RICO), charging the tobacco companies with conspiring to conceal the health risks and addictive properties of cigarettes. The government sought the “disgorgement” of $280 billion in “ill gotten gains” that the industry has received by selling cigarettes to people who got addicted before the age of 21 (since the enactment of the act in 1970). The judge found the defendants guilty in late 2006, but said that a district court ruling prevented her from imposing any penalties. As of early 2007, the tobacco industry had announced their intention to appeal the ruling.456,464

TOBACCO ECONOMICS

In 2003, consumers in the United States spent nearly $87 billion on tobacco products, equal to 1.1% of personal disposable income.469,470
One recent study estimated that smoking is associated with lower net worth, even after adjusting for a variety of demographic factors. Heavy smokers had a reduction in net worth of more than $8,500 and light smokers had a reduction of $2,000, compared to nonsmokers. Each adult year of smoking was associated with a 4% reduction in net worth, and the author concluded that smokers appear to pay for tobacco expenditures out of income that is saved by nonsmokers. The author also concluded that a reduction in smoking would boost wealth, especially among the poor.470

In 2005, U.S. tobacco farmers produced an estimated 647 million pounds of tobacco leaf with a value of 1.1 billion, and in 2005 U.S. cigarette manufacturers produced an estimated 496 billion packs of cigarettes, 16% of which were exported.471 In monetary value, domestic tobacco exports (cigarettes, other manufactured tobacco products, and unmanufactured tobacco) accounted for 0.1% of the total export earnings of the United States in 2004.471-474 Cigarette production in the United States is highly concentrated; four major cigarette manufacturers produce nearly all cigarettes in this country.475

In the twentieth century, the importance of tobacco to the overall U.S. economy declined, although its regional and local importance remains high. A 1996 study that looked at the impact of tobacco at the regional level estimated that eliminating spending on tobacco products would have led to 300,000 fewer jobs in the Southeast, but would have increased jobs in all other regions by about the same number. They further estimated that by 2000, the loss of jobs in the tobacco region would fall to about 220,000 while the net impact nationally would be an increase of 133,000 jobs.472 Similarly, a USDA report found that the large declines in tobacco production in the 1980s had a relatively minor impact on the macroeconomy of the major tobacco-growing regions.473 This was attributed to the relatively small share of tobacco (less than 1% of total) in these regional economies.

Until late 2004, a tobacco price support program that was first introduced during the Depression regulated both the number of tobacco producers and the quantity of tobacco produced through a complex system of quotas. This program led to a higher price of tobacco for farmers. In 2003, the estimated gross income per acre for tobacco was $8251, compared with $525 for corn and $242 for soybeans (U.S. Department of Agriculture, unpublished data, 2003). Although the price support program increased prices only marginally (0.52%), it provided a political constituency of quota owners and tobacco farmers who opposed tobacco control interventions. Studies of the impact of the farm support program suggested that the overall impact of the program on tobacco control was probably negative.333,474 In 2004, Congress passed a law that eliminated the price support system and provided a $10.14 billion payout (over 10 years) to tobacco farmers and quota holders; the cost of the buyout will be paid by the tobacco industry.476

Trade Policies

In 2003, 70% of tobacco production occurred in six countries: China, India, the United States, Brazil, Indonesia, and Turkey, with most being used to make cigarettes.478 Cigarette production largely occurs in China, the United States, and the European Union. World trade in cigarettes has been continually expanding, and U.S. companies increased exports from 24.3 billion cigarettes per year in the late 1960s to 240 billion in 1996; exports then declined to 111 billion pieces in 2006.240 In the 1990s, 30% of U.S. cigarettes were exported. This amount probably would have been higher except for trade policies that protected domestic tobacco growers and producers. In addition, the laws that apply to domestic cigarettes, such as warning labels and advertising restrictions, do not apply to exported cigarettes. U.S. policies and programs, particularly the Trade Act of 1974, have helped growers and producers expand into foreign markets. The threat of retaliatory trade sanctions under this act successfully opened some foreign markets to U.S. manufacturers. Under the Doggett Amendment of 1998 and guidelines distributed by the Clinton administration, the U.S. government stopped promoting the sale or export of tobacco or tobacco products or seeking the removal of nondiscriminatory restrictions on the marketing of tobacco or tobacco products (discriminatory practices could still be challenged). U.S. diplomats were also encouraged to assist and promote tobacco control efforts in host countries.476 However, adherence has varied over time.

▶ SMOKING AND THE WORKPLACE

Employee smoking is very costly. Smokers increase absenteeism, health insurance and life insurance costs and claims, worker’s compensation payments and occupational health awards, accidents and fires (and related insurance costs), property damage (and related insurance costs), cleaning and maintenance costs, and illness and discomfort among nonsmokers exposed to SHS. Smokers also take more breaks, averaging 18 days per year on breaks477 and are less productive. One study reported that former smokers are 4.5% more productive than current smokers.479 Former smokers also have less absenteeism than current smokers, but more than never-smokers. Among former smokers, abstinence decreases with years of cessation.480 Male smokers are absent four days more than male nonsmokers each year (female smokers miss two more days).479 Male smokers incur $15,800 and female smokers incur $17,500 (in 2002 dollars) more in lifetime medical expenses than nonsmokers.480 The economic cost of smoking for the United States, including direct medical costs and loss of productivity from smoking-related deaths, is about $167 billion per year.4 The health-care expenditures attributable to smoking were $75 billion in 1998, or 7.1% of direct medical expenditures for the United States.20 It is estimated that a 1% reduction in health care costs for businesses could increase retained profits by 5%.481

▶ INTERNATIONAL PERSPECTIVE ON TOBACCO

Tobacco use is a major preventable cause of death worldwide. The World Health Organization (WHO) estimates that there are about 1.2 billion smokers in the world.482 Most of these smokers are in developing countries (800 million), and are men (1 billion). Smoking prevalence for men ranges from 29% in the Africa region to 61% in the Western Pacific region. Prevalence for women ranges from 5% in the Southeast Asia region to 21% in the Region of the Americas (Fig. 54-6). Smoking prevalence varies by level of economic development: for men the prevalence is 34% in developed countries, 30% in developing countries, and 54% in transitional countries. For women the respective percentages are 21%, 7%, and 14%.482 For men, prevalence was highest in Kenya (67%), Republic of Korea (65%) and the Russian Federation (63%) and lowest in Sweden (17%). For women, prevalence was highest in Argentina (34%), Norway (32%), Kenya (32%), Denmark and Germany (30%) and lowest in the United Arab Emirates (1%), Thailand (2%), Singapore (3%), China (4%), and Egypt (5%).483 It should be noted, however, that South Asia has high bidi (a type of hand-rolled cigarette) prevalence (21% for men and 4% for women). Low-income and middle-income countries, have four-fifths of the world’s population, and 82% of the world’s smokers.470 Current cigarette smoking among youth aged 13–15 years, according to a survey that assessed 224 sites in 118 countries and 1.7 million students was 9.8% in the Africa region, 18.4% in the Americas region, 4.1% in the Eastern Mediterranean region, 16.2% in the European region, 4.5% in the Southeast Asia region, and 11.8% in the Pacific region.484 Current use of any tobacco product by youth aged 13–15 years, according to a survey conducted in 75 sites in 43 countries and the Gaza Strip/West Bank, ranges from 3% (Goa in India) to 63% (Nagaland in India). Current cigarette smoking in this group ranges from less than 1% (Goa in India) to 40% (Coquimbo in Chile), with nearly 25% of students who smoke having smoked their first cigarette before age 10.489 Other findings included a lack of gender differences in tobacco use among youth and a high rate of use of tobacco products other than cigarettes.490 From
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Trade liberalization was estimated to have increased global cigarette consumption by 5%. Another study calculated that markets opening in Japan, Taiwan, South Korea, and Thailand increased cigarette consumption by 10%. Two factors are thought to account for this: first, opening the markets decreased the price of both domestic and imported cigarettes, and second, cigarette advertising increased. For example, in Japan, cigarette advertising by U.S. companies doubled, and the domestic companies responded with their own increased advertising.

Many tobacco-producing countries are poor and lack the resources to grow or import sufficient quantities of food for their populations, yet they divert agricultural land that could be used for growing staple crops such as sorghum and maize to tobacco cultivation. They may perceive tobacco production as (a) a relatively simple mechanism for raising substantial revenue from taxation of tobacco products, (b) an easy way to generate the foreign exchange necessary to buy commodities from abroad and to improve their balance of trade, and (c) a significant source of rural employment and wage production.

The short-run economic advantages of tobacco growth and consumption come at a high cost. Most obvious are the direct, well-documented health problems associated with tobacco use. Indirect effects of tobacco production include destruction of agricultural lands and forests and improper use of insecticides by rural farmers. According to United Nations sources, the deforestation problem in many developing countries may soon become a “poor man’s energy crisis.” This problem is traceable in large part to the wood burned to flue-cure many varieties of tobacco at high temperatures. Tobacco farmers in developing countries, most of whom depend on wood as their sole source of energy, use the trees from approximately 2 hectares for each ton of tobacco cured, equivalent to two trees for every 300 cigarettes, or 15 packs of cigarettes, produced. A direct result of deforestation is soil erosion, which in hilly rural areas may lead to silt-filled rivers and dams during the rainy season and denuded crop-lands during growing seasons. In addition, because tobacco grows well in sandy soils and many developing countries are located in semiarid lands, tobacco is often grown on agricultural fringe land that borders deserts. As trees in nearby forests are cut down to fuel the curing process, desertification is accelerated and tobacco farmers are forced to move into other, less arid regions. Thus, cultivation of tobacco displaces staple food crops, leading to lost food production.

Further, the lack of adequate education among rural area tobacco farmers on the proper use of modern insecticides often leads to their indiscriminate dispersal in lakes and rivers. The resultant pollution


1970–1972 to 1990–1992, per capita cigarette consumption decreased in the Americas (an average annual decrease of 1.5%), remained unchanged in Europe, and increased in Africa (average annual increase of 1.2%), the eastern Mediterranean (1.4%), Southeast Asia (1.8%), and the Western Pacific (3%). China is a good example of the size and scope of the smoking problem because it is the largest producer and consumer of cigarettes in the world. An estimated 300 million Chinese smoke (53% of men and 3% of women), the same number as in all the developed countries combined. By 2025, an estimated 2 million Chinese men will die annually from smoking. Before the middle of this century, very few developing countries either produced tobacco or had significant consumption of manufactured cigarettes. In the late 1950s, cigarette manufacturers sought to establish new markets in the developing countries. These countries, with more than half of the world’s population, who may be unaware of the health problems associated with tobacco use, represented a huge, potentially untapped resource for tobacco cultivation, cigarette manufacture, and cigarette marketing. In 1995, 6 low income and 18 lower middle income countries where classified as either net (consumes more tobacco than they produce) or full (does not produce any tobacco but consumes it) importers of tobacco. In these countries reduced expenditures on tobacco imports could have impacts on economic development through improving and increasing trade balance and foreign exchange reserves to fund other essential development projects. Currently, tobacco is grown in more than 100 countries, including 80 that are developing. From 1975–1998, production in developed countries decreased by 31%, and production in developing countries increased 128%. Asia increased its share of world tobacco production from 40% to 60%. The four major tobacco producing countries are China, the United States, India, and Brazil. These four countries account for about two-thirds of world production. The top 20 countries account for 90% of the world’s production. However, in only three countries does the employment as a percentage of the total labor force exceed 1% (Malawi at 2.03%, Turkey at 1.29%, and the Philippines at 1.24%). The average across the 28 highest countries is 0.63%. Export earnings from tobacco exceed 1% of total export earnings in nine countries. Two countries are particularly dependent on tobacco exports as a major source of earnings: in 1998, 61% and 23% of export earning came from tobacco for Malawi and Zimbabwe respectively. Thus, even very stringent tobacco control policies would likely have minimal negative long-term economic impact, with the largest effect in those few countries that earn a significant share of foreign earnings from tobacco such as Malawi and Zimbabwe.
endangers water sources of rural villagers and surrounding wildlife. Failure to use the gloves and protective garments needed to limit exposure to toxic chemicals in insecticides also increases rural tobacco farmers' long-term risk of occupationally related diseases such as skin, lung, and bladder cancer.\(^{422}\)

The major health consequences associated with smoking (e.g., cancer, heart disease, and COPD), which are well established in developed countries, are becoming increasingly prevalent in the developing world. In 1995, an estimated 1.4 million men in developed countries and 1.6 million men in developing countries (more than half from China) died from smoking-related diseases. Tobacco use also caused an estimated 475,000 deaths among women in developed countries, and an estimated 250,000 deaths among women in developing countries (including 20,000 to 30,000 deaths from smokeless tobacco) in 1995. WHO estimates that smoking caused 3.8 million deaths globally in 1995 (7% of all deaths).\(^{489}\) It is estimated that China will see a dramatic increase in lung cancer deaths, from 30,000 per year in 1975 to 900,000 per year by 2025, and total tobacco deaths will increase to one million before 2010, and to two million by 2025. Similarly, it is estimated that 80 million Indian males currently aged 0–34 will be killed by tobacco. Tobacco is expected to cause 500,000 million deaths among smokers alive today, and before 2020, deaths will average 8–10 million per year or 12% of all deaths. Most of these deaths will be in developing countries.\(^{370,489}\) It has also been estimated that tobacco will kill a billion people in the twenty-first century (10 times more than in the twentieth century).\(^{370}\)

There are disturbing parallels between the advertising and promotion techniques used to sell cigarette smoking in the United States and other developed countries in the early twentieth century through the 1920s and the current efforts to promote smoking as a pleasurable status symbol in developing countries. There is also a tragic difference. In the 1920s, producers, consumers, and governments did not know about the adverse health effects of tobacco use. Today, the scientific evidence is incontrovertible. In 1986, the World Health Assembly unanimously adopted a resolution for member states to consider a comprehensive national tobacco control strategy containing nine elements: reducing exposure to SHS; reducing initiation by young people; reducing smoking among health personnel; eliminating those socioeconomic, behavioral, and other incentives that maintain and promote tobacco use; placing health warnings on all tobacco products; establishing educational and cessation programs; monitoring tobacco use and tobacco-related diseases, and the effectiveness of interventions; promoting viable economic alternatives to tobacco production; and establishing a national focal point to coordinate all these activities.\(^{489}\)

In 1990, the World Health Assembly passed another resolution urging all member states to implement multisectoral comprehensive tobacco control strategies that contain the nine elements previously listed plus legislative action to protect from SHS in indoor workplaces, enclosed public places, and public transport, with special attention to risk groups such as pregnant women and children; progressive financial measures to discourage the use of tobacco; and progressive restrictions and concerted actions to eventually eliminate all direct and indirect advertising, promotion, and sponsorship concerning tobacco.\(^{49}\)

In 1992, the World Bank developed a formal five-part tobacco policy. (a) World Bank activities in the health sector discourage the use of tobacco. (b) The World Bank does not lend directly for, invest in, or guarantee investments or loans for tobacco production, processing, or marketing. For those countries where tobacco constitutes more than 10% of exports, the World Bank is more flexible, but works toward helping these countries diversify. (c) The World Bank does not lend indirectly for tobacco production activities, to the extent practical. (d) Unmanufactured and manufactured tobacco, tobacco-processing machinery and equipment, and related services are not included among imports financed with World Bank loans. (e) Tobacco and tobacco-related producer or consumer imports may be exempt from borrowers' agreements with the World Bank that seek to liberalize trade and reduce tariff levels.\(^{493}\)

In 1996, the World Health Assembly passed a third resolution requesting the director-general to initiate the development of an International Framework Convention for tobacco control (FCTC).\(^{494}\) The FCTC became a top priority for WHO in 1998, due to concern for the growing disease burden from tobacco worldwide. In 1999, the World Health Assembly established an intergovernmental negotiating body to draft and negotiate the FCTC. This negotiating body met six times from October 2000 to March 2003. The World Health Assembly adopted the FCTC in 2003 and within the one-year time frame provided, 167 countries (including the United States) signed the treaty. The treaty came into force for ratifying countries in February 2005, after the required 40 countries had ratified it. As of early 2007, the United States had not yet ratified the treaty. The FCTC calls on countries to:

1. Adopt a nonpreemption clause, making FCTC a floor, not a ceiling for action.
2. Develop and implement a comprehensive, multisectoral national tobacco control strategy and establish focal points for tobacco control; cooperate, as appropriate, with other parties in developing appropriate policies; protect public health policies from commercial and other vested interests of the tobacco industry in accordance with national law.
4. Adopt “in areas of existing national jurisdiction as determined by national law” effective measures to protect from SHS exposure in indoor workplaces, public transport, and indoor public places. Promote adoption of these measures at other jurisdictional levels.
5. Adopt effective measures for the testing of tobacco products and for regulation “where approved by competent national authorities.”
6. In accordance with national law, adopt and implement measures to disclose to government authorities “information about the contents and emissions of tobacco products.”
7. Adopt measures to promote access to educational programs on the health risks of tobacco use and SHS, information about the tobacco industry, training on tobacco control, and involvement of public and private organizations in tobacco control programs.
8. Develop and disseminate guidelines and promote cessation of tobacco use; implement cessation programs in a variety of environments, including national health and education programs and health care facilities; collaborate with other parties to facilitate the accessibility and affordability of treatment, including pharmaceutical products.
9. Adopt and implement measures at the appropriate government level to prohibit sales of tobacco to “persons under the age set by domestic law, national law, or eighteen.”
10. Initiate and coordinate research; promote research that addresses the consequences of tobacco consumption and exposure “as well as research for identification of alternative crops.”
11. Establish, as appropriate, programs for surveillance of tobacco consumption and exposure.
12. Establish a national system for epidemiologic surveillance of tobacco consumption.
13. Subject to national law, “promote and facilitate exchange of publicly available information relevant to the convention; endeavor to establish and maintain an updated database of laws and regulations on tobacco control.”\(^{406}\)

In the 1990s, about 13 high-income countries and 30 low-income countries had laws prohibiting the sale of cigarettes to minors, 11 high-income countries and 6 low-income countries banned vending machines, and 14 high-income and 15 low-income countries had minimum age restrictions for purchase of cigarettes.\(^{170}\) However, few countries effectively enforced these laws. Many jurisdictions also had laws that banned or restricted smoking in public places, workplaces, and transit vehicles. For example, 24 high-income and 74 low-income
countries required smoke-free public places, 9 high-income and 19 low-income countries required smoke-free restaurants, 9 high-income and 11 low-income countries required smoke-free cafes, 18 high-income and 32 low-income countries had workplace smoking restrictions, and 20 high-income and 23 low-income countries required smoke-free health establishments.\textsuperscript{496} Enforcement was again the issue. Some 75 countries have at least some type of advertising restriction,\textsuperscript{497} but the number with comprehensive bans is much lower,\textsuperscript{498} and such restrictions are frequently circumvented unless they are comprehensive. For example, after a 1976 law in France banned tobacco advertising, it was replaced by advertisements for matches and lighters with the tobacco brand names and logos, until a law was passed banning both direct and indirect advertising.

By the end of the 1990s, about 137 countries required health warnings to appear on tobacco product packages. However, in most countries, the warnings were small and ineffective. By the mid-1990s, a number of countries had adopted more stringent warnings, including more direct statements of risk, multiple messages, and large and rotating messages. Beginning in 2000, some countries started putting graphic pictures on warning labels (Canada, Brazil, Norway, and Portugal, and the European Union).\textsuperscript{499}

In 2002, taxes on cigarettes in the United States ranged from 17% of price (lowest state) to 38% of price (highest state) (Table 54-5). Prices also include $0.46 per pack to cover the MSA. If this cost were considered a tax, the percentage of price in New York would be 47% and in Kentucky 31%. In comparison, in Europe, New Zealand, Australia, and Hong Kong, tax as a percentage of price ranged from 52% (Hong Kong) to 82% (Denmark).\textsuperscript{499} A number of countries use part of the revenue generated to operate their comprehensive tobacco control programs.\textsuperscript{499}

Many countries have had difficulty implementing comprehensive tobacco control measures. However, Finland, Iceland, Norway, Portugal, and Singapore have comprehensive tobacco control policies developed since the 1970s. Australia, New Zealand, Sweden, Poland, and Thailand have more recently implemented tobacco control programs. One study used multiple regression analysis to evaluate the effectiveness of advertising restrictions, price, and income on tobacco consumption in 22 countries from 1960 to 1986.\textsuperscript{498} Above threshold levels, both advertising restrictions and higher prices were effective in decreasing tobacco consumption. Moreover, programs that included high prices, comprehensive bans on advertising, and stringent health warnings decreased tobacco consumption most. This analysis estimated that banning tobacco advertising, requiring strong and varied health warnings on packages, and implementing a 36% increase in real price would decrease tobacco consumption by 13.5%.\textsuperscript{498}

In 2006, New York City mayor Bloomberg announced a $125M initiative to reduce tobacco use in low and middle income countries with a particular focus on China, India, Indonesia, the Russian Federation and Bangladesh (which have half the world’s smokers).\textsuperscript{499} However, powerful economic forces will continue to militate against a strong tobacco control policy in developing countries. Only a concerted effort by international organizations (i.e., the WHO, the International Monetary Fund, the Food and Agriculture Organization, UNICEF, and NGOs) is likely to be effective in helping developing countries assign a high priority to tobacco prevention and control.

\section*{CHALLENGES IN TOBACCO USE PREVENTION AND CONTROL}

Despite considerable progress, smoking remains the largest cause of preventable death in the United States and most of the industrialized world, and it is rapidly becoming a major cause of death in developing countries as well. Lessons from the considerable progress achieved in tobacco use prevention and control during the past 25 years can help us successfully confront the remaining challenges. The growth of knowledge about the adverse health effects of tobacco has been substantial. Public education campaigns have helped to translate scientific knowledge into improved public awareness of some smoking-caused problems, such as lung cancer and cardiovascular disease, but awareness of other smoking-caused cancers, COPD, and reproductive effects is still limited. SHS is increasingly appreciated as a health problem: By 1992, 97% of nonsmokers and 79% of current smokers agreed that exposure to SHS was harmful to healthy adults.\textsuperscript{499} Smokers are concerned that their addiction is likely to adversely affect their health. In the United States, more than half of all persons who have ever smoked havequit,\textsuperscript{499} and most continuing smokers have tried.\textsuperscript{499} Market responses to consumer concerns have included the filter cigarette, substantial reductions in average tar and nicotine content, and new delivery systems. However, because these innovations were perceived as “safer,” it appears that smokers concerned about health issues switched to such products rather than quit smoking use entirely\textsuperscript{499} and derived little or none of the purported health benefit due to compensation (e.g., increased number of cigarettes smoked, increased depth of inhalation, smoking more of the cigarette, vent blocking). It is imperative that tobacco users realize there is no safe way to use tobacco and they need to quit.

Tobacco companies spend huge sums to advertise and promote cigarettes ($13.1 billion in 2005).\textsuperscript{499} Although the effect of this

\begin{table}[h]
\centering
\begin{tabular}{lcc}
\hline
Country & Price & Tax Incidence \\
\hline
Norway & $7.56 & 79.2% \\
United Kingdom & $6.33 & 79.5% \\
United States (Highest-NY) & $5.32 & 38.4%* \\
Canada (Highest-Saskatchewan) & $4.76 & 77.3% \\
Ireland & $4.46 & 79.0% \\
Australia & $4.02 & 68.9% \\
Hong Kong & $3.97 & 51.9% \\
New Zealand & $3.88 & 74.5% \\
Canada (sales-weighted average)$ & $3.80 & 71.6% \\
Denmark & $3.77 & 81.7% \\
Sweden & $3.64 & 70.5% \\
Finland & $3.53 & 79.0% \\
Canada (Lowest-Ontario) & $3.48 & 69.0% \\
United States (Lowest-Kentucky) & $3.27 & 16.9%* \\
Germany & $2.76 & 68.9% \\
France & $2.76 & 75.5% \\
Belgium & $2.63 & 74.4% \\
Netherlands & $2.56 & 73.0% \\
Austria & $2.37 & 73.7% \\
Luxembourg & $1.94 & 67.7% \\
Italy & $1.93 & 74.7% \\
Greece & $1.79 & 72.8% \\
Spain & $1.66 & 71.2% \\
Portugal & $1.63 & 80.7% \\
\hline
\end{tabular}
\caption{Average Retail Cigarette Price and Total Taxes Per Pack (U.S./Dollars/Pack of 20), Selected Industrial Countries, June 17, 2002}
\end{table}
activity on overall cigarette consumption is difficult to assess, advertising and promotion likely make smoking more attractive to youth, make continuing smokers less motivated to attempt cessation, and perhaps increase recidivism by providing omnipresent cues that smoking is fun and relaxing and contributes to conviviality (Fig. 54-7). It also appears that advertising was specifically targeting youth, making continuing smokers less motivated to attempt cessation, even in the presence of several-fold greater brand-specific, pro-cigarette advertising. Some data also suggest that broad bans on tobacco advertising are also effective in reducing tobacco consumption. From 1970 to 2002, the percentage of cigarette advertising expenditures allocated to promotions increased from 15% to 87%. Promoted cigarette sales have increased since the MSA and are higher in areas with higher cigarette taxes and areas with more comprehensive tobacco control programs. Some of these promotional dollars sponsor sports events associated with being healthy, being fit, and being outdoors. The subliminal message is that smoking contributes to health and fitness. Other tobacco company promotional money goes to exhibitions at leading art museums, promoting the association of smoking with culture, sophistication, and artistic achievement. This support may also buy silence, or active opposition to smoking control proposals. In 1994, arts organizations in New York that had been recipients of tobacco philanthropy spoke out against an ordinance to ban smoking in public places.

Continuing the process of changing the social norms of acceptability of tobacco use offers the greatest promise. Nonsmoking is an accepted norm in many socially defined groups in the United States. Rapid growth of community, state, and federal legislation and administrative actions that limit or ban smoking in places of public assembly, coupled with growing and increasingly stringent public and private employer restrictions on workplace smoking, should further limit smoking opportunities and increase the likelihood of quitting. Public health agencies and preventive medicine practitioners can help accelerate social pressure to not smoke by supporting enactment of strict clean indoor air legislation and its enforcement.

Economic incentives are one of the most effective strategies to reduce cigarette consumption, prevent initiation, and increase cessation. Lower-income Americans, overrepresented among current smokers, are especially sensitive to price increases in tobacco products. Health and public health professionals can support initiatives to raise tobacco taxes.

Since 70% of current smokers want to quit smoking, and 42% attempt cessation each year, both public and private health organizations should be prepared to assist them. Health care professionals should routinely assess tobacco use and advise users to quit. Use of medication and telephone quitlines should be strongly encouraged. Treatment should be fully covered under both public and private insurance.

Prevention programs have demonstrated the ability to delay smoking initiation for students in grades 6–10. However, these programs are only effective when they are reinforced by additional educational interventions and supportive community programs. Such programs could include mass media efforts that make smoking appear unattractive, socially unpopular, and sexually unappealing. Communication should also stress that tobacco is an addictive drug. The fact that tobacco use is associated with increased risk of other drug use is a potentially powerful message for parents and youth.

With the budget deficits of the early twenty-first century, funding for tobacco control programs in states was slashed. If we are to meet the Healthy People 2010 goal of an adult smoking prevalence of 12% and a youth smoking prevalence of 16%, substantially increased funding for comprehensive tobacco control programs that use proven policy, countermarketing, and community interventions will be required. The enactment of an increase in cigarette taxes in California and Massachusetts, with all or part of the revenues used for tobacco control and education, has led to an accelerated decrease in cigarette consumption. In addition, two national studies have shown that comprehensive tobacco prevention and control programs reduce cigarette consumption overall and smoking prevalence among youth, over and above the effect of any tax increase that funded the program or occurred concurrently. Comprehensive programs are needed that reduce barriers to and involve the widespread use of known effective strategies. Furthermore, new and innovative strategies, particularly that address tobacco use among youth, are also needed.

The decrease in cigarette consumption has been termed one of the greatest public health achievements of the twentieth century, but it is only half achieved. The challenge of the twenty-first century is to accelerate progress so that the morbidity, mortality, and disability caused by tobacco use no longer occurs either in the United States or internationally.
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Figure 54-7: Influences on the decision to use tobacco. (Source: Tobacco and Situation Outlook Report, 2004;1986–2000 Surgeon General’s Report.)
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Alcohol-Related Health Problems

Brian L. Cook • Jill Liesveld

INTRODUCTION

The abuse of alcohol is more common than any other form of drug abuse throughout the world. The consequences of alcohol use are pervasive in society. From a public health perspective, alcohol use presents a unique dilemma, referred to as the “prevention paradox.” This paradox stems from the observation that health and economic consequences resulting from alcohol use are far greater due to hazardous drinking than drinking patterns that constitute a formal diagnosis of alcohol dependence. This paradox is further complicated by findings that suggest that low to moderate levels of alcohol use may play a role in reducing mortality for certain disorders, such as cardiovascular disease. To better understand this paradox and the risk of alcohol use, it is helpful to stratify alcohol use and risk along a continuum. This continuum stretches from abstinence to alcohol dependence.

CATEGORIES OF ALCOHOL USE ALONG THE DRINKING CONTINUUM

Safe (Low-Risk) Drinking

Based on the concept of a continuum of risk, some organizations have proposed guidelines for “safe” (low-risk) drinking, some of which include both the characteristics and circumstances of the drinker as well as levels of consumption. American guidelines for safe drinking generally recommend no more than 2 drinks per day for men, and 1 drink per day for nonpregnant females. Slightly higher limits are proposed by U.K. authorities.

One example of safe drinking guidelines, which also include characteristics of the drinker as well as levels of consumption, is contained in the report of the Australian National Health and Medical Research Council (NHMRC). “Is there a safe level of daily consumption of alcohol for men and women?” Recommendations regarding responsible drinking behavior, in which it is recommended that responsible drinking be considered as the consumption of the least amount of alcohol that will meet an individual’s personal and social needs and in any case:

a. that men should not exceed 4 units or 40 g of absolute alcohol per day on a regular basis, or 28 units per week; that 4–6 units per day or 28–42 units per week be considered as hazardous and that greater than 6 units per day or 42 units per week be regarded as harmful

b. that women should not exceed 2 units or 20 g of absolute alcohol per day on a regular basis, or 14 units per week; that 2–4 units per day or 14–28 units per week be considered as hazardous and that greater than 4 units per day or 28 units per

In this report, a unit or standard drink was equivalent to 8–10 g of alcohol compared with Canada and the United States, where one unit or standard drink contains approximately 13.6 g of alcohol.

In essence, no level of alcohol consumption will always be safe for all individuals under all conditions. Rather, increasing levels of consumption hold a progressively increasing risk of causing either acute or chronic damage. Moreover, the level at which risk occurs and its significance are influenced by a combination of personal and environmental factors that render the individual more or less vulnerable to damage from alcohol.

Hazardous Drinking

The term “hazardous drinking” has been used to describe levels of alcohol consumption that expose the drinker to a high risk of physical complications. Under certain circumstances, relatively low levels of consumption on isolated occasions may result in damage to the individual drinker. There is evidence as well that levels of consumption far below those found in people diagnosed as alcohol dependent are linked with increased risks of adverse health consequences. A special case involves the survival and normal development of the fetus of the drinking pregnant woman. In this instance, some authorities would assert that there is no safe level of consumption, or that it may be impossible to define such a level. As information grows on how alcohol is hazardous to health we find ourselves less secure in defining what is safe. Rather, alcohol use involves a continuum of risk, defined by host and environmental factors as well as by the levels of alcohol consumption.

ALCOHOL ABUSE AND ALCOHOL DEPENDENCY DEFINITIONS

The definitions of alcohol abuse and dependency have evolved over time, and differ somewhat among various organizations (e.g., the World Health Organization (WHO), American Psychiatric Association [APA]). The WHO has recently published its 10th edition of the International Classification of Diseases (ICD-10), while The APA recently
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published its fourth edition, text revision of the Diagnostic and Statistical Manual of Mental Disorders (DSM-IV-TR). The definitions differ primarily in the number and definition of symptoms required before a diagnosis of alcohol abuse or dependence are met. The ICD-10 and DSM-IV were compared in a study by Caetano. The one-year prevalence rate of alcohol dependence was higher (5.5% vs. 3.9%) when ICD-10 criteria were applied as compared to the DSM-IV criteria. Predictors of meeting ICD-10 versus DSM-IV criteria were slightly different in the study, thus highlighting differences in these two criteria sets which should be considered in epidemiological research. The DSM-IV definition is most widely used in alcohol use disorder research in the United States at this time.

The DSM-IV defines alcohol abuse as a “maladaptive pattern of alcohol use leading to clinically significant impairment or distress, as manifested by one or more of the following, occurring within a 12-month period: (a) recurrent alcohol use resulting in failure to fulfills major role obligations at work, school, or home; (b) recurrent alcohol use in situations in which it is physically hazardous; (c) recurrent alcohol-related legal problems; (d) continued alcohol use despite having a persistent or recurrent social or interpersonal problem caused or exacerbated by the effects of alcohol.”

The DSM-IV defines alcohol dependence as a “maladaptive pattern of alcohol use, leading to clinically significant impairment or distress, as manifested by three (or more) of the following occurring at any time in the same 12-month period: (a) tolerance; (b) withdrawal; (c) alcohol use in greater quantity or for a longer period than intended; (d) persistent desire or unsuccessful efforts to cut down or control alcohol use; (e) a great deal of time is spent acquiring, using, or recovering from alcohol’s effects; (f) important social, occupational, or recreational activities are given up or reduced because of alcohol use; (g) alcohol use is continued despite knowledge of having a persistent or recurrent physical or psychological problem that is caused or exacerbated by the effects of alcohol.”

In the DSM-IV classification, once an individual meets dependency criteria, the diagnosis of alcohol abuse should no longer be used for that individual. Course specifiers should be used to describe the individual after no criteria for dependence have been met for at least one month. The course specifiers include early full remission, early partial remission, sustained partial remission, on agonist therapy, or in a controlled environment. Several observations are important regarding the DSM-IV classification system. The DSM-IV classification emphasizes the central role that alcohol comes to play in the life of a dependent individual, not simply the physiological changes associated with heavy alcohol use. Thus, an individual can be classified as dependent without classical signs or symptoms of physical tolerance and resultant withdrawal upon abrupt discontinuation of alcohol. Also, complete abstinence is not required before the remission course specifiers can be used. If none of the seven dependence criteria symptoms are met during a period of a month or longer, a form of remission is reached which is defined as either partial or full. If continued drinking does not result in full return of three or more dependence criteria symptoms, but does cause at least one dependence symptom, the remission is considered partial. If the full dependence criteria are not met for 12 months or more, the remission category is considered sustained. The utility and predictive validity of these categories remain to be established.

### EPIDEMIOLOGY OF ALCOHOL ABUSE AND DEPENDENCY

Alcohol is regularly consumed by slightly more than half of the adult United States population. In the 2003 National Survey on Drug Use & Health (formerly called the National Household Survey on Drug Abuse [NHSDA]), 50.1% of all Americans over age 12 reported consuming alcohol. The prevalence of past month alcohol consumption was higher for men (57.3%) than for women (43.2%), 54.4% of nonblacks and 37.9% of blacks admitted to past month use of alcohol. A total of 22 million people in the United States used alcohol in the past month in 2002 compared to 21.6 million in 2003. For those in the over age 18-year group, 62.4% of males and 46.6% of females were current drinkers. While male drinking percentage remained the same as in 2002, for females there was a 2% decrease from the 47.9% identified in 2002. Of interest is that in the age 12–17 age group, 17.1% of males and 18.3% of females were identified as current drinkers, closing the gender gap. In another study by SAMHSA using data from 2002 to 2003, 50.5% of those surveyed had a drink within the past month and 7.6% of those age 12 and over were identified with alcohol abuse or dependence.

Large population-based studies have demonstrated that the lifetime prevalence of alcohol use disorders (abuse and dependence) is even more common. The Epidemiologic Catchment Area study demonstrated that among community-dwelling, nontreatment seeking individuals, that the lifetime prevalence of alcohol dependence was 13.7%. Results from the National Comorbidity Survey (NCS) by Kessler et al. demonstrated a lifetime prevalence of alcohol abuse plus dependency of 14.6% in females and 23.5% in males.

Given these prevalence rates, a conservative estimate of the number of individuals directly affected by alcohol use disorders is at least 20–30 million in the United States at any given time. Additionally, it should be remembered that the number of individuals affected by those with alcohol use disorders through marriage and family, the workplace, and the highways is far greater than the number of individuals with alcohol use disorder.

Surveys done in health care settings present a startling example of alcohol-related costs. In a primary care outpatient setting, problem drinking rates of 8–20% are seen, and between 20–40% of patients admitted to general medical hospitals have a history of alcohol use disorders. Medical morbidity of this extent obviously translates into significant mortality. United States data from the National Center for Health Statistics indicate 85,000 deaths due to either excessive or risky drinking in the U.S., making alcohol the third leading actual cause of death in 2000. This estimate is considered an underestimate, as many deaths which are associated with alcohol use are not coded as such on death certificates. A review of studies across multiple nations examining alcohol-related mortality demonstrated that alcoholics lose on average more than 20 years of potential life. In 1998, the estimated economic cost of alcohol abuse exceeded $184 billion in the United States, equivalent to roughly $638 for every man, woman and child living in the United States. Economic costs to industry alone in the United States have been estimated at $136 billion for 1990. Such costs include absenteeism, sick leave, decreased worker efficiency, and employee replacement costs through workers quitting, being fired, or dying prematurely.

These summary statistics can be further broken down into risk indicators, which are more useful for preventive health purposes, such as targeting screening and prevention efforts. Alcohol use disorders are more common in males than females, with the ratio of affected males:females being approximately 2–3:1. While rates of females affected with alcohol use disorders are lower, health-related consequences of alcohol use in females who do not meet diagnostic criteria for alcoholism are more severe than in males. Review of health-related consequences of alcoholism in females later in this chapter will include medical risks associated with alcohol use in non-alcohol dependent drinkers.

Age is another factor which can be used to characterize risk. Alcohol use disorders typically are most common in those under 45 years of age. Health-related morbidity is different across the age span, with more unnatural deaths (e.g., accidents, suicides, homicides) observed in younger age groups and more chronic disorders seen in the older age groups. Screening tools and definitions of alcohol use disorders in the elderly are less satisfactory than in middle age, and thus rates of alcohol use disorders in the elderly may be underestimated. A study in the International Journal of Geriatric Psychiatry, focusing on a review of different screening instruments, found that the AUDIT-5 has had promising results over other instruments such as the CAGE and MAST. No studies of alcohol use disorders in
elderly people with cognitive impairment were found, indicating a need for research in this area.26

Alcohol use disorders are seen across all socioeconomic groups. Alcohol use disorders cluster weakly in lower socioeconomic groups, but this may simply be secondary to alcohol’s contribution to poor school and job performance. Persons of Asian decent have lower rates of alcohol related disorders, presumably related to decreased levels of alcohol-metabolizing enzymes leading to flush reactions, tachycardia, and headache. Differences between blacks and nonblacks are significant, generally with nonblack rates being lower in both males and females. Drinking is most prevalent in urban America, and geographically in the Northeast.

The comorbidity of alcohol use disorders and other psychiatric disorders is very common. The ECA study found that about half of individuals with alcohol use disorders had a concomitant psychiatric disorder.19 In the 2003 NSDUH study, those with a serious mental illness had a 21.3% rate of alcohol dependence and abuse and those without a serious mental illness had a dependence/abuse rate of 7.9%.17 The most commonly observed psychiatric comorbidities include antisocial personality disorder, mood disorders, and anxiety disorders.

► GENERAL MECHANISMS OF ALCOHOL-RELATED DYSFUNCTION AND DAMAGE

A general schema of the mechanisms involved in alcohol-related tissue injury is provided in Fig. 55-1. Tissue in this context refers to either a single type of cell or a single organ. Besides having direct toxic effects on target tissue, alcohol also may act indirectly through a variety of mechanisms. Other alcohol-associated behaviors involving tobacco, risky sexual behavior, illicit drugs, and other drugs and chemicals as well as nonalcohol-related disease processes, may contribute as cofactors to the development, course, and outcome of alcohol-induced primary damage. In addition, alcohol may act as a factor influencing the development, course, and outcome of coincidental diseases.

Much of the tissue damage that occurs in association with alcohol use has been attributed, at least in part, to direct toxic effects; for example, alcoholic hepatitis, cardiomyopathy, and neuronal degeneration. New findings however suggest that excitotoxicity mediated through alterations in glutamate neurotransmission may be responsible for many of the central nervous system (CNS) degenerative processes associated with alcoholism (e.g., Wernike-Korsakoff syndrome, cerebellar degeneration, dementia associated with alcoholism).27 The effects on the CNS are of also of great importance in the development of various alcohol-related problems associated with acute intoxication and withdrawal from alcohol, as well as alcohol dependence.27,28 Acute effects are particularly important in circumstances under which drinkers may injure themselves or others.29

Alcohol also may act indirectly through the production of metabolic disturbances, endocrine changes,30 immune system changes,31 aggravation of obstructive sleep apnea,32 and displacement of dietary nutrients or impairment of their absorption or use,33 as well as through the effects of diseases caused by alcohol.

Obstructive sleep apnea, a complication of alcohol use that occurs as a result of acute intoxication, is potentially important as a direct cause of morbidity and mortality.32 It may contribute also to the course and outcome of other alcohol- as well as nonalcohol-related diseases. This disturbance and its precipitation and aggravation by alcohol have been recognized only recently.34–36

When an alcohol-related health problem does occur, its course and outcome may be influenced by whether or not the affected individual continues to be exposed to alcohol and alcohol-related hazards. Furthermore, course and outcome may be influenced by whether or not he or she seeks, has access to, receives, and adheres to effective treatment, not only for the complications of alcohol use but also for the drinking behavior itself.

A summary of the etiological significance of alcohol and associated variables that contribute to the excess mortality of heavy drinkers is provided in Table 55-1.

![Figure 55-1. Schematic representation of the general mechanisms involved in the development of alcohol-related tissue injury.](image-url)
The important health problems related to alcohol use were reviewed by the Institute of Medicine. The major health problems associated with alcohol use named in this report included alcohol withdrawal syndrome, psychosis, hepatitis, cirrhosis, pancreatitis, thiamine deficiency, neuropathy, dementia, and cardiomyopathy. Alcohol use also plays a key role in injury and accidents, suicide, and homicide. Also important is a range of adverse pregnancy outcomes and fetal abnormalities caused by the embryotoxic and teratogenic effects of alcohol. The most common medical problems in alcohol-dependent and heavy drinking men, in terms of decreasing lifetime incidence, are trauma, acute alcoholic liver disease, peptic ulceration, chronic obstructive lung disease, pneumonia, hypertension, gastritis, epileptiform disorders, acute brain syndromes, peripheral neuritis, ischemic heart disease, and cirrhosis (Table 55-2). This pattern of lifetime

### TABLE 55-1. ETIOLOGICAL SIGNIFICANCE OF ALCOHOL AND ASSOCIATED VARIABLES IN THE EXCESS MORTALITY OF CHRONIC HEAVY DRINKERS

<table>
<thead>
<tr>
<th>Cause of Death</th>
<th>Effects of Alcohol</th>
<th>Heavy Tobacco Smoking</th>
<th>Emotional Problems</th>
<th>Poor Food Habits</th>
<th>Other Personal Neglect</th>
<th>Increased Environmental Hazards</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tuberculosis</td>
<td></td>
<td></td>
<td></td>
<td>X</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Carcinoma</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mouth</td>
<td>XX</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Larynx</td>
<td>XX</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pharynx</td>
<td>XX</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Esophagus</td>
<td>XX</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Liver</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lung</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Alcoholic cardiomyopathy</td>
<td>XX</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Other cardiovascular disease</td>
<td>XX</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pneumonia</td>
<td>XX</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Peptic ulcers</td>
<td>XX</td>
<td></td>
<td></td>
<td>X</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Liver cirrhosis</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Alcoholic</td>
<td>XX</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nonalcoholic</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Suicide</td>
<td>XX</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Accidents</td>
<td>XX</td>
<td></td>
<td></td>
<td>X</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

X, probably indicated; XX, clearly indicated. Where a space is left blank, either the factor is probably of no significance or its role, if any, is unknown.


### TABLE 55-2. RANKING OF LIFETIME INCIDENCE, RATIO OF OBSERVED TO EXPECTED MORTALITY, AND PERCENTAGE OF EXCESS MORTALITY FOR SELECTED CAUSES IN MALE SAMPLES OF ALCOHOL-DEPENDENT AND OTHER HAZARDOUS DRINKERS

<table>
<thead>
<tr>
<th>Rank</th>
<th>Lifetime Incidence (%)</th>
<th>Cause of Death</th>
<th>Mortality Ratio</th>
<th>Excess Mortality (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Trauma (81.9)</td>
<td></td>
<td>1 Cirrhosis (7.6)</td>
<td>1 Cardiovascular disease (21.4)</td>
</tr>
<tr>
<td>2</td>
<td>Acute alcoholic liver disease (49.9)</td>
<td>2 Suicide (4.4)</td>
<td>2 Suicide (14.7)</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>Peptic ulcer (22.8)</td>
<td>3 Upper GI and respiratory cancer (4.1)</td>
<td>3 Accidents (11.1)</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>Obstructive lung disease (19.0)</td>
<td>4 Accidents (3.5)</td>
<td>4 Cirrhosis (11.0)</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>Pneumonia (16.8)</td>
<td>5 Tuberculosis (2.8)</td>
<td>5 Malignant neoplasms (11.8)</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>Hypertension (12.4)</td>
<td>6 Peptic ulcer (2.8)</td>
<td>6 Pneumonia (8.8)</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>Gastritis (11.5)</td>
<td>7 Pneumonia (2.3)</td>
<td>7 Cerebrovascular disease (5)</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>Epileptic disorders (10.9)</td>
<td>8 Cardiovascular disease (1.8)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>Acute brain syndromes (7.7)</td>
<td>9 All cancer (1.7)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>Peripheral neuritis (7.1)</td>
<td>10 Cerebrovascular disease (1.2)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>Ischemic heart disease (8.1)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>Cirrhosis (6.4)</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>


3Based on analyses of percentages of excess mortality in alcohol-dependent and heavy drinking men attributable to selected causes. From Ashley MJ, Rankin JG. Hazardous alcohol consumption and diseases of the circulatory system. J Stud Alcohol. 41:1040–1070, 1980. The median percentage value for excess mortality, in parentheses, is shown after each cause of death.
morbidity contrasts greatly with the ranking in terms of excess mortality, namely, cardiovascular disease, suicide, accidents, cirrhosis, malignant neoplasms, pneumonia, and cerebrovascular disease.\textsuperscript{39} There are differences, however, from country to country, related health problems usually is considered by each country to be significant.\textsuperscript{45} These differences in patterns of morbidity and mortality are related to the lethality of the conditions, the risk of this population dying from these disorders compared with the community-at-large,\textsuperscript{46} and the frequency of the conditions in the general adult population. The three most common causes of excess mortality, that is, cardiovascular disease, suicide, and accidents, occur as acute problems, associated with sudden and usually unexpected death, whereas cirrhosis of the liver is the main chronic physical health problem in terms of incapacity and excess morbidity.

Alcohol use in females results in exposure to all of the risks reviewed for men. Several consequences of drinking are more common in females, often with less quantity of alcohol use than in males. In females, accidents and suicidal mortality predominate in adolescence and young adulthood as health consequences of drinking. In middle age, breast cancer and osteoporosis become issues of concern. Compared to nondrinkers, women who consume an average of one drink per day, increase their risk of breast cancer by approximately 7% while those who consume an average of 2–5 drinks per day increase their risk by 50%.\textsuperscript{41} Drinking appears to be more detrimental to women than men with respect to liver disease. Higher cirrhosis rates among female alcoholics as compared to male alcoholics, with females having lower consumption rates has been observed in a variety of studies.\textsuperscript{42–44} Alcohol is also the most widely used substance associated with domestic violence. Females are most commonly the battered party, and both their use of alcohol and their partner’s use of alcohol appear to increase risk. The risk of HIV/AIDS and alcohol use presents similar concerns in females as well as males. Use of alcohol may influence the risk of acquiring HIV infection both through direct effects on the immune system, as well as increased likelihood of unsafe sexual behavior during periods of intoxication.

### ESTIMATING THE PUBLIC HEALTH IMPORTANCE OF ALCOHOL-RELATED PROBLEMS

In alcohol-consuming nations the public health importance of alcohol-related health problems usually is considered by each country to be significant.\textsuperscript{44} There are differences, however, from country to country, concerning the impact of alcohol-related health problems on the total burden of ill health.

The impact of alcohol-related health problems is felt, both directly and indirectly, by many different groups. This includes those with alcohol-related health problems, their families, other individuals or groups who may suffer injury or less due to the use of alcohol by others, those who provide services for the prevention and treatment of alcohol-related problems, and the community at large. Many of the effects are tangible but immeasurable, such as the pain and suffering experienced by the alcohol-damaged individual and his or her family. However, other manifestations of alcohol-related problems are suitable for empirical study, for example, the incidence and prevalence of alcohol-related health problems, the costs of health and social services attributable to these problems, the number of people who are disabled or die from alcohol-related problems, and the economic costs of illness, disability, and death.

It may be possible to make reasonably good estimates for specific aspects of mortality and morbidity, for example, the burden of alcoholic psychoses in specialized institutions. Unfortunately, such direct consequences are only a small part of the total problem. This is illustrated in a report on alcohol-related deaths in Canada in 1980 (Table 55-3). Of the almost 18,000 such deaths (10.5% of all deaths), the vast majority (88%) were classified as indirectly related, that is, they were due to accidents, cancers, and circulatory and respiratory diseases in which alcohol was a contributing factor.\textsuperscript{46} This problem is further exemplified by U.S. studies in which only about 3% of recorded deaths were officially attributable to alcohol. 1.9% were attributable to an alcohol-related condition, and the remaining 1.2% had an alcohol-related condition listed along with the specified cause of death.\textsuperscript{44} These figures are small when compared with estimates that alcohol-dependence is responsible for 1 in 10 deaths the United States,\textsuperscript{46} and when follow-up studies demonstrate high alcohol-related mortality.\textsuperscript{50}

Despite such shortcomings in available statistics, there is no doubt about the serious toll of morbidity and mortality that alcohol use exacts from alcohol-consuming societies, such as the United States and Canada. These countries rank as moderate consuming nations, and one can assume that the toll is higher in heavier consuming nations. Selected indicators of the public health impact of alcohol use in Canada (Table 55-3)\textsuperscript{46} illustrate this clearly.

In the period of these studies, 1979–1980, of Canadians 15 years and over, at least 12% regularly were consuming enough alcohol to be at increased risk of health consequences, 5% of current drinkers were alcohol-dependent and almost 10% experienced at least one alcohol-related problem. More than one in 10 deaths were alcohol-related. In an earlier study of premature deaths and potential years of

<p>| TABLE 55-3. SELECTED INDICATORS OF THE PUBLIC HEALTH IMPACT OF ALCOHOL USE IN CANADA |
|---------------------------------------------|----------------|-------------------------------------------------|</p>
<table>
<thead>
<tr>
<th>Indicator</th>
<th>Year</th>
<th>Selected Findings</th>
</tr>
</thead>
<tbody>
<tr>
<td>Population 15 years and over drinking 14+ drinks per week\textsuperscript{50}</td>
<td>1978–1979</td>
<td>Overall 12%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age group 20–24</td>
<td></td>
<td>Males 31.0%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Females 8.1%</td>
</tr>
<tr>
<td>Alcohol-dependent persons\textsuperscript{50}</td>
<td>1980</td>
<td>600,000 persons; 1 in 19 (5.3%) of current drinkers</td>
</tr>
<tr>
<td>Current drinkers 15 years and older with alcohol-associated problem\textsuperscript{50}</td>
<td>1978–1979</td>
<td>Tension or disagreement with family or friends 6.1%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Problems with health 2.3%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Difficulty with driving 1.5%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Injury to self or other 1.3%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Trouble with the law 1.3%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Trouble with school or work 1.2%</td>
</tr>
<tr>
<td>Current drinkers 15 years and over with at least one alcohol-associated problem\textsuperscript{50}</td>
<td>1978–1979</td>
<td>Overall 9.7%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Females 6.1%</td>
</tr>
<tr>
<td>Alcohol-related deaths\textsuperscript{46}</td>
<td>1980</td>
<td>17,974 (10.5%) of all deaths</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Directly related deaths: 2,110\textsuperscript{a}</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Indirectly related deaths: 15,864\textsuperscript{46}</td>
</tr>
</tbody>
</table>

\textsuperscript{a}Deaths due to alcohol-related cirrhosis, alcohol dependency syndrome, the nondependent abuse of alcohol, alcoholic psychoses, and accidental poisoning by alcohol.

\textsuperscript{b}Deaths due to motor vehicle accidents, falls, fires, drownings, homicides, suicides (5,554 in 1980), as well as circulatory and respiratory diseases and certain types of cancer (e.g., oral, esophageal, and laryngeal) totaling 10,310 in 1980.
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...alcohol-related health problems is contained in Table 55-4, which provides an estimate of the costs of alcohol-related problems in the United States in 1983. First, notice that the total cost is large, $116.875 billion. Of this amount, 89.0% was attributable to core costs, including losses in productivity associated with disability and death (76.2%) and costs incurred in the treatment and care of people with alcohol-related health problems (12.8%). Total alcohol-related health costs ranked a close second to heart and vascular disease, as the prime health cause of economic loss and were well ahead of cancer and respiratory disease. In this analysis, other related costs covered nonhealth alcohol-related costs attributable to motor vehicle crashes and fires, highway safety and the fire protection, and the criminal justice and social welfare systems. The costs of alcohol-related problems were equal to 3.54% of the gross national product, and the direct costs for health services were equal to 4.22% of the total costs of health services. Although these figures are large, very likely they are underestimates of the true economic costs of alcohol-related problems.

**Prevention Strategies**

The public health approach to disease prevention was first classified in 1957 as proposed by the Commission on Chronic Illness. Primary, secondary, and tertiary prevention techniques were defined. In this model, primary prevention is geared towards efforts to decrease new cases of a disorder (incident cases), secondary prevention is designed to lower the rate of established cases (prevalent cases), and tertiary prevention seeks to decrease the amount of disability associated with existing disorder or illness. Gordon later proposed an alternative classification system which incorporated the concept of the risks and benefits in the evaluation of prevention efforts. His categories of prevention strategies consisted of universal measures, selective measures, and indicated measures. Universal prevention measures are measures of low cost, and low risk for which benefits outweigh costs when they are applied to everyone in an eligible population. Selective measures are desirable only for a select population at above average risk of development of a disorder. Indicated preventive measures are applied to individuals who, upon screening examination, demonstrate high risk of development of a disorder.

The Institute of Medicine (IOM) noted that both of these classification systems were designed and worked best for traditional medical disorders, but that their application to mental disorders was not straightforward. An alternative system was proposed by the IOM, which is referred to as the Mental Health Intervention Spectrum for Mental Illness. This system incorporates the whole spectrum of interventions for mental disorders, from prevention, through treatment, to maintenance. Table 55-5 outlines this spectrum. The term prevention is reserved for those interventions that occur before the initial onset of the disorder, and it incorporates many of Gordon’s concepts such as universal, selective, and indicated measures.

### TABLE 55-4. ESTIMATED COSTS OF ALCOHOL-RELATED PROBLEMS IN THE UNITED STATES IN 1983

<table>
<thead>
<tr>
<th></th>
<th>$Billion</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Core Costs</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Direct</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Treatment</td>
<td>13.457</td>
<td></td>
</tr>
<tr>
<td>Health support services</td>
<td>1.549</td>
<td></td>
</tr>
<tr>
<td><strong>Subtotal</strong></td>
<td>15.006</td>
<td>12.8</td>
</tr>
<tr>
<td>Indirect</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mortality</td>
<td>18.151</td>
<td></td>
</tr>
<tr>
<td>Reduced productivity</td>
<td>65.582</td>
<td></td>
</tr>
<tr>
<td>Lost employment</td>
<td>5.323</td>
<td></td>
</tr>
<tr>
<td><strong>Subtotal</strong></td>
<td>90.056</td>
<td>76.2</td>
</tr>
<tr>
<td><strong>Total core costs</strong></td>
<td>104.062</td>
<td>89.0</td>
</tr>
<tr>
<td><strong>Other Related Costs</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Direct</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Motor vehicle crashes</td>
<td>2.697</td>
<td></td>
</tr>
<tr>
<td>Crime</td>
<td>2.631</td>
<td></td>
</tr>
</tbody>
</table>
| Social welfare administra
  | 0.049    |      |
| Other                    | 3.673    |      |
| **Subtotal**             | 9.050    | 7.8  |
| Indirect                 |          |      |
| Victims of crime         | 0.194    |      |
| Incarceration            | 2.979    |      |
| Motor vehicle crashes    | 0.590    |      |
| **Subtotal**             | 3.763    | 3.2  |
| **Total other related costs** | 12.813 | 11.0 |
| **Total Costs**          | 116.875  | 100.0|


Gross national product (GNP) in 1983: $3305.0 billion; costs of alcohol-related problems: 3.54% of GNP.

Total costs of health services in 1983: $355.4 billion; cost of direct services for alcohol-related problems: 4.22% of total costs of health services.
Universal Prevention Efforts

A significant amount of evidence suggests that early use of alcohol along with under-achievement, school problems, and aggressive behavior predict future problem drinking. While some of this risk may be due to genetic vulnerability to alcohol use disorders (covered under selective prevention efforts below), clearly genetic-environmental interactions are likely. Broader community context factors external to the individual are also strong predictors of alcohol use and problems. Community use patterns, availability of alcohol (including legal drinking age, cost, and enforcement), and peer group behavior affect the use and abuse of alcohol.

Universal prevention efforts have been tried in various forms. Community-based programs for the prevention of alcohol abuse and alcohol-related problems were recently reviewed by Aquirre-Molina and Gorman. This review summarized studies concerned with changing the behavior of individuals rather than environmental changes such as altering availability. Data analysis for many such studies is ongoing and hence their ultimate impact is unknown.

Community-based studies designed to change behavior of individuals are difficult to design, implement, and complete. A more direct universal prevention strategy involves limiting availability, increasing enforcement of laws pertaining to alcohol use, legislating stricter laws, improving community standards, and increasing the cost of alcoholic beverages through taxation.

A substantial body of evidence now supports the view that increases in overall or per capita consumption are associated with higher rates of heavy drinking and, consequently, with increased frequencies of alcohol-related health problems. Studies of relationships between per capita alcohol consumption and alcohol-related morbidity and mortality have focused on cirrhosis, where a strong positive correlation has been established. Per capita consumption also has been correlated positively with total mortality in men, international variations in deaths from diabetes mellitus, deaths from alcohol-related disease, alcoholism death rates, and hospital admission for alcohol dependence, alcoholic psychosis, liver cirrhosis, pancreatitis, Wernicke’s encephalopathy, and Korsakoff’s psychosis. Recognition of the relationships among per capita alcohol consumption, rates of heavy use, and the incidence of alcohol-related health problems has focused attention on universal prevention strategies aimed at the drinking population, generally with the principal objective of reducing per capita alcohol consumption. Critical reviews suggest that measures addressing the economic and physical accessibility of alcohol are among the most effective in this regard.

Economic Accessibility

Numerous studies, reviews, and reports have examined the use of price control via taxation in reducing alcohol consumption and alcohol-related problems. The accumulated evidence indicates that price control could be effective and, in some instances, powerful, both in relation to other measures and in combination with them. According to Cook and Cook and Tauchen, doubling the federal tax on liquor in the United States would reduce the cirrhosis mortality rate by at least 20%. An effect on automobile fatalities also was postulated. Holder and Blose used a system dynamics model to study the effect of four prevention strategies; raising the retail price of all alcoholic beverages by 25% once, indexing the price of alcoholic beverages to the consumer price index (CPI) each year, raising the minimum drinking age to 21 years, and reducing high-risk alcohol consumption through state-of-the-art public education on alcohol-related family disruptions and alcohol-related work problems, against a background of business as usual in three counties of the United States. Although both outcome measures were modestly sensitive to one-time changes in price, the largest effect was obtained by instituting a community education effort concurrently with indexing the prices of alcoholic beverages to the CPI. From an analysis of the price of beer and spirits, other economic and sociodemographic factors, and various regulatory control variables, Orne concluded that price was the most important policy tool available to regulators in the United States. A similar conclusion arose from a study of the effects of various regulatory measures on the consumption of distilled spirits in the United States over a 25-year period. Levy and Sheflin using methods intended to overcome the problem of beverage substitution when price control is not directed at all beverages, estimated that the price elasticity for total alcohol consumption, although less than one (implying that demand is inelastic), was large enough for price policies to be effective in reducing alcohol consumption. Others, however, have been more guarded in their support for price manipulation as a control measure, pointing out the methodological limitations in econometric analyses, the modest or conflicting implications of some findings, and the possible role of countervailing forces.

In a study of individual drinkers, Kendell and colleagues found that overall consumption and associated adverse effects fell 18% and 16%, respectively, among 463 “regular drinkers” in the Lothian region of Scotland and when prices were increased via the excise duty. Heavy and dependent drinkers reduced their consumption at least as much as light and moderate drinkers, with fewer adverse effects as a result. Clinical data also show that alcohol-dependent persons reduce their alcohol consumption as a function of beverage costs. Further, in an experimental study of price reductions during afternoon happy hours, Babor and associates found that such reductions significantly increased alcohol consumption by both casual and heavy drinkers. With the reinstatement of standard prices, drinking in both groups returned to previous levels. These findings and others seriously challenge the previously held view that a reduction in overall consumption does not affect consumption by the heaviest drinkers. Further, liver cirrhosis mortality rates, which are considered the most accurate indicator of the prevalence of heavy drinking, respond directly and rather quickly to major restrictions on availability, including economic ones, that produce declines in per capita consumption. It is reported that 4% of deaths worldwide are due to alcohol, putting alcohol deaths on a par with the 4.1% deaths caused by smoking and the 4.4% of deaths caused by high blood pressure. Aldridge reported that if prices for alcoholic beverage increase by 10%, deaths in cirrhotic males decrease by 7%, showing that price increase is effective in reducing harm.

Price elasticities of alcoholic beverages vary by type of beverage, across time, and among countries. In the United States, as in Canada and the United Kingdom, beer tends to be relatively price inelastic. However, this general inelasticity does not hold in certain age groups. Grossman and colleagues estimated the effects on young people of increases in alcoholic beverage prices with regard to alcohol use and motor vehicle mortality. They showed that for beer, the alcoholic beverage of preference in the young, the price elasticity was considerably higher than that usually reported, a 10 cent increase in the price of a package of six 12-ounce cans resulting in an 11% decrease in the number of youths drinking beer and a 15% decrease in the number of youthful heavy beer drinkers (3–5 drinks per day). Further, they predicted that a national policy simultaneously taxing the alcohol in beer and distilled spirits at the same rates and offsetting the erosion in the real beer tax since 1951 would reduce the number of youths 16–21 years old who drink beer frequently (4–7 times a week, about 11% of youths) and fairly

TABLE 55-5. MENTAL HEALTH INTERVENTION FOR MENTAL DISORDERS

<table>
<thead>
<tr>
<th>1. Prevention</th>
<th>Universal</th>
<th>Selective</th>
<th>Indicated</th>
</tr>
</thead>
<tbody>
<tr>
<td>2. Treatment</td>
<td>Case identification</td>
<td>Standard treatment for known disorders</td>
<td></td>
</tr>
<tr>
<td>3. Maintenance</td>
<td>Compliance with long-term treatment</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

After-care
frequently (1–3 times a week, about 28% of all youths) by 32% and 24%, respectively.104,105 Additional analyses showed dramatic effects of excise tax policies on motor vehicle accidents in youths.101–103 In a multivariate analysis, it was estimated that a policy that fixed the federal beer tax in real terms since 1951 would have reduced the number of motor vehicle fatalities in youths ages 18–20 in the period 1975–1981 by 15%, and a policy that taxed the alcohol in beer at the same rate as the alcohol in liquor would have lowered fatalities by 21%. A combination of the two policies would have caused a 54% decline in the number of youths killed. In contrast, the enactment of a uniform drinking age of 21 years in all states would have reduced such fatalities by 8%, with considerable additional costs in enforcement. Since the principal objective of price control in the public health context is universal prevention, differentially higher price sensitivity among young drinkers for beer is an especially important finding.

Price control via taxation has been recommended repeatedly as a strategy for stabilizing or reducing per capita consumption and, thereby, preventing alcohol-related health problems.7,77,106–108 In the United States, recent public opinion polls indicate clear, majority support for excise tax increases on alcohol for public health purposes.77 However, federal excise taxes on distilled spirits and wines remained constant in nominal terms (current dollar value) between November 1, 1951, and the end of fiscal year 1985.109 In 1985, the federal excise tax on distilled spirits was raised slightly (as a deficit reduction measure), but federal tax rates on beer and wine were not changed.

Thus, the real price of alcoholic beverages has actually declined in recent years, such that between 1960 and 1980 the real price of liquor declined 48%, beer 27%, and wine 20%.78 A similar situation has been documented in Ontario, Canada, where a taxation policy that would maintain a reasonably constant relationship between the price of alcohol and the consumer price index has been a key element in a long proposed, but unimplemented prevention strategy.106

Examples of increased taxation and improved health outcomes can be seen in two more recent studies. In 2000, Switzerland imported 2 million bottles of “alcopops” but that jumped to 39 million bottles in 2002. In 2004, Swiss officials quadrupled taxes on alcopops and slowed consumption and decreased sales to young people by half in doing so.109 In the United States on January 1, 1991, the federal excise tax on beer increased by $0.10 for the first time since 1951.109 The rates of STDs, violence, and traffic fatalities decreased when the price of beer increased.110

### Physical Availability

The relationship between the physical availability of alcohol and alcohol consumption and related problems is multifaceted and complex. It is difficult to show the effect of small changes and to untangle the effects of changes in physical availability that take place simultaneously with others, either nonspecific changes (e.g., in the general economy) or specific changes (e.g., in the economic and legal accessibility of alcohol).

It is not surprising, therefore, that the evidence concerning the effectiveness of limitations on physical accessibility is mixed.45,104,105,111–114 Taken together, there is considerable evidence that controls on physical availability can reduce alcohol-related problems and that the consumption of both heavy and moderate drinkers can be reduced.

Prohibition was successful in reducing consumption and attendant health risks.7,45,104,105 Such a situation prevails in some countries today.106 With the institution of Prohibition in the United States earlier in this century, cirrhosis mortality rates fell dramatically and remained well below their former levels during the earlier years and to a considerable extent even in the later years, indicative of greatly decreased consumption.61 On repeal of Prohibition and the subsequent increase in the availability of alcohol, consumption rose, and cirrhosis mortality rates gradually increased toward previous levels. Similar trends have been observed in the face of other severe limitations on availability, for example, in Paris during the two World Wars76 and during some strikes and periods of rationing.45,104,105,111 Under such conditions, the consumption of both heavy and moderate drinkers is reduced.94,104,105,111,112

Similarly, sudden, marked relaxation in the availability of alcohol is associated with increases in overall consumption, heavy drinking, and alcohol-related problems. The Finnish experience, which included a very marked increase in overall consumption in connection with liberalizing legislation that led to an extensive and rapid increase in outlets in previously dry areas, has been detailed115 and summarized109 elsewhere.

A number of additional factors play a role in physical accessibility to alcohol. These factors include the times of sale permitted, the types, characteristics, and location of outlets, and the distribution system of alcoholic beverages. Different positive and negative consequences may be seen as a result of even subtle changes. For example, while restricting the number of outlets may lead to decreased consumption, a rise in automobile crashes associated with alcohol use can be seen due to driving after acquiring the beverage of choice, as location of purchase is related to where it is consumed.116 The rapidity with which community changes are made are also of importance upon the outcome of the change.45,105,111 If multiple outlets for alcohol sale are added in formerly dry areas, the subsequent marked increase in overall consumption has been previously discussed.115 These examples all point to the need for careful consideration and monitoring of changes made in the physical availability of alcohol in society.

### Legal Accessibility

Age limitations represent a legal barrier to alcohol. Most countries have age restrictions on its purchase or consumption or both.45 Although the data are neither unflawed nor entirely consistent, there is much evidence that the lower the drinking age, the higher the consumption of alcohol45,105,117–120 and the higher the incidence of alcohol-related problems, particularly among teenagers.45,105,112,117,118,121,122

Lowered blood alcohol content (BAC) limits for legal driving have recently been instituted in most states in the United States. The effect of such measures on automobile crashes and automobile fatalities will be an important outcome measure. The tradeoff of increased costs, potential social stigma, and consequent increased rates of alcohol use disorder diagnoses for individuals caught with the lowered alcohol blood levels has not been factored into decisions to lower the legal driving limits, but obviously some price will be paid.

### Selective Intervention Efforts

Selective intervention efforts are those efforts geared towards individuals at greater than average risk of development of alcohol use disorders. The strongest predictor of who will develop alcohol dependency comes from the genetic literature. Family studies of alcoholics have clearly demonstrated that alcohol dependency is familial.123 First-degree offspring of an alcohol dependent parent are threefold to fourfold more likely to develop alcohol dependence than those without such a parent. Family studies are not useful in separating environmental factors from genetic factors important to the development of alcohol dependency. Studies of twins124,125 and adoptees126,127 have produced evidence for such genetic factors, although at this time no alcohol dependency gene has been found.

While a gene for alcohol dependency awaits discovery, the results of the adoptee studies have demonstrated that heterogeneity in alcohol dependency exists, that is, there exists at least two types of alcohol dependency. The two types of alcoholism have been referred to as milieu-limited alcoholism, which requires the presence of environmental factors for alcoholism to develop (Type I alcoholism), and male-limited alcoholism (Type II alcoholism), which does not.128 These forms of alcohol dependency differ in terms of age of onset and associated symptoms. Type II alcoholism has an early age of onset, and often serious legal manifestations such as driving while intoxicated and fighting. Furthermore, there is evidence of various biological markers that potentially may prove valuable for targeting high-risk populations for intervention trials that have been discovered through various family and genetic studies of alcoholism.129
If a strong family history of alcohol dependence is discovered, it is important to educate unaffected individuals in the pedigree of their enhanced risk. This educational component should be added to the other interventions to be described later in this chapter.

### Indicated Intervention Efforts

Indicated intervention efforts are targeted towards high-risk individuals who are identified through screening to have hazardous drinking or early symptoms of alcohol dependence that have gone undetected. Screening methods are also important to uncover undiagnosed individuals with alcohol dependence, but who are able to mask such symptoms from others.

### Screening for Alcohol Dependence

Assessing patients for alcohol use disorders in a busy primary care setting is difficult. The importance of screening for alcoholism in primary care settings is essential to public health efforts to reduce the burden of alcohol-related problems. To ascertain a full history of alcohol use, and to assess whether an individual meets DSM-IV criteria for alcohol abuse or dependency, is generally considered too time consuming by many clinicians, and some doubt exists among clinicians of the validity of self-report regarding use of alcohol. In 2000, only 37% of family physicians felt that their intervention could change an alcoholic’s drinking habits despite 88% of physicians asking new outpatients whether they drank alcohol and 13% using formal screening tools.

Because of these concerns, a variety of screening tools have been proposed. The most commonly used tools are screening questionnaires and laboratory values. The most common screening questionnaires include the Michigan Alcoholism Screening Test (MAST), the abbreviated Brief-MAST, and the CAGE instrument. Several newer instruments include the Alcohol Use Disorders Identification Test (AUDIT) and the TWEAK instrument. Laboratory screening tests include blood alcohol levels, liver enzymes elevations, erythrocyte mean corpuscular volume, lipid profiles, and carbohydrate-deficient transferrin.

### Screening Questionnaires

A number of review articles are available which describe the use of alcohol use screening questionnaires. The U.S. Preventive Services Task Force’s Guide to Clinical Preventive Services, 2nd Edition provides a detailed review of the sensitivity and specificity for the MAST (84–100% and 87–95% respectively), Brief-MAST (66–78% and 80% respectively), CAGE (74–89% and 79–95% respectively for alcohol abuse and dependence; but only 49–73% sensitivity for heavy alcohol use), and the AUDIT (96% and 96% respectively in an inner city clinic; but only 61% and 90% in a rural setting). These sensitivity and specificity figures are for middle-aged adults. Adolescents and the elderly may not be as adequately screened by these instruments. Other limitations of these screening instruments include the MAST being rather lengthy for routine use (25 questions), the CAGE being most sensitive for alcohol abuse or dependency and not heavy drinking, and both the CAGE and MAST fail to distinguish current from lifetime problems due to alcohol. The AUDIT is very sensitive and specific for “harmful and hazardous drinking,” but uses a one-year timeframe for screening and hence is less sensitive for past drinking problems.

Allen et al. offer guidelines for selection of screening tests in primary care. Based upon their review of the literature, use of the AUDIT, CAGE, or MAST was recommended. Because of time constraints in primary care, the AUDIT or CAGE were first choice recommendations, and the TWEAK was recommended for pregnant women. For adolescents, the adolescent drinking index (ADI) was suggested as a good option.

In the elderly, two studies point to deficiencies in the CAGE as a screening tool, and suggest the need for more sensitive and specific tools in this population. Adams et al. suggests asking about quantity and frequency of alcohol use in addition to the CAGE to increase the detection of elderly hazardous drinking. O’Connell, et al. reported that the AUDIT-5 has had promising results as well in the elderly.

The National Institute on Alcohol Abuse and Alcoholism (NIAAA) offers the Helping Patients with Alcohol Problems: A Health Practitioner’s Guide free to help primary care physicians with patients who are risky drinkers. A growing body of research has shown that primary care practitioners can promote significant reductions in drinking levels of problem drinkers who are not alcohol dependent.

### Laboratory Screening Tools

Alcohol induces a number of laboratory abnormalities. Unfortunately, to date laboratory tests for screening have not been as sensitive nor as specific for alcohol use disorders when compared to the screening questionnaires reviewed above.

Liver enzymes, including gamma glutamyltransferase (GGT), aspartate aminotransferase (AST), alanine aminotransferase (ALT), and alkaline phosphatase have all been used as screening tests. The GGT is the most useful of the liver tests. It demonstrates a sensitivity of between 50–90% for ingestion of 40–60 g of alcohol daily (3–4 standard drinks). The GGT rises most rapidly in response to heavy alcohol use, and with abstinence it returns to normal most rapidly. Other liver enzyme tests such as the AST, ALT, and alkaline phosphatase are less specific and sensitive than the GGT. Some have suggested use of the AST:ALT ratio of 1.5–2:1 as being an indicator of liver damage being more likely due to alcohol than other causes. While the AST and ALT are not adequately sensitive or specific to be recommended as screening laboratory tests, they have some utility as supportive tests. The GGT may be most useful as a marker for return to heavy drinking after a period of abstinence in which the GGT has returned to normal. If the GGT rises by 20%, a high likelihood for return to drinking can be assumed.

Increase in mean corpuscular volume (MCV) is less sensitive to alcohol use than elevation in the GGT, but it is quite specific to heavy alcohol intake (up to 90%). Utility of the MCV is much like that of the AST and ALT, that is, helpful as supporting evidence, but not as a screening tool.

The blood alcohol concentration (BAC) is useful, and can even support a diagnosis of alcohol dependence as outlined by the National Council on Alcoholism (NCA). A BAC of 100 mg/100 mL is considered a legally intoxicated level in most states, and is conclusive evidence for a driving while intoxicated charge. Individuals nontolerant to alcohol will generally appear intoxicated at such levels. A BAC of 150 mg/100 mL without gross evidence of intoxication suggests significant tolerance to alcohol, and fulfills criteria for alcohol dependence according to the NCA. A BAC of 100 mg/100 mL during a routine physical examination is highly suggestive of alcohol use problems according to the NCA. Thus, screening of BAC in patients who may appear intoxicated or smell of alcohol during a clinic visit can be very useful. A breath analysis of BAC is also a useful tool, and can be used to screen for individuals too impaired to drive home from emergency rooms or clinic visits if intoxication is suspected, and serum BAC cannot be readily performed or if patients refuse blood drawing.

Carbohydrate-deficient transferrin (CDT), a protein associated with iron transport, appears to effectively distinguish alcoholics consuming large amounts of alcohol from light social drinkers or abstinent individuals. CDT levels (which elevate due to few conditions other than heavy drinking) decrease the probability of false positives and elevate substantially earlier with heavy drinking than GGT levels. While excellent sensitivity and specificity could be demonstrated, disadvantages include lower sensitivity in women and adolescents, and the high cost of the laboratory analysis.

Presently, none of the laboratory markers reviewed offer advantages in sensitivity or specificity over the screening questionnaires reviewed. However, in a general medical setting, liver enzymes and
MCV are often ordered as part of the medical work-up for individuals presenting for care. The laboratory studies in combination with screening questionnaires can be useful in discussions with patients regarding the health consequences of their alcohol use.

**Treatment Interventions**

This chapter is devoted primarily to prevention strategies. While this is the focus of the chapter, unless primary care clinicians become aware of their potential impact on reducing hazardous and problem drinking, it is doubtful that prevention strategies will be emphasized. Similarly, physicians are unlikely to inquire about alcohol use if they feel they lack the skills to intervene or if they feel interventions are unsuccessful. In a survey of Australian medical trainees in internal medicine, psychiatry, and general practice, there was a high level of agreement that alcohol use history should be obtained from all who are nondependent, but who are displaying hazardous drinking styles. This distinction is imperative, as the hazardous drinking population far exceeds the dependent population of drinkers, and as previously noted contributes greatly to the societal burdens of alcohol use problems. The hazardous, but nondependent, population of drinkers is also more likely to respond to brief interventions for alcohol problems. Another reason the primary care physician should be familiar with brief intervention techniques involves the lack of many alcohol-dependent individuals to follow through on recommendations to seek more formal treatment on referral. In a study of 1200 emergency room patients diagnosed as alcohol dependent advised to seek treatment, only 5% did so. A similar finding was noted in a study of U.S. veterans screened for at-risk drinking. Of those so identified as having at-risk drinking, only 5% followed advice to return for a single consultation session regarding their drinking. These studies point to the need for the primary care physician to be skilled in office-based techniques to help patients modify and reduce or stop their alcohol use.

**Effective Intervention**

Recent evidence strongly suggests that brief interventions in the early stages of heavy drinking are both feasible and effective. Edwards and colleagues, in a controlled clinical trial of intensive inpatient-outpatient treatment versus brief advice for alcoholism, found the latter to be more effective in nondependent alcohol abusers after two years. Of those who received intervention, had entered a randomized trial of brief intervention. They received either a 10-minute discussion of possible reasons for elevated GGT or 15 minutes of counseling regarding decreasing drinking and monthly visits until GGT levels normalized or no intervention. Nine years after the original trial (70% follow-up) those who had received brief intervention, had significant decreases in GGT levels. The better outcomes among drinkers with higher GGT levels than among those with lower levels suggests that the intervention played a role. This study suggests that brief intervention for risky drinking may be more effective than previously thought.

The degree of alcohol dependence also is crucial in determining whether the treatment goal should be moderation (i.e., controlled drinking) or abstinence. Moderation appears to be a realistic alternative in problem drinkers who are not heavily alcohol dependent, as is often the case in the early-stage heavy drinkers. It may be a more acceptable treatment goal, particularly in environments where alcohol use is especially diffuse and among young drinkers, who may perceive the costs of abstinence to outweigh the risks from continued drinking.

A five-step early intervention and treatment strategy for use in clinical practice settings has been developed, along with self-help manuals and procedures for teaching moderate drinking and abstinence. Evaluations of brief interventions conducted as part of a general health screening project, among problem drinkers in a general hospital, in community referral centers for referred problem drinkers, and in a family practice setting are promising. This approach may be applicable beyond the clinical setting, for example, in the workplace, with considerable potential for public health impact. A review of 32 controlled studies of brief interventions demonstrate effectiveness of such techniques.

Skinner has discussed the reasons why early detection and effective intervention strategies deserve major emphasis. To summarize: most heavy drinkers do not seek treatment for their alcohol problems, socially stable persons at early stages of problem drinking have a better prognosis, health professionals in primary care settings are in an excellent to intervene early, and intervention by health professionals can be effective in reducing heavy alcohol use. Skinner cited reasons why early detection and effective intervention are not occurring, namely, widespread pessimism among health professionals about being able to intervene effectively, confusion regarding responsibility for confronting alcohol problems, uncertainly about the target population, lack of appreciation of what are appropriate interventions, and deficiencies in the practical skills and techniques to carry them out. He suggested that training materials and opportunities be readily available and incorporated into core education programs, and that strenuous efforts be made to convince key people in the health professions to give early detection and effective intervention a high priority.

**SUMMARY**

Alcohol use problems are not restricted to those with alcohol abuse or dependence. Recognition of hazardous drinking as being linked to many health-related and societal burdens of alcohol is a first step towards a rational public health policy. Primary care providers are asked to confront and be able to treat many different disorders. Alcohol use problems have, for too long, been viewed as either untreatable, or in all cases needing specialty management. Evidence exists that office screening tools, combined with relatively brief interventions, can be powerful methods to help assist a large population at risk. While the alcohol screening must compete with many disorders for primary care providers’ attention, it is hoped that the data presented in this chapter will raise the priority of alcohol use disorder in the minds of those caregivers.
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Drug use and drug use disorders interfere with the normal, healthy functioning across the lifespan but are fundamentally preventable. In considering the opportunities for preventing drug use and drug disorders, it is important to consider that the initiation of drug use, a necessary precursor to drug disorders, is in most cases a voluntary activity. However, the onset of drug disorders (namely abuse and dependence) is much more dependent on genetic variation in combination with specific environmental factors. The onset of drug use is most common during the late childhood and adolescent years. Proximal and distal biological, psychological, social, and environmental precursors originating as early as the prenatal period play a large role in whether experimentation occurs and use persists. On the other hand, for some individuals, the initiation of drug misuse and illicit use of drugs extends well beyond adolescence into adulthood, even in late adulthood. What follows is a review of basic information about drug use and drug use disorders and a review of prevention opportunities.

PHARMACOLOGY OF DRUGS OF ABUSE

An understanding of the pharmacological properties of drugs is essential to the understanding of the development of drug abuse and dependence and hence the design of prevention interventions. Four processes are important to the development of drug abuse and dependence: (a) exposure, including timing of exposure and genetic susceptibility; (b) physical dependence, an adaptive state that manifests itself as intense physical disturbance when drug use is suspended; (c) psychological dependence (or "addiction"), a condition under which there is a drive toward periodic or continuous administration of the drug to produce pleasure or avoid discomfort; and (d) tolerance, or the need for increasingly higher doses of a drug to recapture the original effects of the drug. Drug abuse may occur as the result of exposure only, as in the case of binge drinking on the first occasion of alcohol use or driving a vehicle under the influence of an illicit drug.

Processes of abuse and dependence reflect characteristics of the drug, the individual user and the context of use. Among the goals of psychopharmacology, epidemiology and etiology research is to gain a better understanding of the processes implicated in the development of dependence based on the drug, the user and their interactions with one another. For example, initial use of a psychoactive drug often results in a pleasurable response. This response is reinforcing or rewarding leading to the desire to use the substance again, thereby maintaining the behavior. The more reinforcing the drug is the more likely the individual will seek the drug and abuse it. This characteristic of the drug is called its abuse liability and has been assessed for numerous drugs through animal self-administration research. In most cases, this research has shown strong correlations between drugs animals will self-administer and those that humans will abuse. In other cases, animals will not self administer drugs humans use, but the value of the animal studies is still great in that it allows for the determination of the general pharmacology and abuse liability of many substances that are then classified according to the Controlled Substance Act (CSA). Classification by the CSA provides one route to prevention as it is intended to curb the distribution of classified substance, thus making them less available to the public.

Prevention interventions approach the relaying of information concerning classes of drug in several ways. First, some interventions, especially those for general populations of young children, provide very little or no information on drugs of abuse. Instead they concentrate on skill development and other proven prevention strategies. Other interventions concentrate on targeting a specific group of drugs for a specific population. Drugs to target are typically determined through epidemiologic studies of the population of interest. Finally, some interventions target one specific drug that is a serious problem for a specific population again determined through epidemiologic studies. Some examples of these are steroid abuse among athletes and inhalant abuse among Native Americans.1,2

Cannabinoids

Cannabinoids are obtained from the flowering top of the hemp plant. More than 60 cannabinoids have been isolated from the hemp plant, and 1-delta-9-tetrahydrocannabinol (delta-9-THC) has been identified as the constituent responsible for most of the characteristic effects of this category of drug. Cannabis affects cognition, memory, mood, motor coordination, perception, sense of time and, under some conditions, produces feelings of relaxation and well-being. Tolerance is clearly seen after high doses and/or sustained use. Differential tolerance occurs with various effects as well as cross-tolerance to some hallucinogens. Disruption of performance and withdrawal symptoms have been noted after discontinued use of delta-9-THC.1 In particular, withdrawal symptoms characterized by irritability, restlessness, nervousness, decreased appetite, and weight loss have been reported. Cannabis affects the cardiovascular system by increasing heart rate and differentially altering standing and supine blood pressure.

Depressants

Depressants generally share sedative and hypnotic properties and are used medically to produce drowsiness, sleep, and muscle relaxation and to prevent convulsions. In addition, barbiturates have anesthetic properties. The effects of these drugs are dose dependent, progressing
from relaxation to sedation through hypnosis to stupor. In the 1950s, depressants were developed with high anxiolytic and low central nervous system (CNS) depressant properties. These are the benzodiazepines, which allow relief of anxiety symptoms with less impairment of respiratory, cognitive, attention, and motor functions than the barbiturates. Depressants have complex effects. For instance, the relative degree of safety, tolerance, and dependence vary from the benzodiazepines, assigned to schedule IV, to those barbiturates, assigned to schedule II, which are associated with toxicity and high abuse liability. Tolerance for and dependence on the various drugs of this class generalize within the class and across classes to some opiates and alcohol. This is termed cross-tolerance and cross-dependence. Since, in our society, alcohol often is not recognized as a depressant drug, its use with sedative-hypnotic drugs results in stupor and death more frequently than might be the case were alcohol’s depressant characteristics more fully appreciated.4

**Dissociative Anesthetics**

**Dissociative Anesthetics** include drugs such as PCP (phencyclidine), ketamine, and dextromethorphan. PCP was initially developed in the 1950s as an intravenous general anesthetic for surgery. However it has never been approved for use with humans, although it is used in veterinary medicine. Its sedative and anesthetic effects are trance-like and patients experience a feeling of being “out of body”. Other effects are distorted perceptions of sight and sound and feelings of detachment or dissociation from the environment and self. These mind altering effects are not hallucinations. PCP and ketamine are therefore more properly known as dissociative anesthetics. The dissociative drugs act by altering distribution of the neurotransmitter glutamate throughout the brain. Glutamate is involved in perception of pain, responses to the environment, and memory. PCP is considered the typical dissociative drug. Ketamine was developed in 1963 and is currently used as an anesthetic in both humans and animals in an injectable liquid form. For illicit use, the drug is typically evaporated to form a powder that is odorless and tasteless, resulting in some cases of its use as a “date rape” drug.5,6

**Hallucinogens**

**Hallucinogens**, unlike many abused drugs, have no accepted medical use. These drugs share an ability to distort perception and induce delusions, hallucinations, illusions, and profound alteration of mood. Mescaline and psilocin-containing plants have been used ceremonially for centuries, and LSD was synthesized 1925. Under certain conditions, drugs from a variety of classes show hallucinogenic properties. Because of similarities between experiences of persons ingesting hallucinogens and those of mentally ill persons and persons reporting profound religious experiences, these drugs also are called psychotomimetics or psychedelics. Their effects reflect activity at receptors of the serotonergic, cholinergic, and possibly other systems. Tolerance occurs with repeated use of all hallucinogens. As is true for other psychoactive substances, differential tolerance to their various effects can be demonstrated. For example, tolerance to the subjective effects of hallucinogens is greater than that seen for the cardiovascular effects. Considerable cross-tolerance exists among drugs in this category. Symptoms of physical dependence after abrupt withdrawal of phencyclidine have been described, but similar reports for LSD do not exist.7,8

**Opioids and Morphine Derivatives**

**Opioids and Morphine Derivatives** are drugs that cause analgesia, sedation, and euphoria. Opioids stimulate the higher centers of the brains and slow down the activity of the CNS. The term opioid refers to natural drugs produced from the opium poppy such as opium, morphine, and codeine. Some semisynthetic opiates include heroin and methadone. Many opiate preparations are used in medical practice to manage pain, diarrhea and cough, with therapeutic doses being carefully managed to minimize side effects. Opioids can produce euphoria and are highly addictive, thus there are legal restrictions on their sale and use.9,10

**Stimulants**

**Stimulants** generally are classified as excitatory in recognition of their main effect on the CNS, specifically the increase in levels of dopamine and other excitatory neurotransmitter. These include cocaine, amphetamines, methylphenidate, and related substances. At low doses, stimulants are associated with feelings of increased alertness, euphoria, vigor, motor activity, and appetite suppression. At high doses, they can cause convulsions and changes in thought characterized on a continuum from hyper-vigilance to suspicion to paranoia. Amphetamine and cocaine-induced psychoses are described in chronic abusers. Paranoid ideation generally is reported in persons with histories of chronic stimulant abuse, but transient psychotic symptoms have been reported with initial use of high doses, and instances of psychoses associated with use of medically prescribed doses also have been reported. With repeated use, tolerance to some drug effects occurs, for example, euphoria and appetite suppression, convulsion, whereas there are increases in other effects such as motor activity, stereotypy, and possibly paranoia. Cocaine has various toxic effects especially upon the cardiovascular system and when cocaine and alcohol are taken together; cocaethylene is produced, which is even more lethal than cocaine.11,12

**Inhalants**

**Inhalants** are a diverse group of chemicals that easily evaporate, such as solvents, aerosols and gases that cause intoxication when their vapors are inhaled. Vapors of liquid solvents can be sniffed directly from a container, may be poured on a rag and held over the mouth, or may be emptied into a bag that is held over the mouth and nose for inhalation. The rebreathing of exhaled air causes an oxygen deficiency, which can intensify the intoxicating effects. Inhaled vapors enter the bloodstream rapidly and are distributed to the organs with large blood circulation (e.g., liver, brain) and are absorbed quickly into the CNS, depressing many bodily functions. Particularly concerning are the hydrocarbon inhalants, such as solvents, gasoline, paint thinner, etc. These agents are CNS depressants and in moderate doses result in intoxication similar to that caused by alcohol (i.e., giddiness, disinhibition, muscle weakness, lack of coordination, slowed reflexes and slurred speech). High doses can cause severe breathing failure and death. Chronic abuse can lead to irreversible liver damage, brain damage and other health problems.13

**Other Compounds**

**Other Compounds** that do not fall into the above categories but are abused include anabolic steroids and some over-the-counter (OTC) drugs. **Anabolic steroids** are synthetic substances related to the male sex hormones (androgens) that promote the skeletal muscle development (anabolic effect) and the development of male sexual characteristics (androgenic effects). Medical uses of anabolic steroids include treating conditions where the body produces abnormally low amounts of testosterone (e.g., delayed puberty) and treating body wasting (e.g., AIDS and related diseases). These drugs are obtained illegally through diversion from pharmacies; illegal imports from other countries and production in clandestine laboratories. The use of these substances is widespread among athletes motivated, in most cases, by the desire to build muscle and improve sports performance. Anabolic steroids are injected, taken orally or are rubbed into the skin in an ointment form. Most abusers take doses of up to 100 times greater than a therapeutic dose. In addition, many abusers take multiple anabolic steroids together and administer them in multiple ways; sometimes mixing them with other drugs such as stimulants and painkillers. Health consequences associated with abuse of anabolic steroids include: reduced sperm production, shrinking of the testicles, impotence, difficulty and painful urination, baldness, and irreversible breast enlargement in males. In females, health consequences include: development of masculine characteristics such as decreased body fat and breast size, deepening of the voice, excessive body hair, and loss of scalp hair. For adolescents of both genders, abuse can result in termination of the adolescent growth spurt permanently stunting growth. Other severe health, social, and psychological consequences occur for
abusers of both genders at all ages and include: liver cysts and cancer, clotting, cholesterol changes, heightened aggression, depressed mood, insomnia, loss of appetite, and muscle/joint pain.14

Over-the-counter (OTC) drugs
Over-the-counter (OTC) drugs include a variety of preparations with which people self treat for minor ailments from the common cold to pain relief or to improve performance in some way, for example, stimulants, sleep enhancers, and weight control products. Many of these products include a combination of drugs that interact with one another to produce the most positive effect. Taken as directed most OTC drugs are safe, however prolonged use or excessive dosages of some of these drugs can be problematic. For example, long-term or excessive use of analgesics increases the likelihood of gastrointestinal irritation (aspirin) or liver damage (acetaminophen). Excessive dosages of a caffeine product can cause anxiety, increase in general metabolism, elevated heart rate and blood pressure and gastrointestinal irritation. Dextromethorphan, a widely available cough suppressant can, when taken in high doses, produce effects similar to the dissociative anesthetic effects of PCP and ketamine.5

EPIDEMIOLOGY OF DRUG USE

Understanding the nature, extent, and patterns of use and abuse of psychoactive drugs and compounds is a necessary prerequisite to the development of efficacious and effective prevention interventions. Two epidemiological studies, the National Survey on Drug Use and Health (NSDUH)16 and the Monitoring the Future17 (MTF) study, are particularly helpful in tracking drug use over time. Examples from these two data sets are used to demonstrate trends in drug use over time.

Comparison of National Survey on Drug Use and Health (NSDUH) and the Monitoring the Future (MTF)
The NSDUH, formerly known as the National Household Survey on Drug Abuse is the primary source of statistical information on the use of illegal drugs by the overall U.S. population and has been conducted by the federal government since 1971. The survey collects data by administering questionnaires to a representative sample of the population 12 years of age and older through face-to-face interviews at their place of residence. Residence is defined as: residents of households, noninstitutional group quarters (e.g., shelters, rooming houses, dormitories), and civilians living on military bases. Homeless persons who do not use shelters, active military personnel, and residents of institutional group quarters, such as jails and hospitals, are excluded.

Prior to 1999 the NSDUH’s sensitive data sections were collected using a self-administered answer sheet that the respondent sealed in an envelope, to maximize the sense of privacy, thus facilitating the accuracy of reporting. Nonsensitive sections were administered by the interviewer. Since 1999, the NSDUH interview has been carried out using computer-assisted interviewing (CAI) methodology. The survey uses a combination of computer-assisted personal interviewing (CAI) conducted by the interviewer and audio computer-assisted self-interviewing (ACASI). Sensitive questions previously administered using respondent-completed answer sheets are now administered using ACASI, a procedure designed to be highly private and confidential for sensitive questions thereby increasing the level of honest reporting.16

The MTF study uses a multistage nationally representative sampling design of secondary schools in the 48 contiguous United States. Data have been collected annually from high school seniors beginning in 1975. From 1991 to the present, data also have been collected yearly from 8th and 10th grade students. The study uses a three stage sampling strategy: (a) geographic region, (b) approximately 420 schools per year, and (c) between 42,000 and 49,000 students per year.

Weights are assigned to each student to account for school sample sizes and any potential variations in selection throughout the sampling process.17

There are numerous important methodological differences between the NSDUH and the MTF study when it comes to the youth population. Chief among them are differences in setting and method of survey administration. The MTF is conducted in the school setting whereas the NSDUH collects data in homes. Collection in the school setting is thought to provide youth a greater sense of privacy and to enhance more accurate reporting; however, the household-based collection is generally thought to yield underreporting of sensitive behaviors such as drug use.

Additionally, the NSDUH universe includes school dropouts, who are not represented in the MTF sample. The parental consent procedures are quite different between the two surveys with NSDUH requiring signed parental consent (obtained in person in the household) and MTF using either passive or signed active consent with documents sent from the school to the parents. The second major difference is that MTF uses self-administered paper-pencil questionnaires for data collection while the NSDUH uses interviewer and computer-administered verbal questions. Finally, NSDUH data are collected throughout the year while MTF data are collected primarily in February through May.

Figure 56-1 compares data from the NSDUH and MTF on past month use of marijuana by high school seniors.18 Note that the trend lines are very similar in shape over time; however, the MTF data indicate somewhat higher use than the NSDUH. This is thought to be the result of differences in data collection methodology described previously. Figure 56-2 presents comparative data for the same time period for use of cocaine in the past month by 12th grade youth.18 Note that the levels of cocaine use are much lower than those for marijuana and interestingly the trend patterns are quite different. Marijuana use peaked in 1979 and then made a steady decline until the early 1990s whereas cocaine use peaked about the same time but levels of use remained relatively high until the mid-1980s. Difference in drug use trends are evident for many drugs of abuse and typically relate to factors such as availability and popularity of a particular drug in a particular region or among particular subpopulations.

Etiology

Understanding the causal factors that lead to exposure, initiation, progression, and maintenance of drug abuse is fundamental to the development of prevention interventions. Substance use, abuse and dependence result from complex interactions between biological, psychological, and sociologic factors such as the interaction styles of individuals, family members, peers, and other significant others in combination with features of the social context or environment. The life course bio-psycho-social developmental perspective suggests that individual and environmental factors interact to increase or reduce vulnerability to drug use, abuse, dependence, and associated problem behaviors. Vulnerability can occur at many points along the life course but peaks at critical life transitions. Thus, prevention researchers pay particular attention to the significance of timing interventions to coincide with important biological transitions, such as puberty; normative transitions, such as moving from elementary to middle school; social transitions, such as dating; and traumatic transitions, such as the death of a parent. In addition, because vulnerability to drug abuse involves dynamic intrapersonal (e.g., temperament), interpersonal (e.g., family and peer interactions) and environmental (e.g., school environment) influences, prevention intervention research must target interactions between individuals and social systems across the life span. To address this complexity, intervention research needs to test strategies designed to alter specified modifiable mediators to determine which are most related to and effective in reducing drug use initiation and escalation, with what audiences, and under what conditions. An appreciation for the complexity of this work can be gleaned through examining a graphic depiction of spheres of influence on and from the developing human across time (see Fig. 56-3).19
This meta-theoretical perspective provides a broad view of the complex forces and interactions that influence developmental, in general, and problem behaviors in particular. In addition, drug abuse and drug-related HIV prevention programs utilized a number of more discrete theoretical perspectives for predicting differential drug use trajectories and elucidating developmentally grounded mediators, or risk and protective factors, malleable to change. Basing an intervention on theory is essential because it guides the development of the intervention content, length of exposure and for whom the intervention should work. It also provides the basis for the development of hypotheses and information critical to the development of a comprehensive evaluation design. Three commonly used theories in prevention are behavioral theory, social learning theory, and social cognitive theory.

**Behavioral Theory**

Behavioral theory, including information processing, places emphasis on learning skills and knowledge and assumes that behavior is based on cognition rather than external forces. Major foci of this theoretical perspective are that learning occurs through making cognitive connections between stimuli and responses and that when rewarded, especially in close temporal proximity to the response, the connections are reinforced. Additionally, active participation in the learning process is critical. A number of steps in the learning process are delineated that begin with shaping or making successive approximations to the parts of or the whole behavior with increasing accuracy over time. This stresses the importance of repetition, reinforcement, and raising standards to produce successful learning. Behaviors that are not reinforced are not learned.

**Social Learning Theory**

Social learning theory emphasizes learning that occurs within social contexts: the family, school, the neighborhood, and community. The basic premise is that people learn from interacting with and observing other people. People who are most salient to the learner (e.g., the parent in early childhood, peers in adolescence) tend to have the most impact on both social knowledge and behaviors. Social learning that translates to changes in behavior occurs through
modeling and imitation, but not all social learning results in behavior change. When behavior is modeled or imitated it is more likely to become integrated into the individual’s repertoire of behaviors if it is positively reinforced by a significant other or a significant other receives strong reinforcement leading to the experience of strong vicarious reinforcement. In other cases the behavior itself can be reinforcing for example through sensory stimulation that is satisfying.

**Social Cognitive Theory**

Social cognitive theory is an offshoot of social learning theory emphasizing the cognitive processes that occur during learning. Attention is a critical cognitive feature of this paradigm in that it is associated with expectation of rewards or negative consequences (e.g., when a parent asks “Do you want to do the dishes?” there is no implied consequence for saying no). Individuals develop cognitive expectation about associated behavioral consequences based on verbal and nonverbal reactions they have experienced. Other cognitive strategies related to the development of behaviors, including skills, self-monitoring, self-talk, and self-reinforcement.

**Risk and Protective Factors**

The bio-psycho-social perspective and theories related to prevention implicitly recognize the role of risk and protective factors in shaping developmental trajectories. The concept that risk is associated with increased vulnerability and protection is associated with decreased vulnerability to disease has been a central and longstanding concept in medicine. This paradigm has been adapted for behaviorally-based diseases with one major caveat: for many medical conditions a single source is associated with causation, whereas with behaviorally-based diseases such as substance abuse it is commonly accepted that there are multiple factors associated with disease causation. The bio-psycho-social perspective recognizes that the course of development is affected by multiple factors at multiple contextual levels over time. However it also places the individual at the center because so much of what occurs during the developmental process is determined by individual characteristics such as temperament, learning and communication styles, and genetic vulnerability to disease.

The study of behavioral genetics provides a framework for one line of etiologic investigation of risk and protective factors. These studies use standard research designs to look at relationships among individual genetic and environmental factors that appear to influence behavioral outcomes. For example, twin studies compare identical and fraternal twins for similar behavioral endpoints. Adoption studies compare biological and adoptive parents. Heritability, a statistical description of the portion of variability in the behavior that can be ascribed to genetic factors, can be determined by these approaches and can clarify the contribution of genetic and environmental factors to behavioral outcomes that have been demonstrated to be related to familial factors. Intelligence, personality, temperament, psychopathology, alcoholism, and to a lesser extent drug abuse have been shown to be heritable. However, few complex behaviors are under the control of a single gene; rather it appears the multiple genes in combination with environmental influences are responsible for the expression of familial-related characteristics.

Over the past two decades other studies have tried to determine constellations of behavioral and environmental risk factors associated with the origins and pathways to drug abuse. Many of these studies have successfully identified factors that help differentiate those more vulnerable to drug abuse from those less vulnerable. Risk and protective factors can affect children through establishing and/or reinforcing a negative developmental trajectory. A trajectory captures how individual children adapt either positively or negatively to their circumstances and is affected by intrapersonal, interpersonal, and environmental factors encountered at different developmental stages over the life course.

There are several basic concepts pertaining to risk and protective factors that help to put into perspective their role in development in general and in the development of substance abuse in particular. First, there are many types of risk and protective factors and they occur at all levels of the human ecosystem, but some may be more potent for some individuals than for others or may be more potent at
one particular developmental stage than another. Most risk factors have nonspecific effects and a major question is “Do different risk constellations result in particular patterns of negative behaviors and if so what are the mechanisms that account for this?” Many individuals experience multiple risk factors and this places them at greater risk. This is due in part to the fact that after a certain threshold of risk is attained or exceeded there appears to be an accumulation effect. Figure 56-4 illustrates this principle. Note that those individuals with 4–10 protective factors exhibit relatively few risk factors and very low prevalence of 30-day marijuana use. On the other hand, at the 6–7 risk factors threshold there is an absence of protective factors and a steep incline in the prevalence of marijuana use.

The same principle holds for protective factors, the greater the number of protective factors relative to risk factors the less likely the individual is to experience negative outcomes. In this example (see Fig. 56-5) prevalence of academic success, a variable highly associated with low levels of drug use, is highest when there are many protective factors and few risk factors. Note as the number of risk factors increases academic success declines steeply.

A key concept is that some risk and protective factors can not be changed at all (such as genetic vulnerability and gender) and others are not easily changed (such as socioeconomic status). Because these factors are not malleable, they are not good targets for prevention. Rather factors that can be modified, such as specific behaviors and skills are more appropriate intervention targets.

Perhaps the most important consideration about risk for substance abuse is that not all individuals at heightened risk actually use or abuse drugs. For example, a young person with a strong family history of substance abuse and a chaotic home environment who has strong extra-familial support systems such as a positive peer group, a supportive school environment, a community with low tolerance for use, and low availability of drugs may never initiate use.

Figure 56-6 provides a framework for characterizing risk and protective factors in five contexts. These contexts often serve as foci for prevention practices. As the second examples suggest, some risk and protective factors may operate on a continuum. That is, in the family domain, lack of parental supervision, a risk factor, indicates the absence of parental monitoring, a key protective factor.
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However, in most cases risk and protective factors are indepen-
dent of each other, as demonstrated in the examples in the peer, 
school, and community contexts. For example, in the school domain, 
a school with strong “antidrug policies” may still have high avail-
ability of drugs if the policies are weakly enforced. An intervention 
to strengthen enforcement of school policies could create the intended 
school environment.

Because development takes place in context, it is important to 
consider the ways in which developmental contexts can influence risk 
and protective factors and life course trajectory. Children’s earliest 
interactions occur within the family and factors that affect early 
development are crucial to development. Families foster optimal 
development when strong bonds are established between parents and 
the child, parents are involved in the child’s activities, parents meet 
the child’s material needs (e.g., food, clothing and shelter) and emo-
tional needs (e.g., support and warmth), and firm, clear and consistent 
limits for behavior are set and enforced in a nonhostile, matter-of-fact 
manner. On the other hand, children are more likely to experience 
negative developmental outcomes when there is a lack of mutual 
attachment and nurturing by parents or caregivers, parenting is incon-
sistent or harsh, the home environment is chaotic, or the caregiver 
abuses substances, suffers from mental illness, engages in criminal 
behavior, or has other severe behavioral or mental health problems. 
These latter developmental environments, such as households where 
parents’ abuse of drugs can impede bonding to the family and 
threaten feelings of security that children need for healthy develop-
ment. Difficulties in these contexts influence children’s physical, 
emotional, cognitive, and social development. During the predoles-
cent and adolescent years, association with drug-using peers is often 
the most immediate risk for exposure to drug abuse and other delin-
quent behavior. But other factors such as drug availability, perception 
that drug abuse is accepted, and inflated misperceptions about the 
extent to which same-age peers use drugs can influence adolescents 
to initiate drug use. Even in the adolescent years when youths spend 
a great deal of time outside the home, parents and caregivers can

<table>
<thead>
<tr>
<th>Risk factors</th>
<th>Context</th>
<th>Protective factors</th>
</tr>
</thead>
<tbody>
<tr>
<td>Early aggressive behavior</td>
<td>Individual</td>
<td>Impulse control</td>
</tr>
<tr>
<td>Lack of parental supervision</td>
<td>Family</td>
<td>Parental monitoring</td>
</tr>
<tr>
<td>Substance abuse</td>
<td>Peer</td>
<td>Academic competence</td>
</tr>
<tr>
<td>Drug availability</td>
<td>School</td>
<td>Antidrug use policies</td>
</tr>
<tr>
<td>Poverty</td>
<td>Community</td>
<td>Strong neighborhood attachment</td>
</tr>
</tbody>
</table>

Elements of Effective and Ineffective Programs and Strategies

Much research has gone into determining what elements of preven-
tive interventions are effective. There is much more to be learned 
about intervention strategies that do and do not work and about gen-
eral principles of effective delivery. Thus, an area of research for 
which there is particular interest is the translation of basic science 
findings for the development of innovative interventions. To date the 
program content strategies that have been demonstrated to work typ-
ically involve the development of skills. Some of these have been 
mentioned previously and it was noted that the program or strategy 
should reflect the needs of the target population. In this section 
effective and ineffective programs and strategies will be more fully 
described and related to the pertinent social contexts with some atten-
tion to developmental timing.

At the intrapersonal level the most important strategies are those 
that build skills and competencies. Obviously these become more 
complex over the course of development. For the very young child 
learning to conform to rules, to behave in prosocial ways, to identify 
and appropriately express feelings and to control impulses are some 
of the important skills to learn. During the school years these skills 
remain important and more skills are added to the repertoire, includ-
ing academic competence, social resistance, social emotional learn-
ing, and normative education.

Family-Based Interventions

So how does family-based prevention programming aid in building 
these skills? For the very young the emphasis is on the parent and tar-
gets training parents to have developmentally appropriate expectations 
for their children, adjusting these as the child matures. One universal 
program teaches the important strategy of reinforcing appropriate 
behaviors that the child naturally expresses and to the extent possible, 
ignoring inappropriate behaviors. The program developers call this 
strategy “catching them being good.” Reinforcing weak but existing 
skills is extremely important because it gives the child a sense of con-
trol over her environment while emphasizing that the child has the 
ability to behave in socially acceptable ways. Of course some children 
may exhibit problem behaviors, and in very young age and more targeted 
approaches are needed. For example, the high pitched cries of prema-
aturally born infants often illicit negative reactions from caregivers, 
which in turn result in poorer care of these very vulnerable infants.
Thus, teaching parents strategies to cope with these and other early 
problems such as difficult temperamental characteristics can prevent

Figure 56-6. Prevalence of academic success by number of risk and protective factors.
the escalation of problem behaviors, help the parents to accept the reality of the problem, and to be patient in training the child in more appropriate reactions, thus providing the parents with the sense of efficacy they can in parenting a difficult child. 30–32,43,44

As mentioned, transitions are points of vulnerability and the transition to school and to each additional school level after that are major periods of risk. New expectations for academic and social performance escalate over the school years and these can be very threatening to some children. Parental support and interest is important during these transitions. This generally means becoming familiar with their child’s friends, their friends’ parents and their teachers, monitoring their school work and social opportunities, and taking an active interest in their developing autonomous life.

School-based Interventions

At school a number of programs and strategies have also been demonstrated to make for successful transitions and academic careers. One important strategy is appropriate classroom management. Classroom management trains teachers in building strategies for rewarding positive behaviors and over time has the effect of reducing the bulk of negative classroom behaviors. 40-42 This results in an environment where learning is the primary goal and the primary source of reward. While this may seem self-evident, many beginning teachers are not equipped to manage the types of classroom problem behaviors that take away from the priority of the school—learning. Thus, training teachers to use consistent, easy to learn routines that are fun for the children can enhance learning and bonding to school—two important protective factors. This type of strategy is called an environmental change strategy because it changes the classroom environment from one centered on reducing negative behaviors to one focused on promoting positive behaviors and learning.

Another type of classroom management approach, typically used with students in grades K through 3 is called social emotional learning. 30–32,43,44 This approach helps children to identify their feelings, such as frustration, anger, and over-stimulation and then provides them tools to manage these feelings. Because this is a classroom-based intervention, all of the children know the approach and understand when a particular child is signaling that he or she are having a difficult time and respects his or her efforts to overcome the problem in a prosocial manner. Developing social emotional awareness at a very young age has long term positive effects on both academic and social performance across the school years and into adulthood. The other type of intervention that can take place with young students is promoting academic competence. While this is not restricted to the early grades it can have the most profound effects at that developmental period in fostering a positive attitude toward learning, a sense of accomplishment, and of course, an understanding of the basics necessary for future learning. 45 These are all protective factors leading to a greater likelihood of a positive life trajectory. For example, one very potent risk factor for subsequent substance abuse, delinquency, school drop out, and under employment is the inability to read by the end of the second grade. 39,40 By ensuring that children get the additional support they may need to achieve reading by this critical period helps to ensure on-going academic success. Of course academic problems can occur throughout an individual’s school career and providing the necessary academic support is an important responsibility of schools. However, parents often need to be the driving force in seeing that this occurs.

The transition to middle school or junior high school is typically the transition most proximal to exposure to and/or experimentation with drugs. For this reason several program components have been developed that target this age group in particular. The first is social resistance skills. Resistance skills training is based on the social learning theory and stresses the importance of social factors in the initiation of drug use. Thus, the intervention paradigm focuses on teaching youth skills to handle peer pressure to experiment with drugs. This often includes either role play or video vignettes where an offer is made and then strategies for rebuffing the offer are taught. Given the developmental status of this age group and their need to conform and maintain peer friendships, resistance strategies that do not alienate peers are taught. Social resistance programs applied in a regular classroom setting are highly successful. For example, in one randomized controlled trial, youths in the intervention groups were 30–40% less likely to initiate tobacco use compared to those in the nonintervention group. 45–47 Interestingly, recent findings indicate that six years after this drug abuse prevention intervention was completed, those who received the intervention during junior high school were significantly less likely to have driving violations and points on their Department of Motor Vehicles records than those who did not receive the intervention. This finding illustrates relatively common phenomena in long-term follow-up studies of interventions—cross-over effects—positive effects on behaviors not addressed in the original intervention. 48

Normative education is another strategy that has some positive effects but only when used in conjunction with skills development strategies. The goal of normative education is to correct misperceived positive norms about the actual use and acceptance of drug use. One strategy used is to actually survey students in a school about their perceptions of drug use among their peers, their perceptions of their peers’ acceptance of use, and their own drug use. In most cases students’ perceptions of use and acceptance of use are much higher than actual use and acceptance. These data are then reported back to students placing the “real school drug climate” in perspective and allowing students to feel that they are the norm rather than the outliers. It also reinforces the perception of the school as a safe and nurturing environment. 49,50

Community-based Interventions

At the community level and beyond, prevention strategies typically involve policy and media interventions. Policy interventions include activities such as training shopkeepers on how to request identification from purchasers of tobacco and alcohol products and how to refuse sales to those that do not meet the minimum age requirements. Other policy approaches include enforcing college campus rules about the underage use of illicit drugs and any use of illicit drugs. 51,52 Media can be a successful tool in reducing the initiation and progression of drug abuse when it is appropriately used. One risk factor for substance abuse is a personality trait called high sensation seeking. Other ineffective strategies do not have unintended negative effects but have been demonstrated to be effective are not always used. The strategy that has been demonstrated to be the least effective is fear arousal. 55,56 One way of introducing this strategy is through testimonials from former substance abusers. These types of testimonials can actually have the unintended negative effect of making the drug-dependent life sound romantic. Other fear-inducing strategies include media spots that inaccurately portray the harmfulness of drugs. Youths tend to discount these and substitute the negative information with information that is unrealistically positive.

Other ineffective strategies do not have unintended negative effects; however, they are ineffective in the absence of effective strategies. For example, information is an important component of most interventions; however information alone is not effective in altering behaviors. Similarly effective education where children are
involved only in activities to build self-esteem, while not harmful, is not effective in developing positive behaviors. Finally, alternate programming only, for example extracurricular activities, is not effective. Thus, these types of strategies should be looked at as “add-ons”.

**Program Delivery**

The state of the knowledge at this point clearly shows that the skills/competency development interventions are the most potent in terms of effectiveness. In addition, there are some general principles of delivery that are often the determining factors in whether an intervention is successful or not. Delivery refers to the way in which the program or strategy is implemented with the target population. Programs that involve interactive activities providing participants with skills practice and then reinforce those skills over time have been found to be the most successful in facilitating the desired behavior change; on the other hand, didactic strategies in which information is delivered in a lecture format have been found to have little effect.

Dosage is also critical. That means that a significant amount of the “active ingredients” of the intervention must be delivered and received for it to have the desired effect. In the same vein, providing “booster sessions” in the months and years postintervention to reinforce the important skills that have been developed help to maintain positive behavior change and skills. This implies that the intervention was delivered with fidelity to the program or strategy as originally designed and validated. At this time, little is known about what defines the “active ingredients” of behavioral interventions, thus deviations in the delivery of a program or strategy can inadvertently leave out the most important features of the intervention. Finally, it is critical that prevention efforts be consistent across contexts. That is, efforts at the individual, family, school, and community levels should reinforce one another. Inconsistency across contexts creates confusion and may result in the discounting of all efforts.

### A FINAL MESSAGE TO HEALTH CARE PROVIDERS

This chapter is intended to give an overview of the current state of drug abuse prevention interventions and the knowledge on which they are based. Absent is the role of the physician and other health care providers in reducing the initiation and progression of drug use. Health care personnel have the unique opportunity to interact one-on-one with patients about their health behaviors. However, few take the opportunity to screen patients for substance abuse or risks that may subsequently lead to substance abuse. A small but growing body of research is developing and being tested in medical offices, clinics, and hospitals. One approach being investigated is the use of technology-based tools to screen for potential drug-related problem behaviors. For example, one of the most developed research-based tools at this time is for women who have been raped. The intervention is intended to reduce the trauma caused by the rape itself and the postrape forensic evidence collection procedures. Following these experiences substance abuse may begin or be exacerbated. The intervention is provided through a two-part video presentation that addresses the process of the forensic examination to reduce stress and future emotional problems. It also provides information and skills to reduce postrape substance use and abuse. Early findings suggest reductions in alcohol and marijuana use among women who were active users prior to the rape compared to the nonviewers.

Another example of medically-oriented tools being developed and tested is for drug abuse risk and screening among youth. The goals of developing and testing these tools are to involve the primary care physician or physician’s assistant in identifying patients at risk, providing brief interventions, and potentially providing referrals for more intensive intervention. As with all interventions, life transitions may be critical periods for physicians to screen their patients, for example, during school physicals and/or pregnancy examinations.
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INTRODUCTION

In 1988, the Institute of Medicine (IOM) released The Future of Public Health, a seminal report that found the national public health infrastructure to be in disarray. The IOM committee defined the mission of public health as fulfilling society’s interest in assuring conditions in which people can be healthy. It then developed clear statements about the role of government in three core public health functions: assessing health status, developing policy, and assuring that necessary services are provided. Finally, the committee made specific recommendations for responsibility and action at the national, state, and local levels to achieve the core functions.

The 1988 IOM publication was ultimately complemented by the 1994 report of the Department of Health and Human Services (DHHS) Public Health Functions Steering Committee, which described 10 essential public health services that corresponded to the IOM core functions (Table 57-1). The core functions and essential services focused on the roles and responsibilities of governmental public health organizations at the national, state, and local level and were important for refocusing public health organizations and for promoting organized approaches to public health.

With the publication in 2003 of The Future of the Public’s Health in the 21st Century, the IOM expanded its definition of public health to include all of society’s efforts to achieve improved health. Recommendations addressed health policy at every level of American society and expanded efforts to enlist all sectors in improving health outcomes. For example, in this later report, recommendations for responsibility and action in public health are made not only for governmental entities but also for community representatives and organizations (e.g., congregations, civic groups, and schools), the health care delivery system, employers and business, the media, and academia.

In 2005, the Task Force on Community Preventive Services (a nonfederal committee supported by the U.S. Centers for Disease Control and Prevention) released the Guide to Community Preventive Services to assist communities in realizing the expanded version of public health suggested by the IOM report. The Community Guide, which provides syntheses of the best available scientific information to support health programs and policies, can help make delivery of the 10 essential health services more effective at the local level.

Taken together, these four reports illustrate the need for a holistic public health approach—one that includes several important emerging themes. First, the reports call for a holistic public health approach that comprehensively and fairly marshals the skills and resources of the entire community to promote health and prevent disease. In addition, they underline the principles of widespread community participation and building of partnerships in public health planning and action. Finally, they highlight the importance of taking an organized and thoughtful approach to the planning and implementation of health programs, which should include using the best available evidence to support decisions and action. This chapter will describe the holistic approach proposed in these seminal reports and provide specific examples of how such an approach is being implemented. In addition, the chapter will provide examples of making the link between different kinds of public health decisions and the best types of evidence to support those decisions.

THE HOLISTIC APPROACH

In the holistic approach to public health, communities are the public health agents, and they must concentrate on the needs, preferences, and assets of the entire community. In doing so, they must consider a broad range of health conditions (e.g., chronic diseases such as diabetes and atherosclerosis, viral and bacterial infections, accidental injury), risk factors (such as smoking and inactivity), and protective factors (e.g., education, exercise programs). They must also consider the distribution of life stages within the community, cultural differences, the array of health organizations in the community, and the various assets available in the community to promote health and prevent disease.

Organized holistic approaches improve efficiency by allowing programs within the community to leverage each other’s strengths or by allowing programmatic activities to address multiple related outcomes (e.g., reduced levels of smoking, fewer complications of diabetes, improved cardiovascular health). Through broad-based public health activities that involve key stakeholders throughout the community, a richer and more detailed body of information is provided for decision-making. With these relationships and the information they provide, the likelihood that these issues will go unrecognized is reduced, problems can be identified earlier in their natural course, or more proximate solutions might be identified.

Socioecologic Model

The socioecologic model is useful for explaining a holistic approach to public health. This model describes patterned behavior, such as...
TABLE 57-1. THE CORE FUNCTIONS AND TEN ESSENTIAL SERVICES OF PUBLIC HEALTH

<table>
<thead>
<tr>
<th>Core Functions</th>
<th>Essential Services</th>
</tr>
</thead>
</table>
| **Assessment** | 1. Monitor health status to identify health problems.  
2. Diagnose and investigate health problems and health hazards in the community. |
| **Policy Development** | 3. Inform, educate, and empower people about health issues.  
4. Mobilize community partnerships to identify and solve health problems.  
5. Develop policies and plans that support individual and community health efforts. |
| **Assurance** | 6. Enforce laws and regulations that protect health and ensure safety.  
7. Link people to needed personal health services and assure the provision of health care when otherwise unavailable.  
8. Assure a competent public health and personal health workforce.  
9. Evaluate effectiveness, accessibility, and quality of personal and population-based health services. |
| **Serving all Functions** | 10. Research for new insights and innovative solutions to health problems. |


Steps to a HealthierUS

A modern example of a federally funded program that follows a holistic approach is Steps to a HealthierUS (www.healthierUS.gov/steps). The program’s purpose is to develop an integrated program of chronic disease prevention and health promotion in each funded community. A range of sectors—public health, education, business, health care delivery, and community and social services—are represented in an infrastructure that is created by Steps to a HealthierUS for each community. The infrastructure provides overall strategic planning and leadership; offers an interface through which sectors can interact; communicates the program to community leaders and residents; and integrates the program with other statewide initiatives, particularly those that are federally funded. To achieve these goals, the program develops, implements, and coordinates programs and activities to accelerate progress toward established Healthy People 2010 objectives for health behavior and health outcomes in six focus areas: diabetes, asthma, obesity, nutrition, physical activity, and tobacco.

Clearly, involving multiple sectors and community partners is needed to make progress in the focus areas listed. For example, achieving the public health objectives of improving the quality of care for diabetes, reducing hospitalizations from exacerbations of asthma, or increasing the use of appropriate health care services cannot be achieved without direct improvements to the health care delivery sector. Similarly, complex health risk behaviors, such as smoking, binge drinking, and combining a high-calorie diet with inactivity, will not be addressed in the health care sector alone. There is, therefore, a growing recognition of the importance of school, work-site, and community settings for health promotion activities. For example, activities such as tobacco cessation and nutrition programs as well as organized recreation may require the involvement of the school, business, philanthropic, faith-based, and community-based sectors of the community. Furthermore, these sectors may have less opportunity to meet their objectives if they work independently rather than cooperatively. Ideally, programs should be coordinated across the sectors. For example, some school-based programs have been shown to be more effective if conducted in the context of broader community efforts (such as supporting school smoking bans with community cessation programs for students, faculty, and staff). The Steps to a HealthierUS program adds value by helping to flexibly integrate efforts across the community and across various health challenges.

**EVIDENCE-BASED DECISION-MAKING IN A HOLISTIC COMMUNITY APPROACH**

While local community needs and preferences are driving forces in public health decision-making, other types of evidence are required for long-term sustainability of outcomes, including scientific evidence. Unfortunately, community control may be seen as antagonistic to the recent trend to use the best available science to inform public health decisions, creating tension between public health scientists and on-the-ground practitioners. The tension may be more apparent than real, however. For many public health problems (e.g., type 2 diabetes, smoking, heart disease), we have a good deal of knowledge about their prevalence and causes as well as effective solutions; this information can be learned across communities and then applied in specific contexts. This is similar to the case in clinical medicine, in which a generalizable science tells us about the causes of problems and the solutions that work for most people, but where individual patients and providers must still make decisions about how to proceed. Recent developments in the fields of “evidence-based medicine” and “evidence-based public health” have not only improved the science but have also helped to improve its credibility while speeding its way to the bedside or the community. In communities as well as at the bedside, however, locally appropriate decisions can be informed but not solely determined by this science.
Evidence

In common usage, “evidence” is simply “A thing or things helpful in forming a conclusion or judgment.” As in the courtroom, some forms of evidence are more persuasive than others, and different types of evidence apply to different types of decisions or questions. In public health we make hundreds of decisions every day, informed by various types of evidence. A call for improving or increasing evidence-based decision-making in public health should, therefore, focus on transparently and reliably matching appropriate types of evidence to the various types of decisions.

Four Decisions

In establishing programs for promoting health and preventing chronic disease, four primary decisions must commonly be made: (a) Should something be done? (b) What should be done? (c) How should it be done? (d) Is it working or does it need to be modified? As shown in Table 57-2, in each case there are related questions that should be posed for each decision. Approaches to making these decisions can be found in a variety of health promotion and planning models and tools, such as Mobilizing for Action through Planning and Partnership (MAPP) and the PRECEDE-PROCEED model.

TABLE 57-2. A FRAMEWORK FOR USING DIFFERENT TYPES OF EVIDENCE TO MAKE DECISIONS IN PUBLIC HEALTH

<table>
<thead>
<tr>
<th>Decision</th>
<th>Type of Evidence</th>
</tr>
</thead>
<tbody>
<tr>
<td>Should something be done?</td>
<td>• Surveillance data (measuring morbidity, mortality, years of potential life lost, incidence, prevalence)</td>
</tr>
<tr>
<td></td>
<td>• Survey data</td>
</tr>
<tr>
<td></td>
<td>• Vital statistics data</td>
</tr>
<tr>
<td></td>
<td>• Medical utilization data</td>
</tr>
<tr>
<td></td>
<td>• Cost data</td>
</tr>
<tr>
<td></td>
<td>What is the burden of disease?</td>
</tr>
<tr>
<td></td>
<td>• Basic medical data (e.g., does the condition or risk factor progress rapidly or have serious complications?)</td>
</tr>
<tr>
<td></td>
<td>• Trend data</td>
</tr>
<tr>
<td></td>
<td>Is it a priority for the community?</td>
</tr>
<tr>
<td></td>
<td>• Degree to which the problem is understood (e.g., emerging issues such as avian flu or environmental hazards might merit more attention than can be justified based on current burden)</td>
</tr>
<tr>
<td></td>
<td>• Perceived interest or importance based on surveys, focus groups, political processes, or other information</td>
</tr>
<tr>
<td></td>
<td>What is the urgency?</td>
</tr>
<tr>
<td></td>
<td>What works?</td>
</tr>
<tr>
<td></td>
<td>• Scientific evidence of effectiveness from individual evaluation studies</td>
</tr>
<tr>
<td></td>
<td>• Systematic reviews of evaluation studies</td>
</tr>
<tr>
<td></td>
<td>What is acceptable to the community?</td>
</tr>
<tr>
<td></td>
<td>• Information about community members’ understanding and approval of possible intervention strategies from:</td>
</tr>
<tr>
<td></td>
<td>• Focus groups</td>
</tr>
<tr>
<td></td>
<td>• Key interviews</td>
</tr>
<tr>
<td></td>
<td>• Town hall meetings</td>
</tr>
<tr>
<td></td>
<td>• Anecdote</td>
</tr>
<tr>
<td></td>
<td>• Political processes</td>
</tr>
<tr>
<td></td>
<td>What can be afforded?</td>
</tr>
<tr>
<td></td>
<td>• Information based on a comparison of typical costs and cost-effectiveness (gleaned from economic analysis) and local assets</td>
</tr>
<tr>
<td></td>
<td>What is feasible?</td>
</tr>
<tr>
<td></td>
<td>• Organizational assessment</td>
</tr>
<tr>
<td></td>
<td>• Experience, interviews, etc.</td>
</tr>
<tr>
<td></td>
<td>How should it be done?</td>
</tr>
<tr>
<td></td>
<td>• Documentation from previous implementation of the specific intervention and other related interventions</td>
</tr>
<tr>
<td></td>
<td>• “Best process” information</td>
</tr>
<tr>
<td></td>
<td>• Anecdotal experience from others who have implemented the intervention</td>
</tr>
<tr>
<td></td>
<td>• Documentation from previous implementation</td>
</tr>
<tr>
<td></td>
<td>• Anecdotal experience from others who have implemented the intervention</td>
</tr>
<tr>
<td></td>
<td>• Complex systems modeling</td>
</tr>
<tr>
<td></td>
<td>• Focus groups</td>
</tr>
<tr>
<td></td>
<td>Is it working or does it need to be modified?</td>
</tr>
<tr>
<td></td>
<td>• “Process” measures from checklists, interviews, and other data collection tools</td>
</tr>
<tr>
<td></td>
<td>• Achievement of behavior or health outcomes from evaluation and program monitoring efforts</td>
</tr>
<tr>
<td></td>
<td>What does the community think?</td>
</tr>
<tr>
<td></td>
<td>• Focus groups</td>
</tr>
<tr>
<td></td>
<td>• Interviews</td>
</tr>
<tr>
<td></td>
<td>• Less formal data collection</td>
</tr>
<tr>
<td></td>
<td>• Political processes</td>
</tr>
<tr>
<td></td>
<td>Is it improving health risks or outcomes?</td>
</tr>
<tr>
<td></td>
<td>• Achievement of behavior or health outcomes from evaluation and program monitoring efforts</td>
</tr>
</tbody>
</table>

focusses on the types of evidence that are used to make decisions and points out the wide variety of information, from scientific to anecdotal, that is applicable.

The first decision, "Should something be done?" is the essence of community-based planning for promoting health and preventing disease. Often, the decision about whether to take action relies on surveillance data, surveys, or other studies that indicate the burden of the disease or risk factor in question, frequently expressed as years of potential life lost or costs incurred. Here, communities must also consider the urgency of the issue: Is there an increasing trend? Is the problem particularly severe or disabling? Finally, communities must also consider whether addressing the problem is a priority. In some cases, the level of understanding about the problem will drive priority (e.g., issues that seem more novel may be given higher priority); the perception of risk and the acceptability of potential solutions may also determine priority.

In addressing "What should be done?", communities must first consider the essential nature of the problem. In the PRECEDE portion of the PRECEDE-PROCEED model, Green and Kreuter point out that, "The determinants of health must be diagnosed before the intervention is designed; if they are not, the intervention will be based on guesswork and will run a greater risk of being misdirected and ineffective." For example, a mass media campaign to improve the population's coverage for a vaccine is unlikely to increase immunization rates if the real problem is that people do not have access to clinics where the vaccine is offered. In brief, a detailed analysis of the local situation is required to understand how the problem should be addressed.

Failing to take advantage of the best available generalizable knowledge in addressing local priorities can also result in ineffective or misdirected efforts. The second part of the "what should be done?" decision is an understanding of what works. Scientific evidence is the most reliable and generally most appropriate type of evidence for determining what works; scientific evidence consists of individual studies and reviews that synthesize those studies. Ideally, this evidence will show how much change can be expected in the outcomes of interest based on work from other communities or contexts.

Individual studies can be an excellent basis for making recommendations; they are relatively easy to find, can provide specific "recipes" for what to do, and are easy to understand. On the other hand, in many cases there will be numerous studies that seem potentially relevant, making it difficult for practitioners to keep up with them, and their results may conflict. In addition, they typically provide little information on which characteristics of the intervention or context contribute most to effectiveness.

Literature reviews are helpful for identifying and summarizing the vast scientific literature, but each approach to performing these reviews has disadvantages as well as advantages. Expert or narrative reviews are carried out by experts who gather information based on their own experience and knowledge. These reviews are useful for giving a conceptual overview of a subject but can be subject to conscious or unconscious bias in how information is collected and assembled and how the conclusions relate to that information.

In contrast, systematic reviews are based on a priori rules that lay out the study question, a search strategy, criteria for including or excluding studies, parameters that will be applied to judge the quality of each study, and methods for analyzing data. Meta-analyses, a subset of systematic reviews, allow for the calculation of an overall effect size (i.e., the quantifiable effect of the intervention on desired outcomes) for the group of studies included according to specific statistical methods. The advantages of systematic reviews (e.g., reduced bias and improved transparency) come at a cost, however, as they require greater time and technical expertise to conduct, resulting in fewer of these types of reviews being available.

Two examples of systematic reviews used to support recommendations for preventive medicine and public health are the Guide to Clinical Preventive Services\(^\text{12}\) and the Guide to Community Preventive Services.\(^\text{12}\) The Guide to Clinical Preventive Services, developed by the U.S. Preventive Services Task Force (USPSTF), provides reviews and recommendations about individual and clinical services, such as screening tests, counseling on health behavior, and chemoprophylaxis (www.ahrq.gov\(^\text{12}\)). The Guide to Community Preventive Services,\(^\text{12}\) in contrast, provides reviews and recommendations about a variety of public health interventions, such as strategies that use education, policy, system change, or environmental approaches to effect change (www.thecommunityguide.org). Together, the two references provide a broad range of interventions that have been shown through extensive scientific study to be effective.

Applying evidence to the planning process involves determining "What should be done?" This involves obtaining and interpreting evidence, weighing the evidence to determine what works, and then comparing what works to the needs of the community. The evidence reviewed by the USPSTF and the Community Guide examines the effectiveness of interventions and the benefits and harms associated with those interventions. To help communities translate evidence into practice, the Community Guide provides a broad range of interventions that have been shown through extensive scientific evidence to be effective.

To address the third major decision, "How should it be done?" communities may be able to consult practice guidelines that provide additional information about how to implement recommended interventions, such as policies to ban smoking, standing orders for routine delivery of vaccinations, or campaigns to enforce laws on safety belt use. With increasing frequency, developers of guidelines and other public health practitioners are developing tool kits and materials to help move recommended interventions into practice. In addition, communities can view "best practices" to obtain information and advice about the ways of implementing programs that have been most successful across studies, as found, for example in the "Community Tool Box" developed by the University of Kansas (http://ctb.ku.edu). Finally, community leaders and members can draw on personal experience and anecdotes as well as documentation from previous implementations to answer the question of how things should be done.

The last of the major decisions, "Is it working or does it need to be modified?" is tied to program management, as evaluation of a program is used to determine a program's effectiveness and, where possible, to improve performance. Ideally, this evaluation process should involve a broad range of stakeholders. The Centers for Disease Control and Prevention (CDC) has outlined a basic framework for evaluating programs that is used widely in public health and consists of just six steps: (a) engage stakeholders; (b) describe the program; (c) focus the evaluation design; (d) gather credible evidence; (e) justify conclusions; and (f) ensure use and share lessons learned.\(^\text{17}\) The developers of the CDC framework emphasized that the evidence gathered in step 4 must be perceived by stakeholders as relevant in addition to being believable. Thus, a variety of types of evidence might be needed, ranging from systematically collected data obtained through a well-controlled experiment to the results of document review, focus groups, and interviews with key informants.

For all of the decisions that have been discussed here, debates are ongoing about what evidence is most appropriate, how to improve the quality of that evidence, and when a body of evidence is sufficiently credible to support action. It is important to report that the need for improving the quality and transparency of the evidence that supports public health decisions has been recognized and that efforts to make those improvements are ongoing.

## CONCLUSION

To be successful, initiatives to promote health and prevent disease require a holistic approach, a commitment from the entire community, and a reliance on credible information. The approach described here incorporates all of these elements.
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Risk Communication—An Overlooked Tool for Improving Public Health

David P. Ropeik

One thousand and eighteen more Americans died in motor vehicle crashes October through December 2001 than in those 3 months the year before, according to researchers at the University of Michigan’s Transportation Research Institute. As those researchers observed “... the increased fear of flying following September 11 may have resulted in a modal shift from flying to driving for some of the fearful.” One thousand and eighteen people dead, more than one-third the number of people killed in the attacks of September 11, in large part because they perceived flying to be more dangerous and driving less so, despite overwhelming evidence to the contrary. In 1971, President Richard Nixon signed the National Cancer Act and declared “War on Cancer.” In 2004 the National Cancer Institute had a budget of $4.7 billion. In 2002, cancer killed 557,271 Americans. That same year, heart disease killed 696,947. Yet the National Heart, Lung, and Blood Institute spent approximately $1.8 billion on cardiovascular diseases, including heart disease, in 2004. And there is no National Heart Disease Act, nor a national “War on Heart Disease”, despite the fact that heart disease kills roughly 25% more Americans each year than cancer, roughly 140,000 more deaths in 2002 alone. Chronically elevated stress is known to weaken the immune system, contribute to cardiovascular and gastrointestinal damage, interfere with fertility, impair the formation of new bone cells, impede the creation of long-term memory, and contribute to a greater likelihood and severity of clinical depression.1

What do these three cases have in common? They demonstrate the threats to public health caused by gaps between risk perception, informed by the intuitive reasoning by which humans gauge the hazards they face, and risk realities based on science. The examples above demonstrate the vital role risk communication can play in advancing public health, by helping narrow those gaps.

RISK COMMUNICATION DEFINED

Currently, there are multiple definitions of risk communication; however, most embody the basic idea that by providing people with more information, they will be able to make smarter choices about their health. But that was not always true. The term “risk communication” arose largely as a result of environmental controversies in the 70s, when public concern was high about some relatively lower threats to human and environmental health. Scientists, regulators, and the regulated community described people as irrational, and their frustration gave rise to efforts to educate the public and defuse those controversies.

Early risk communication was viewed as a one-way process in which experts would explain the facts to the ill-informed lay public in ways that would help people behave more rationally, especially about such issues as air and water pollution, nuclear power, industrial chemicals, hazardous waste, and other environmental hazards. Thus, the goal of early risk communication was not always to enlighten people so they might improve their health. Instead, it was frequently a tool to reduce conflict and controversy, and often it was simply an effort by administrators, regulators, or company representatives to diminish opposition to particular product or technology or facility-citing proposal. One researcher defined risk communication as “a code [word] for brainwashing by experts or industry.”

But risk communication has evolved. This chapter will use the following definition:

Risk communication is a combination of actions, words, and other interactions responsive to the concerns and values of the information recipients, intended to help people make more informed decisions about threats to their health and safety.

This definition attempts to embody the ways that risk communication has evolved and matured over the past 15 years or so. Most importantly, the consensus among experts in the field now rejects the one-way “We’ll teach them what they need to know” approach. A National Research Council committee effort to move the field forward produced this definition in 1989. “Risk communication is an interactive process of exchange of information and opinion among individuals, groups, and institutions. It involves multiple messages about the nature of risk and other messages, not strictly about risk, that express concerns, opinions, or reactions to risk messages or to legal and institutional arrangements for risk management.” In other words, risk communication should be considered a dynamic two-way interaction. Both sides express their perspectives, and both sides have to listen and respond to information from the other.

Perhaps even more fundamental, and intrinsic to the idea of the two-way street, is the growing acceptance among risk communication experts that risk means something inherently different to the lay public than what it means to scientists and regulators. When laypeople are asked to rank hazards in terms of mortality rates, they tend to...
generally agree with the vital statistics. But ask them to rank what is risky and their responses change, with some lesser hazards, such as nuclear power, moving toward the head of the list, and some relatively larger risks, like smoking, moving further down.12 “Risk” is perceived as more than a number by the general public. Other attributes, like trust, dread, control, and uncertainty, also factor into the judgments people make that subsequently influence the nature and magnitude of their fears.

As risk communication has evolved, there is increasing (but by no means, universal) acceptance by practitioners that both the science-based view of experts and the intuitive view of risk among the general public are valid, and both must be respected and incorporated if communications about risk is to be effective.

This evolution is summed up in Risk Communication and Public Health, edited by Peter Bennett and Kenneth Calman: “...there has been a progressive change in the literature on risk:

- From an emphasis on ‘public misperceptions’, with a tendency to treat all deviations from expert estimates as products of ignorance or stupidity
- Via an empirical investigation of what actually concerns people and why
- To approaches which stress that public reactions to risk often have a rationality of their own, and that ‘expert’ and ‘lay’ perspectives should inform each other as part of a two-way process.”

People are not being irrational when their fears don’t match the expert view of a potential high-risk situation. While they may not be exclusively relying on evidence from toxicology, epidemiology, statistics, economics, and the other sciences of risk assessment and risk analysis, research from a number of fields has established that the lay public’s perception of risk develops under conditions of “bounded rationality.”

As it is applied to the perception of risk, bounded rationality essentially describes the process individuals use to make judgments when they have less information, time, or cognitive skills than a fully rational judgment would require. As Reinhard Selten writes “Fully rational man is a mythical hero who knows the solutions to all mathematical problems and can immediately perform all computations, regardless of how difficult they are. Human beings are in reality very different. Their cognitive capabilities are quite limited. For this reason alone, the decision-making behavior of human beings cannot conform to the ideal of full rationality.”

Gigerenzer and Selten refer to bounded rationality as “the adaptive toolbox,” the set of “fast and frugal rules” or mental processes humans have evolved to apply fact, feelings, instinct, and experience to the choices we face about threats to our survival.12 Neuroscientists have determined that some of the processing of threat information may be determined by aspects of human brain structure. Psychologists have identified a set of affective characteristics that make some risks seem larger and some smaller, the scientific data notwithstanding. Others have described a number of common heuristics and biases, mental shortcuts that turn complicated choices into simple ones, sometimes leading to judgments that seem suboptimal, based solely on “the facts.”

These are powerful insights into more effective risk communication. By understanding the biology and psychology of how humans perceive risk, we can understand why and how lay and expert definitions of the very concept of risk vary. Such insights provide critical tools for effective risk communication because they help communicators both understand and respect the validity of the “intuitive reasoning” people use to gauge risk. By understanding and respecting lay perceptions of risk, the risk communicator can choose content, tone, and information delivery processes that increase the likelihood that their audience(s) will be more receptive, and their information will have more utility for the people with whom they are interacting.

The Greek Stoic philosopher Epictetus said “People are disturbed, not by things, but by their view of them.” Understanding the roots of what shapes those views allows the true dialogue of modern risk communication to take place.
smoking, obesity, or wearing safety belts. This underestimate of personal risk poses obvious challenges to achieving effective risk communication about some of the major threats to public health.

**Availability.** Individuals assess probability based on how readily similar instances or occurrences can be brought to mind of conceptualization. The risk of terrorism in the United States is statistically quite low. But apprehension is high since September 11, 2001, in part because such an event is more “available” to our consciousness. The availability heuristic explains why, when a risk is in the news, (flu vaccine issues, West Nile virus, child abduction, etc.) it evokes more fear than when the same risk is around, at the same level, but not making headlines.

**Framing.** The way a choice is presented can shape the judgment that results. Imagine you are the mayor of a city of one million people and a fatal disease is spreading through your city. It is occurring mostly, but not exclusively, in one neighborhood of 5000 residents. With a fixed amount of money, you can either (a) save 1000 of the 5000 residents in that neighborhood, 20%, or (b) save 2000 people out of the entire city of 1 million, 0.2%. What do you do? A sizable number of people in risk communication classes choose option A, which produces a greater percentage effectiveness, but condemns 1000 people to death. Reframed, the choice would be: You can spend a fixed amount of money and save 1000 people or 2000. Presented that way, the choice is obvious. But the framing of the question in terms of percentages skews the judgment.

**Anchoring and Adjustment.** People estimate probabilities based on an initial value and adjust from that point. In one experiment, separate groups were asked how many nations there are in Africa. Before giving their answer, each group spun a wheel of chance. The group for which the wheel settled on the number 10 estimated 25 nations. The group whose wheel landed on 65 estimated 45 nations. In another experiment, two groups of high school students estimated the sum of two numerical expressions they were shown for just 5 seconds, not long enough for a complete computation. The median estimate for the first group, shown 9x8x7x6x5x4x3x2x1, was 2250. The median estimate for the second group, shown the same sequence but in ascending order—1x2x3x4x5x6x7x8x9—was 512.*

**Representativeness.** Kahneman and Tversky describe this as “the tendency to regard a sample as a representation...” of the whole, based on what we already know.17 They offer this illustration. Consider a person who is “very shy and withdrawn, invariably helpful, sensitive, tactful, and tender of all social relationships; a neek and tidy soul, he has a need for order and structure, and a passion for the tidiness of the audience, is likely to be more effective than one-way communication that only offers the facts.

**Risk versus Benefit.** From taking prescription drugs that have side effects to picking up a cell phone to make that important call while driving, people intuitively measure hazards by comparing risks and benefits. The more they perceive a benefit from any given choice, the less fearful they are of the risk that comes with that choice. This factor explains why, of more than 400,000 “first responders” asked to take the smallpox vaccine in 2002 fewer than 50,000 did. They were being asked to take a risk of about one in a million—the known fatal risk of the vaccine—in exchange for no immediate benefit, since there did not appear to be an actual smallpox threat. Imagine if there was just one confirmed case of smallpox in a U.S. hospital. The mortality risk of the vaccine would still be one in a million, but the benefit of the immunization would appear tangible.

**Control.** If a person feels as though he or she can control the outcome of a hazard, that person is less likely to be afraid. This can be either physical control as when a person is driving and controlling the vehicle, or a sense of control of a process, as when an individual feels that he or she is able to participate in policy making about a risk through stakeholder involvement through hearings, voting, etc.

This is why shared control, from the one-on-one relationship between doctor and patient, up to community empowerment in the cing of potentially hazardous facilities, is an effective form of risk communication. This is also why, whenever possible, risk communication should include information not just about the risk (“The risk of terrorism has gone from Code Yellow to Code Orange”) but also offer information about what audience members can do to reduce their risk (“Have a family emergency plan in place, just in case”).

**Imposed versus Voluntary.** This is the choice of taking a risk, not the physical control over what happens next. People are much less afraid of a risk when it is voluntary than when it is imposed on them. Consider the driver using his cell phone who looks over at the car in the lane next to him and sees that driver on his phone, speeding up and slowing down and not staying in his lane. Driver A, voluntarily engaged in the same behavior, is angry at Driver B for imposing the risk.

**Natural versus Human-made.** If the risk is natural, people are less afraid. If it’s human-made, such as nuclear radiation, people are more afraid. Radiation from the sun evokes less fear in some people than radiation from a nuclear power plant, or from a cell phone tower.

Here is an example of how to use this principle in risk communication. Resmethrin, the chemical used to kill mosquito larvae to...
reduce the risk of West Nile virus, is a pesticide, and its use often evokes community concern. When the minimal risks of resmethrin are described, community resistance is largely unchanged. But when told that resmethrin is essentially a manufactured form of chrysanthemum dust, in essence a natural pesticide, concern (among some people) about the spraying goes down.18

Dread. We are more afraid of risks that might kill us in particularly painful, gruesome ways than risks that might kill us less violently. Ask people which risk sounds worse, dying of a heart attack or dying in a shark attack, and they will say shark attack, despite the probabilities.

This principle helps to explain why the United States has a “War on Cancer” but not “War on Heart Disease”, a greater killer. Cancer is perceived as a more dreadful way to die, so it evokes more fear, and therefore more pressure on government to protect us, though heart disease kills far more people each year.

Catastrophic versus Chronic. People tend to be more afraid of threats that can kill many in one place at one time (e.g., a plane crash) as opposed to events such as heart disease, stroke, chronic respiratory disease, or influenza, which cause hundreds of thousands more deaths, but spread out over time and distance. This helps to explain the substantial risk communication challenge of getting people to modify behaviors that contribute to these major causes of death. It also suggests how risk communication that frames these killers as cataclysmic might have more impact. An example of such messaging would be, “On September 11, 2001, when catastrophic terror attacks killed roughly 3000 people, 2200 Americans died of heart disease. We don’t see those deaths because they are spread out over the whole country, but heart disease is causing tremendous loss of life in America every day.”

Uncertainty. The less people understand a risk, the more afraid they are likely to be. Uncertainty exists because the product or technology or process is new and has not yet been thoroughly studied, such as nanotechnology. Sometimes uncertainty exists because of unpredictability, as with the sniper in Washington D.C. in 2003, or acts of terrorism. Sometimes scientific answers are available but uncertainty remains because the risk is hard for people to fully comprehend, as with nuclear power or industrial chemicals. Sometimes uncertainty exists because the risk is invisible, as with radon.

This is why risk communication should reduce uncertainty by making the risk easier for people to understand. This principle makes clear why risk communication should avoid jargon, and why risk numbers should be conveyed in ways people can relate to (“A one in ten risk is like the risk to one player on a soccer team, excluding the goalie”).

When uncertainty exists because all the scientific questions haven’t been answered, the fear that results must be acknowledged and respected.

Personal Risk. Understandably, a risk that people think can happen to them evokes more concern than a risk that only threatens others. This is why numbers alone are ineffective as risk communications. One in a million is too high if you think you could be the one.

As a demonstration of this, consider how the attacks of September 11th made clear the risk of terrorism not just to Americans anywhere but in America, and the subsequent anthrax attack put the potential threat of bioterrorism into every American mailbox. The idea of “The Homeland” took on a whole new meaning.

When the first case of mad cow disease in America was found on a Washington farm in 2003, beef sales barely changed nationwide, but they fell sharply in the Northwest, where people thought the risk was more likely to happen to them.

Risk communication that offers only numbers to show that a risk is low is less likely to be trusted, and therefore won’t be as effective as communication that acknowledges that the risk is not zero and accepts that some people might still be concerned.

Familiar or New. When people first learn of a risk, and don’t know much about it, they are more afraid than after they have lived with that risk for awhile and adjusted to it. For example, West Nile virus evokes more fear in communities in which it first appears than in those where its been around for awhile.

Using this perception factor in their risk communication, local health officials in one section of Arizona had some success in helping local residents deal with the onset of West Nile virus in 2004 by pointing out that although the risk of West Nile virus was new to them, other communities where the same risk had existed for a few years were far less worried.19

Future Generations. Any risk to children evokes more fear than the same risk to adults. When the Washington D.C. sniper wounded a 13-year-old boy, after having murdered five adults, the local police chief said “He’s getting personal NOW!” The EPA requires all schools in the United States to be tested for asbestos, but not all offices, factories, or other adult workplace locations.

This powerful fear must be appreciated in communicating about any risk that involves children.

Personification. A risk made real by the identification with of a specific victim particularly when depicted with an image, such as news reports showing someone who has been attacked by a shark or a child who has been kidnapped, becomes more frightening than a risk that may be real, but is not described with an individual to personify it. So, risk communication to encourage healthier lifestyle choices that uses numbers (e.g., “60% of Americans are overweight or obese, representing an important risk factor for heart disease”) may not be as effective as communication that uses those numbers and includes names and faces of actual victims of heart disease, to personify the risk.

Fairness/Equity. People are more upset by risks when those who suffer the peril get none of the benefits. Individuals are more upset by risks to the poor, the weak, the vulnerable, the handicapped, than they are about the same risk to the wealthy, or the powerful. An example might be that the developers of a potentially hazardous facility guarantee that local residents get preference in hiring for the jobs at the facility, so that those bearing its risks share in some of its benefits. Risk communication, in actions more than in words, should address this issue.

There are a few important general rules about the heuristics and biases mentioned earlier, and the risk perception factors listed immediately above. Several of these factors are often relevant for any given risk. (e.g., cell phones and driving, where issues of risk-benefit, control, optimism bias, and familiarity all play a part.)

And, while the research suggests that these tendencies are apparently universal and that people tend to fear similar things for similar reasons, any given individual will perceive a risk uniquely depending on his or her age, gender, health, genetics, lifestyle choices, demographics, education, etc. For example, most people fear cancer, but men fear prostate cancer, and women fear breast cancer. As with population-based risk estimates, risk perception has underlying generalities which are overlaid by individual differences. This means that while it is good risk communication practice to consider the emotional concerns of the audience, not everyone in a large audience shares the same concerns. As the National Research Council report suggests, “For issues that affect large numbers of people, it will nearly always be a mistake to assume that the people involved are homogeneous . . .” It is often useful to craft separate risk communication approaches appropriate for each segment.20

▶ RECOMMENDATIONS

As the National Research Council report noted, “… there is no single overriding problem and thus no simple way of making risk communication easy.” Therefore, this chapter provides general guidance on the fundamentals of risk communication that need to be applied with good judgment and tailored to each particular situation. The following are widely accepted general recommendations:

Include risk communication in risk management. Far more is communicated to people by what you do than what you say. "Risk
communication... must be understood in the context of decision making involving hazards and risks, that is, risk management. (NRC)2 Consider the example cited above of the modest response to federal first responder smallpox vaccination policy. Had the risk perception factor of "risk versus benefit" been considered when the policy was being discussed, officials might have developed a different implementation plan with stronger risk communication strategies. Information that affects how people think and feel about a given risk issue is conveyed in nearly all of the management actions an agency or a company or a public health official takes on that issue. All risk management should include consideration of the risk perception and risk communication implications of any policy or action under review. Quite specifically, this means that organizations should include risk communication in the responsibilities of senior managers, not just of the public relations or communications staff. As the NRC report finds, "Risk managers cannot afford to treat risk communication as an afterthought," that comes at the end of the process after risk assessment has been completed and policy implemented. Recognize that the gaps between public perception and the scientific facts about a risk are real, and lead to behaviors that can threaten public health. These gaps are part of the overall risk that must be managed. Whether people are more afraid of a risk than they need to be or not appropriately concerned, this perception gap is a risk, in and of itself, and must be included in dealing with any specific risk issue and in all risk management and public health efforts, generally. Accepting that these gaps are part of the overall risk is perhaps the key step in recognizing that risk communication is integral to risk management.

Consider this example. When the first case of mad cow disease was found in the U.S. in December 2003, the federal government quickly moved to recall from the market all muscle meat that was processed in the region where the sick cow was found. This despite studies in the U.K. that did not find muscle meat to be a vector for spreading the disease. Bovine spongiform encephalopathy (BSE), the animal version of the disease, into variant Creutzfeld Jacob Disease (vCJD), the human form. Yet even though the science suggested the physical risk from the meat might have been negligible, the government recognized that public apprehension was part of the overall risk and ordered the recall. It was an intelligent action of risk management that had powerful risk communication impact on public judgments about the threat of mad cow disease. Public reaction to that first case of mad cow disease was surprisingly mild. (Wendy's, the number three hamburger chain in the U.S., reported January 2003 sales up 8.3%).

The principles of risk communication pertain to all public health issues, not just the environmental issues around which the discipline began. The dichotomy between risk communication, which has generally been thought of as trying to get people to calm down, and health communication, which is often thought of as trying to get people to be more concerned and take action to improve their health, is false. Any action or message that conveys information relevant to someone's health, ergo his or her survival, triggers risk perception biology and psychology, and the principles of risk communication should be applied. Even an individual doctor describing a treatment or medication or a surgical procedure to a patient in order to get "informed consent" is a form of risk communication. The principles described in this chapter are tools that can make that consent more truly "informed".

Trust is fundamentally important for effective risk communication, and it is on the line with everything you do. "... messages are often judged first and foremost not by content but by the source: 'Who is telling the truth?' If the source is not trusted, the message will not be believed, no matter how well-intentioned and well delivered." (Bennett and Calman)24

Trust is determined in part by who does the communicating. When the anthrax attacks took place in the fall of 2001, the principal government spokespeople were the Attorney General, the Director of the FBI, and the Secretary of Health and Human Services, and not the director of the CDC or the U.S. Surgeon General—doctors likely to be more trusted than politicians. Indeed, a survey by Robert Blendon et al. of the Harvard School of Public Health, 10/24-28/2001, found that 48% of Americans would trust the director of the CDC as a source of reliable information in the event of a federal bioterrorism outbreak. But 58% would trust the Secretary of Health and Human Services (HHS), and only 33% would trust the director of the FBI.25 Had risk communication been considered as the anthrax issue was beginning to develop, and incorporated into the deliberations of how to manage the overall anthrax risk, the more trusted officials would have done the majority of the public speaking. This might have helped the public keep its concern about the risk of bioterrorism in perspective.

But trust is more than just who does the talking. Trust also depends on competence. If people believe that a public health or safety agency is competent, they will trust that agency to protect them and be less afraid than if they doubt the agency’s ability. When the first mad cow case was found, the U.S. Department of Agriculture and the Food and Drug Administration were able to point out the effective regulatory actions they had taken for years to keep the risk low. Thus, the actions taken by those agencies, years before that first case, established trust, thereby affecting the public’s judgment about the risk.

Trust is also heavily dependent on honesty. Honesty is conveyed in many different ways. In some instances, it can even mean apologizing and taking responsibility for mistakes. When leaks developed in underground tunnels that are part of a major transportation project in Boston, press attention and public criticism focused on the contractor responsible for the tunnels until the chairman of the company said at a tense public hearing "We apologize for our mistakes". (Note that the apology was made "sincere" by offering to put money behind it.) Attention thereafter focused less on the company’s culpability.

Another example of honesty is avoiding the desire to overreassure. Again, the way the USDA handled mad cow disease illustrates one example. In the years prior to that first sick cow being found, top USDA officials never said there was "zero" risk of mad cow disease in animals or in humans, just that the risk was very low. Had they followed the initial inclination of senior USDA officials and promised that the risk was zero, that single case would probably have provoked a more worried public reaction because people might rightly have feared that the government wasn’t being honest and couldn’t be trusted.

Under public pressure, the government approval and review processes had to be reopened. Establish mechanisms to empower real community input. Give people control—a say in their fate. Such mechanisms are a concrete way to follow the widely-accepted recommendation that risk communication is more effective when it is an interaction, not a one-way process. It is even more effective to do this proactively, so shared control and real input into decision-making are well-established should a risk crisis arise. This input must be given more than perfunctory attention. Many government public hearing processes allow people to speak, but prevent officials conducting the meeting from answering the public’s questions and concerns. Such an interaction fails to give the audience a sense of control, and more importantly, can destroy trust since it seems disingenuous to claim an interest in public input but then fail to acknowledge it.

Making risk communication an intrinsic component of risk management requires fundamental cultural change. Sharing control, admitting mistakes, acknowledging the validity of intuitive reasoning, accepting that a realistic goal for risk communication is to help people make better judgments for themselves, assuming a nondirective approach, even being open and honest... are counter-intuitive and perhaps even counter-cultural to institutions and people who are used to control. These principles may seem foolish in a litigious society. They conflict with the myth of the purely rational decision-maker. As risk communication researcher and practitioner Peter
Sandman has observed “What is difficult in risk communication isn’t figuring out what to do; it’s overcoming the organizational and psychological barriers to doing it.”

Nonetheless, countless examples demonstrate how adoption of the principles of risk communication are in the best interests of most organizations, as well as the interest of public health. These institutional benefits include: reduced controversy and legal costs, increased support for an agency’s agenda or a company’s brand and products, political support for a candidate or legislation, and more effective governmental risk management that can maximize public health protection by focusing resources on the greatest threats. While these benefits may not be readily quantifiable, and only realized over the long-term, they are supported by numerous case studies, and justify the cultural change necessary for the adoption of risk communication principles.

Finally, within constraints of time and budget, any specific risk communication should be systematically designed and executed, and should include iterative evaluation and refinement. “We wouldn’t release a new drug without adequate testing. Considering the potential health (and economic) consequences of misunderstanding risks, we should be equally loath to release a new risk communication without knowing its impact.”

An empirical process by which to do this has been labeled the “Mental Models” approach. As its developers say “… in the absence of evidence, no one can predict confidently how to communicate about a risk. Effective and reliable risk communication requires empirical study. Risk messages must be understood by recipients, and their effectiveness must be understood by communicators.” The basic components of the Mental Models approach are:

1. Create an expert model, based on review of the scientific literature and in consultation with experts in the field, that describes in detail the nature of the risk, its hazards, where exposures occur, the range of consequences, and the probabilities.
2. Conduct open-ended interviews to find out what your target audience already knows or doesn’t know about the risk.
3. Based on this smaller interview sample, create a questionnaire to administer to a larger sample to see how well the mental model of the smaller group corresponds to what the larger sample knows and doesn’t know about the risk.
4. Draft risk communication messages that address incorrect beliefs and fill in knowledge gaps between what people don’t know and what the expert model indicates they need to know. Pay attention to the tone and affective qualities of the messages.
5. Evaluate and refine the communication using one-on-one interviews, focus groups, closed-form questionnaires, or problem-solving tasks, trying to develop messages that have the most impact on the greatest number of recipients. Repeat the test-and-refine process until evaluation shows the messages are understood as intended.

► CONCLUSION

Whether terrorism or avian influenza nanotechnology or mad cow disease, risks continually arise. Old ones may fade and our attention to them may wane, but new ones will certainly develop, and our awareness of these new threats will be magnified in an age of unprecedented information immediacy and availability.

The human imperative of survival will compel people to use their “adaptive toolbox” to make the best judgments they can about how to stay safe from this evolving world of threat, even though those judgments might sometimes create greater peril. Populations need to understand the risks around them as thoroughly as possible to be able to make sound decisions. It is critical that effective risk communication become an intrinsic part of how government, business, the public health sector, and the medical care system design and execute risk management policy, so that, armed with accurate information, we can make wiser and safer choices for ourselves and for our fellow citizens.
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INTRODUCTION AND OVERVIEW

Health literacy has been used as a metaphor as is science literacy or computer literacy, referring to knowledge about and facility with a particular area or process. However, most references to health literacy in scholarly articles move beyond the metaphor and highlight the importance of literacy skills applied in health contexts. Literacy skills encompass a set of related activities that include reading, writing, engaging in oral exchange, and using basic math. Adults apply these skills to numerous health-related activities at home, at work, in the community, and in social service and health care settings. The Institute of Medicine (IOM) report, Health Literacy: A Prescription to End Confusion, proposed that an individual’s health literacy capacity is mediated by education, and its adequacy is affected by culture, language, and the characteristics of health-related settings.1

Health literacy is firmly established as a field of inquiry in medicine and public health. Improved health literacy was included as a communication objective in Healthy People 2010 and the US Department of Health and Human Services (DHHS) articulated an action plan for reaching this objective in its report Communicating Health: Priorities and Strategies for Progress.2 Studies linking health literacy to health outcomes were examined by the Agency for Healthcare Research and Quality (AHRQ) and its report, Literacy and Health Outcomes,3 concluded that the weight of evidence supported a link between literacy and health outcomes. The IOM was asked to examine the scope and rigor of health literacy research. The IOM issued a report offering recommendations for policy makers, researchers, government agencies, and the private sector for needed action and further research.1

Evidence for increased interest in health and literacy links may be found in the published literature. The approximately one dozen published journal articles of the 1970s grew to three dozen in number in the 1980s and burgeoned in the 1990s after the publication of findings from the first National Adult Literacy Survey (NALS). By the end of the century, the published literature addressing health literacy consisted of approximately 300 studies.4 An additional 300 articles have been published between 2000 and 2004.5 Most of the published studies are focused on the reading level of health materials such as patient package inserts, informed consent materials, and patient education pamphlets and booklets. Over time, assessments of materials have included examinations of the match between the reading level of printed health materials and the reading skills of the intended audiences. More recent studies have expanded beyond print materials and are examining health information delivered through various channels of communication including television, websites, and other computer-based technologies. Overall, findings continue to indicate that the demands of health literacy and messages exceed the average skills of the public and of the average high school graduate.3,1

A smaller section of the literature has focused on health outcomes. Supported by the development of rapid assessment tools, researchers in the 1990s and beyond were able to explore links between approximations of reading skills and a variety of health outcomes. Most of these outcome studies differentiate between those with high and low scores on rapid assessment tools such as the Rapid Estimate of Adult Literacy in Medicine (REALM)6 and the short form of the Test of Functional Health Literacy in Adults (TOFHLA),7 both of which correlate well with short tests of reading skills. Researchers, in approximately 50 studies, report differences in a wide range of health-related outcomes based on readings skills. Outcome measures included awareness and knowledge of disease and/or medicines, participation in healthful activities (such as screening or breastfeeding), ability to follow a regimen (for a variety of chronic diseases), hospitalization, and indicators of successful disease management (such as glucose measures for diabetes control).

HEALTH LITERACY AS AN INTERACTION

Various definitions of health literacy were put forth in the 1990s when the term health literacy started being used in abstracts, key word listings, and conference titles rather than health and literacy. The following definition used in Healthy People 2010 was most frequently cited:

“the degree to which individuals have the capacity to obtain, process, and understand basic health information and services needed to make appropriate health decisions.”8

HHS and the IOM adopted this definition. At the same time, reports issued from both noted that the focus on the “capacity of individuals” needed to be balanced by a concurrent understanding of the communication delivery side as well. Consequently, the IOM committee report states that health literacy is an interaction between social demands and individuals’ skills.9 The IOM report notes that culture, language, and processes used in health care settings were unfamiliar to and often erected barriers for adults seeking advice and care.1 The report also cites findings that the demands of public health and medicine are burdensome and may erect unnecessary barriers to access and care.

Health Demands

People engage in a wide range of activities when they take health-related action at home, at work, and in the community. In all of these health contexts, adults are provided with materials and tools they are expected to use as they access information and resources and as they
participate in decisions and actions that influence their health and that of their families.\textsuperscript{7,10,11}

Health information is communicated in a variety of ways. Sometimes it is conveyed via continuous text (prose) such as in the explanatory paragraphs on an informed consent sheet, a discussion of air quality in a newspaper editorial, or a description of the etiology of a particular disease in a patient education brochure or pamphlet. Documents, which include graphic displays, tables, and lists, comprise another type of material used to convey health information. These include weather charts, graphs of health-related trends over time, nutrition labels, as well as tables provided on packages of over-the-counter medicines for determining dose. In addition, documents, such as the open-ended forms ubiquitous in health and social service institutions, serve as the vehicle for information gathering for a wide range of activities including those related to health history, insurance, or research. Critical public and personal health information is also communicated in speech, whether over the airways or in conversation between a care provider and a patient.

Social demands in health contexts include the following:

- Assumptions made about the public’s background knowledge, culture, and skills;
- Reading level of health-related materials designed to provide both background information and tools for action;
- Specialized processes used in detection and treatment protocols;
- Time limitations on interactions between patients and providers;
- Expectations related to priorities and behavior;
- A pervasive use of professional jargon and scientific terms in print and oral communication.

Researchers have developed and applied several tools for assessing the readability of written materials such as the simplified measure of Gobbledygook (SMOG)\textsuperscript{11} and other readability formulas, the suitability assessment of materials (SAM)\textsuperscript{12} and other text assessment approaches, and the PMOSE/IKIRSCH tool which assesses lists and tables.\textsuperscript{13} However, as of 2005, no studies of health assessment approaches, and the PMOSE/IKIRSCH tool which specifically to health materials and tasks indicates that a majority of adults encounter difficulties with materials such as labels on medicines, health benefit packages, product advertisements, and discussion of health policy issues in newspapers.\textsuperscript{9} The health literacy scale (HALS) yielded scores that are essentially the same as those for NALS, after all, the HALS was based on a sub-set of materials and tasks drawn from the NALS and the international assessments known as the international adult literacy survey (IALS). However, the focus on health materials and tasks grounds the discussion in a health context. New analyses yielded insight into the importance of a number of variables including the importance of access to wealth and its influence on literacy. Scores for the HALS varied by critical factors such as educational attainment, age, wealth, race/ethnicity, and nativity.

Educational attainment is the strongest predictor of literacy skills. Overall, those with less than a high school degree or general educational development (GED) certificate have more limited literacy skills than do those with a diploma or education beyond high school. Both the NALS and HALS analyses found that persons over the age of 60 were significantly more likely to have limited functional and health literacy skills than were younger working adults. Older adults’ literacy limitations may be attributed to a number of factors including less schooling than younger adults, visual and cognitive impairments, and lost literacy skills due to diminished use.\textsuperscript{16,17} Those who are without resources (defined as interest from savings accounts or income from dividends) are also more likely to have limited literacy skills. Table 59-1, drawn from the Education Testing Service (ETS) policy report, \textit{Literacy and Health in America}, illustrates the interplay among population groups by educational attainment, age, and wealth variables. Overall, the average score for those without a high school diploma or a GED is lower than the scores for others. However, the additional impact of resources may be seen in the difference between the average score of elders who have access to resources and those who do not.

Underserved populations such as minorities and immigrants are more likely to have limited literacy skills than are native-born whites.\textsuperscript{18,19} In addition, one analysis of the NALS offered a portrait of inmates and concluded that prisoners have literacy skills well below those of nonincarcerated persons. However, these skill levels match those of the communities from which they came.\textsuperscript{18,19} Unfortunately, population groups with limited literacy skills may also have more frequent interactions with social service agencies, legal services, and health care institutions. These environments are saturated with print. Thus the mismatch between the demands of the systems and peoples’ general skills becomes all the more troublesome.

**Health Activities and Literacy Challenges**

A broad notion of health literacy serves to move attention from the clinical encounter to the health-related tasks adults grapple with in the multiple contexts of everyday life. \textit{Literacy and Health in America} offers a schema for examining health materials, tasks, and skills within five commonly used groupings: health promotion, health protection, disease prevention, health care and maintenance, and navigation. Table 59-2, offers a brief description of each of these groups of activities with examples of a range of materials that adults use and the associated tasks they undertake. While the materials and tasks needed within health care settings and for navigating health and social service systems are arduous, so too are many of the materials and tasks needed for mundane health-related activities at home, at work, and in the community.
TABLE 59-1. AVERAGE HALS PROFICIENCY BY WEALTH STATUS AND LEVEL OF EDUCATION

<table>
<thead>
<tr>
<th>Wealth Status</th>
<th>Less than High School</th>
<th>High School or GED</th>
<th>Beyond High School</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Working adults with high likelihood of having savings or dividends, low likelihood of poverty</td>
<td>273</td>
<td>291</td>
<td>321</td>
</tr>
<tr>
<td>2. Young adults with low likelihood of both poverty and additional assets</td>
<td>218</td>
<td>267</td>
<td>293</td>
</tr>
<tr>
<td>3. Retired adults with high likelihood of additional assets</td>
<td>216</td>
<td>257</td>
<td>285</td>
</tr>
<tr>
<td>4. Adults with high likelihood of poverty and receiving food stamps, low likelihood of additional assets</td>
<td>217</td>
<td>264</td>
<td>281</td>
</tr>
<tr>
<td>5. Retired adults on social security with high likelihood of poverty, low likelihood of additional assets</td>
<td>188</td>
<td>240</td>
<td>261</td>
</tr>
</tbody>
</table>

Proficiency refers to the average score based on the NALS range of a low of 0 to a high of 500. The mean score for U.S. adults is 273. Education and economic scholars note that literacy scores in the range of 275 and above are needed for participation in the economy of the 21st century.


TABLE 59-2. HEALTH ACTIVITIES, MATERIALS, AND TASKS

<table>
<thead>
<tr>
<th>Health Activities</th>
<th>Focus</th>
<th>Materials Adults are Expected to Use</th>
<th>Tasks Adults are Expected to Accomplish</th>
</tr>
</thead>
<tbody>
<tr>
<td>Health Promotion</td>
<td>Enhance and maintain health</td>
<td>Label on a can of food or recipes</td>
<td>Purchase food</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Articles in newspapers and magazines</td>
<td>Prepare a dish from a recipe</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Charts and graphs such as the Body Mass Index</td>
<td>Plan exercise</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Health education materials [such as a well baby booklet]</td>
<td>Maintain healthy habits [re: nutrition, sleep, exercise]</td>
</tr>
<tr>
<td>Health Protection</td>
<td>Safeguard health of individuals and communities</td>
<td>A newspaper chart about air quality</td>
<td>Decide among product options</td>
</tr>
<tr>
<td></td>
<td></td>
<td>A water report in the mail</td>
<td>Use products safely</td>
</tr>
<tr>
<td></td>
<td></td>
<td>A health and safety posting at work</td>
<td>Vote on community issues</td>
</tr>
<tr>
<td></td>
<td></td>
<td>A label on a cleaning product</td>
<td>Avoid harmful exposures</td>
</tr>
<tr>
<td>Disease Prevention</td>
<td>Take preventive measures and engage in screening and early detection</td>
<td>Postings for inoculations &amp; screening</td>
<td>Take preventive action</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Letters re: test results</td>
<td>Determine risk</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Articles in newspapers and magazines</td>
<td>Engage in screening or diagnostic tests</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Graphs, charts</td>
<td>Follow up</td>
</tr>
<tr>
<td>Health Care &amp; Maintenance</td>
<td>Seek care and form a partnership with a health professional such as a doctor or dentist or nurse</td>
<td>Health education</td>
<td>Seek professional care when needed</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Health history forms</td>
<td>Describe symptoms</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Labels on medicine</td>
<td>Follow directions</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Develop plan for taking medicine as described</td>
<td>Measure symptoms</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Health education booklets</td>
<td>Maintain health with chronic disease [follow regimen, monitor symptoms, adjust regimen as needed, seek care as appropriate]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Directions for using a tool such as a peak flow meter</td>
<td>Schedule and keep appointment</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Schedule and keep appointment</td>
<td></td>
</tr>
<tr>
<td>Navigation</td>
<td>Access needed services, and get coverage and benefits</td>
<td>Application forms</td>
<td>Locate facilities</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Statements of rights and responsibilities</td>
<td>Apply for benefits</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Informed consent forms</td>
<td>Fill out forms</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Benefit packages</td>
<td>Offer informed consent</td>
</tr>
</tbody>
</table>

IMPLICATIONS

The AHRQ report, *Literacy and Health Outcomes*, indicates that the new field of health literacy has established links between literacy and health outcomes. Approximately 50 such studies are focused on medical settings but have not yet included other health areas such as dentistry, mental health, social work, or pharmacy, for example. Nor have any studies examined outcomes related to activities undertaken at home, at work, or in the community. The field of inquiry is broad with a good deal of work yet to be done. Some of this work will contribute to an understanding of health disparities.

Opportunities for Research

Health literacy research findings offer important implications for investigators. The very process of research, and the accepted language in and format of documents and questionnaires used for research must be examined through a literacy lens. More rigor must be applied to the development of questionnaires and interview protocols which form the foundation for research. Health researchers have long collected information on income and health as indicators of social status, and the links between income and/or education and health are well-established. A new focus on education and its component parts will shed light on pathways between education and health outcomes and more clearly establish the role of literacy. Inquiries into socioeconomic and racial/ethnic disparities in health outcomes must include attention to the added barrier of poorly designed materials. For example, parents must grapple with small font and jargon as they attempt to enroll in health insurance programs or to make sense of the handouts and materials they are given for chronic disease management. Furthermore, studies of literacy demands in various contexts such as health care, housing, or employment settings may shed light on how the impact of limited health literacy on health can be modified by access to resources and supports within social environments.

The differences in health literacy skills by age, race/ethnicity, poverty status, and immigrant status may well reflect long-standing discrimination with respect to access to education and other resources for human development especially among older cohorts, racial/ethnic minorities, impoverished communities, and immigrants from underdeveloped countries. Health disparities are also seen between these populations groups and majority population groups in the U.S. The extent to which these differences in health literacy skills are causally related to observed disparities in health outcomes—and thus, the extent to which attention to health literacy in medical and public health interventions can ameliorate such disparities—is a critical area of current and forthcoming health literacy research.

Implications for Practitioners

Health literacy is intimately tied to client and practitioner interactions. Studies indicate that many long standing practice recommendations serve to lower literacy demands. Health educators, for example, have long emphasized the importance of pilot testing materials and programs with members of the intended audiences. Public health program developers often engage members of the community as participants in the design and evaluation of programs. The activated patient model is supported as an important approach for the management of chronic diseases. Several approaches hold promise but have not yet been fully evaluated. For example, the American Medical Association suggests that health providers speak with their patients using plain, everyday language. Health practitioners are urged to use teach-back approaches, for example, asking patients to describe how they will tell others what they just learned. Effective innovation and progress in this field cannot be made without the ongoing participation and leadership of practitioners and policy makers. The development of all health communications must be appropriately designed with the audience in mind, based on accurate assessments of the public’s knowledge and skills, and be designed for use. Rigorous formative process and outcome evaluations must be undertaken for health communication efforts whether the focus is on print materials or oral delivery, or interpersonal or mass media channels. Plain language, well designed materials and documents, and educational approaches that go beyond a reliance on the written word will improve health literacy.

While the education sector maintains responsibility for building literacy skills, health policy makers and practitioners maintain responsibility for health materials, messages, and procedures. The recommendations for action outlined in the HHS and IOM reports call for the development and testing of programs and materials, and evaluations of new approaches and technologies. This work can be supported through partnerships among and between health professionals, K-12 teachers, adult educators, librarians, and social service agency staff.
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Screening for Early and Asymptomatic Conditions

Robert B. Wallace

DEFINITION OF SCREENING

The typical natural history of diseases and conditions dictates that at some point the biological onset of the disease occurs and progresses at varying rates until they become clinically evident. These rates may be as short as instantaneous, as in acute trauma, or could be life-long, as in a genetic risk factor for Alzheimer’s disease. Primary prevention attempts to intercept the conditions that lead to disease onset, while secondary prevention generally relates to the early and asymptomatic detection of disease; that is, disease screening, in the hope that the trajectory toward clinical illness can be stopped or mitigated in a helpful way. When overt clinical illness is present, tertiary prevention refers to rehabilitative and other factors that deter disease progression and help return the patient to a healthier state.

Disease screening usually takes two general forms: (a) screening for proven, biological, or behavioral risk factors for diseases that lead to interventions or treatments in themselves, such as abnormal blood cholesterol or blood pressure levels; or (b) screening directly for evidence of the disease itself, followed by provision of effective treatment to cure or to prevent the progression of pathophysiological processes that will cause overt clinical manifestations. This implies that screening may be done in stages, for instance by screening for general disease susceptibility first, such as for certain demographic or anatomic characteristics, or only if informed consent for the screening procedure is obtained. Disease screening may be applied to general populations irrespective of receipt of medical care (i.e., mass screening), or to clinical populations with various characteristics.

In general, disease screening is applied to populations with a relatively low risk of the condition of interest. Because of the great increase in types of screening that have been developed, the general definition of disease screening does not fit all situations. For example, the disease may be overt and the screening is to determine the cause, as in the detection of family violence, or the condition may be overt, but not clinically explored at a primary care visit, as in the case of cognitive impairment or depression.

THE ASSESSMENT OF SCREENING TESTS

There are several criteria that aid in selecting and applying an appropriate screening test. (a) The disease should be common enough to warrant a search for its risk factors or latent stages because screening for excessively rare diseases may result in unacceptable cost-benefit ratios; (b) The morbidity or mortality (i.e., burden of suffering) of the untreated target condition must be substantial; (c) An effective preventive intervention or therapy must exist and should not encumber a more beneficial outcome when applied to the presymptomatic rather than to the symptomatic stage; (d) The screening test should be acceptable to the population and suitable for general, routine application. Many other criteria for an effective screening test could be added, such as maintenance of test accuracy over time and freedom from screening-related adverse effects.

Even with concerted application of these screening criteria, major pitfalls may cause an erroneous assessment of a screening program’s value. An example is lead time bias, the interval between presymptomatic disease detection by a screening test and symptom onset. If the natural history of a disease is variable or not thoroughly understood during the presymptomatic and symptomatic stages, a screening test may identify a presymptomatic condition earlier and increase the interval to overt morbidity but not change the ultimate outcome. Length bias occurs when there is a correlation between the duration of disease latency and the natural history of the symptomatic phase. If the mild form of a disease has a longer latency and is hence more easily found on screening than are more severe forms of disease, the screening test may appear falsely beneficial. In general, the validity of a screening test depends on the evidence base to justify the screening intervention. Many screening tests may be proven only through one or more randomized clinical trials. Excellent examples of creating the evidence base for screening tests can be found in the work of the U.S. Preventive Services Task Force, part of the Agency for Healthcare Research and Quality. Selection and interpretation of screening tests require a combination of subjective and objective criteria. Objective criteria include operating characteristics, predictive value, and cost-effectiveness of the tests, which are tempered by subjective evaluations of individual and public acceptability and financing.

The operating characteristics of a screening test are its sensitivity and specificity. These are general test characteristics that can apply to any laboratory or diagnostic test data as well as other information collected from the medical history and physical examination. Sensitivity is the proportional detection of individuals with the disease of interest in the tested population, expressed as follows:

\[
\text{Sensitivity} = \frac{\text{True positives}}{\text{True positives + False negatives}} \times 100
\]

True positives are individuals with the disease and whose test result is positive. False negatives are individuals whose test result is negative despite having the disease. Specificity is the proportional detection of individuals without the disease of interest, expressed as follows:

\[
\text{Specificity} = \frac{\text{True negatives}}{\text{True negatives + False positives}} \times 100
\]

True negatives are individuals without the disease and whose test result is negative.
True negatives are individuals without the disease and whose test result is negative. False positives are those who have a positive test result but do not have the disease. Sensitivity is limited by the proportion of cases missed by the test (false negatives) and specificity is limited by the proportion of noncases found to be positive (false positives). Ideally, a test would have a 100% sensitivity and specificity, but few if any tests have achieved this. Unfortunately, sensitivity and specificity are often inversely related. This relationship has been expressed as the receiver operating characteristic (ROC) of a numerically continuous test result. The ROC allows optimal specification of test sensitivity and specificity. The sensitivity, or true-positive ratio, is displayed along the ordinate, and the specificity, or false-positive ratio, is exhibited on the abscissa. As the sensitivity increases, so does the false-positive ratio in most instances. When a ROC has been established for a test, any one of several sensitivity and specificity combinations may be evaluated for suitability in test application and contrasted with potential alternate tests.

Further information on the application of ROC curves is available.\(^5\) Several sensitivity and specificity combinations may be evaluated for the relatively small number of diseased cases. Formal cost-effectiveness analysis\(^8–10\) should be undertaken before program initiation. The program’s value must include an assessment of all costs and a realistic appraisal of effectiveness. Positive predictive values are usually well below 50% for most initial screening situations, so that secondary diagnostic evaluation is nearly always required to eliminate false positives, adding substantially to program cost.

Cost-effectiveness is especially important in screening programs because of the number of asymptomatic individuals who must be evaluated for the relatively small number of diseased cases. Formal cost-effectiveness analysis\(^8–10\) should be undertaken before program initiation. The program’s value must include an assessment of all costs and a realistic appraisal of effectiveness. Positive predictive values are usually well below 50% for most initial screening situations, so that secondary diagnostic evaluation is nearly always required to eliminate false positives, adding substantially to program cost.

Exhaustive reviews of the efficacy of clinically applicable screening programs have been undertaken by the U.S. Preventive Services Task Force\(^1\) and several other disciplinary, specialty and international groups, with recommendations offered in part with consideration of cost-effectiveness. On the other hand, public screening, or mass screening, may have inherent advantages from the standpoint of efficiency. The tests and procedures selected for use are often highly standardized and can be administered more inexpensively than they can in clinical or more specialized settings, and generally they can be applied without the need for direct physician supervision. To enjoy the efficiency of mass screening, such programs must be carefully organized and managed. Recipients of both normal and abnormal test results must be considered. Those with abnormal test results must have a properly organized follow-up evaluation protocol, and those with normal results should be informed of the predictive value of a normal test to avoid false reassurance. Even with the inherent efficiency of mass screening, most such programs must still be focused on populations with sufficient disease or risk factor prevalence to maximize program efficiency.

Another application of screening programs is in the clinical context where patients have active clinical problems. Examples include screening on the first evaluative ambulatory clinic visit or at hospital admission. Comprehensive clinical screening with routine physical examinations or laboratory tests, or both, remains controversial, largely because there is very little if any evidence in the scientific literature concerning the efficacy or effectiveness of standard screening tests in the face of existing comorbid illness. For example, mammography effective in persons with active insulin-dependent diabetes, or cholesterol screening in the face of an active carcinoma? These are questions yet to be adequately addressed in research. In the past, so-called “multiphasic” screening programs had been proposed for persons being admitted to the hospital. It now appears that these procedures have limited utility and high cost primarily because of numerous false-positive tests and irrelevant findings and should be discarded in favor of diagnostic and therapeutic activities directed at the immediate clinical problems.\(^11–23\) However, inpatient hospital services have been used as opportunities for categorical screening programs such as undiagnosed human immunodeficiency virus infection,\(^14\) alcoholism,\(^15\) or nutritional problems among the elderly.\(^16\) Multiphasic biochemical screening is still being proposed as a useful inpatient tool.\(^17\) Another important issue that has arisen is screening for genetic conditions. This is covered elsewhere in this text.

### REFERENCES

Neoplasms are diseases characterized by abnormal proliferation of cells. If the proliferating cells invade surrounding tissues, the resultant tumor is malignant; if they do not, it is benign. Some benign neoplasms may be fatal, including histologically benign brain tumors that grow and displace normal brain tissue in the confined space of the skull, and hepatocellular adenomas that rupture and cause bleeding into the peritoneal cavity. Some benign tumors such as intestinal polyps are considered premalignant lesions and confer a high risk of progression to malignancy. The term cancer usually implies a malignant tumor (malignancy), but refers also to brain tumors and some other benign neoplasms.

**DESCRIPTIVE EPIDEMIOLOGY**

**Classification**

Cancers are classified according to their organ or tissue of origin (site or topography code) and histological features (morphology code). A number of classification schemes have been developed, the most recent and widely used of which appears in Chap. 2 of the *International Classification of Diseases, 10th revision* (ICD-10), which is largely a topography code, and the *International Classification of Diseases for Oncology, 3rd edition* (ICD-O), which contains an expanded version of the topography code in ICD-9 as well as a detailed morphology code.

**Sources of Incidence and Mortality Rates**

Mortality rates are calculated from death certificate records and population census data. Mortality rates from various countries have been compiled periodically. Cancer mortality rates for the United States are published by the United States’ National Cancer Institute (NCI) and Centers for Disease Control and Prevention (CDC). The best source of cancer incidence rates for the United States is the Surveillance, Epidemiology, and End Results (SEER) program of the NCI, which supports a network of 18 population-based cancer registries throughout the country. Results from this program are published annually and more detailed monographs are published periodically. Both incidence and mortality statistics for the United States are summarized for the lay public and published annually by the American Cancer Society.

A North American Association of Central Cancer Registries (NAACCR) was established in 1987, and beginning in 1991 the CDC made funds available to individual states for cancer registration. The cost of collecting high-quality data on a sufficiently large proportion of all cases in a defined population is considerable; however, utilization of these data for research or cancer control purposes justifies cancer registration efforts.

**Magnitude of the Cancer Problem**

In the aggregate, cancer is second only to heart disease as a cause of death in the United States and accounts for about 23% of all deaths. Approximately 190 deaths from cancer occur per 100,000 people per year, compared with about 232 per 100,000 from heart disease, 53 per 100,000 from cerebrovascular diseases, 43 per 100,000 for chronic lower respiratory diseases, and 37 per 100,000 from accidents. Based on U.S. incidence and mortality rates for 2001–2003, the lifetime probabilities of developing cancer have been estimated to be 45.3% in men and 37.9% in women; the lifetime probabilities of dying of cancer are estimated at 23.4% in men and 19.8% in women. The National Cancer Institute estimates the direct medical costs of cancer to be $72 billion annually, or about 5% of the total health-care costs in the United States.

**Relative Importance of Specific Neoplasms**

Age-adjusted incidence and mortality rates, as well as 5-year survival rates, in men and women in the United States are readily available, and Table 61-1 shows such rates for 1998 through 2003. The most common cancers in men are those of the prostate, lung, and colon and rectum; the cancers causing the most deaths in the United States are lung, colon and rectum, and prostate. In women, breast cancer is by far the most common neoplasm, followed by cancers of the lung, and colon and rectum. However, because of the more favorable survival of women with breast than lung cancer, mortality rates of female lung cancer exceed those for female breast cancer in the United States.

Another way to judge the importance of a malignancy is by the number of years of life lost due to its occurrence in a population. This measure reflects the incidence of the cancer, the fatality rate in those who develop it, and the age at which the cancer tends to occur. This measure gives more weight to childhood cancers than overall mortality rates, and because of economic implications, it can be of value in setting priorities for research and prevention. In order of estimated years of life lost, the 10 most important cancers in the United States are lung, female breast, colon and rectum, pancreas, leukemia, non-Hodgkin’s lymphoma, brain, prostate, ovary, and liver.

The estimated age-standardized incidence rates of all cancers vary among the various regions of the world, and the cancers of most importance in developing countries are different from those in developed countries such as the United States. In order by numbers of cases, the 10 most common cancers across the globe are those of the...
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Incidence rates for the most common childhood cancers in the United States are shown in Table 61-2.4,10 The mortality rates for even the most frequent cancers in children are many times lower than the rates of comparable tumors for all ages (Table 61-1), which largely reflect rates in adults.

Cancer is primarily a disease of older adults. With some notable exceptions (e.g., cancers of the female breast and uterine cervix), there is an exponential increase in incidence rates with age. The median age at which cancer was diagnosed from 2000 to 2003 was 68.0 for males and 67.0 for females, and most cancers develop in the sixth, seventh, and eighth decades of life.4


<table>
<thead>
<tr>
<th>Site</th>
<th>Incidence</th>
<th>Mortality</th>
<th>5-Year Relative Survival (%)&lt;sup&gt;a&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Rates (per 100,000)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Oral cavity and pharynx</td>
<td>15.5</td>
<td>6.3</td>
<td>4.2</td>
</tr>
<tr>
<td>Digestive system</td>
<td>110.9</td>
<td>74.9</td>
<td>59.9</td>
</tr>
<tr>
<td>Colon and rectum</td>
<td>61.4</td>
<td>45.5</td>
<td>24.5</td>
</tr>
<tr>
<td>Colon</td>
<td>42.9</td>
<td>34.2</td>
<td>20.6</td>
</tr>
<tr>
<td>Rectum and rectosigmoid</td>
<td>18.5</td>
<td>11.3</td>
<td>3.9</td>
</tr>
<tr>
<td>Pancreas</td>
<td>12.6</td>
<td>9.9</td>
<td>12.2</td>
</tr>
<tr>
<td>Stomach</td>
<td>12.2</td>
<td>6.1</td>
<td>6.2</td>
</tr>
<tr>
<td>Esophagus</td>
<td>7.6</td>
<td>2.0</td>
<td>7.7</td>
</tr>
<tr>
<td>Respiratory system</td>
<td>86.6</td>
<td>51.4</td>
<td>78.6</td>
</tr>
<tr>
<td>Lung and bronchus</td>
<td>77.5</td>
<td>49.1</td>
<td>75.6</td>
</tr>
<tr>
<td>Larynx</td>
<td>6.3</td>
<td>1.3</td>
<td>2.5</td>
</tr>
<tr>
<td>Bones and joints</td>
<td>1.0</td>
<td>0.7</td>
<td>0.5</td>
</tr>
<tr>
<td>Soft tissues (including heart)</td>
<td>3.6</td>
<td>2.4</td>
<td>1.5</td>
</tr>
<tr>
<td>Skin (excluding basal and squamous cell carcinoma)</td>
<td>25.8</td>
<td>15.6</td>
<td>5.3</td>
</tr>
<tr>
<td>Melanomas of skin</td>
<td>22.0</td>
<td>14.1</td>
<td>3.9</td>
</tr>
<tr>
<td>Breast</td>
<td>1.2</td>
<td>132.3</td>
<td>0.3</td>
</tr>
<tr>
<td>Female genital system</td>
<td>—</td>
<td>50.3</td>
<td>—</td>
</tr>
<tr>
<td>Cervix uteri</td>
<td>—</td>
<td>8.8</td>
<td>—</td>
</tr>
<tr>
<td>Corpus uteri</td>
<td>—</td>
<td>23.6</td>
<td>—</td>
</tr>
<tr>
<td>Ovary</td>
<td>—</td>
<td>13.8</td>
<td>—</td>
</tr>
<tr>
<td>Male genital system</td>
<td>178.9</td>
<td>—</td>
<td>30.1</td>
</tr>
<tr>
<td>Prostate gland</td>
<td>172.5</td>
<td>—</td>
<td>29.6</td>
</tr>
<tr>
<td>Testis</td>
<td>5.2</td>
<td>—</td>
<td>0.3</td>
</tr>
<tr>
<td>Urinary system</td>
<td>53.8</td>
<td>17.7</td>
<td>14.0</td>
</tr>
<tr>
<td>Urinary bladder</td>
<td>36.1</td>
<td>9.0</td>
<td>7.6</td>
</tr>
<tr>
<td>Kidney and renal pelvis</td>
<td>16.4</td>
<td>8.2</td>
<td>6.1</td>
</tr>
<tr>
<td>Eye and orbit</td>
<td>0.9</td>
<td>0.6</td>
<td>0.1</td>
</tr>
<tr>
<td>Brain and nervous system</td>
<td>7.6</td>
<td>5.3</td>
<td>5.5</td>
</tr>
<tr>
<td>Endocrine system</td>
<td>4.9</td>
<td>12.1</td>
<td>0.8</td>
</tr>
<tr>
<td>Thyroid</td>
<td>4.1</td>
<td>11.5</td>
<td>0.4</td>
</tr>
<tr>
<td>Lymphomas</td>
<td>26.4</td>
<td>18.4</td>
<td>10.6</td>
</tr>
<tr>
<td>Non-Hodgkin’s</td>
<td>23.4</td>
<td>16.0</td>
<td>10.0</td>
</tr>
<tr>
<td>Hodgkin’s</td>
<td>3.0</td>
<td>2.3</td>
<td>0.6</td>
</tr>
<tr>
<td>Myeloma</td>
<td>7.0</td>
<td>4.5</td>
<td>4.7</td>
</tr>
<tr>
<td>Leukemia</td>
<td>16.1</td>
<td>10.1</td>
<td>10.1</td>
</tr>
<tr>
<td>All sites</td>
<td>551.8</td>
<td>411.5</td>
<td>245.2</td>
</tr>
</tbody>
</table>

Source: Incidence data from SEER 13 areas (San Francisco, Connecticut, Detroit, Hawaii, Iowa, New Mexico, Seattle, Utah, Atlanta, San Jose-Monterey, Los Angeles, Alaska Native Registry, and Rural Georgia). Mortality data are from the NCHS public use data file for the total United States.

<sup>a</sup>Rates are based on follow-up of patients through 2003.

<sup>b</sup>The relative cumulative rate increased from a prior interval and has been adjusted.

<sup>c</sup>The relative cumulative rate is over 100% and has been adjusted.


Age

Cancers most probably arise from DNA-damaged cells that are capable of mitotic division and differentiation. In adults, most cancers are carcinomas that arise from basal epithelial cells of ectodermal or endodermal origin. In children, most cancers are of mesodermal origin and consist largely of leukemias and lymphomas that arise from hematopoietic and lymphoid stem cells and sarcomas that probably develop from undifferentiated cells of embryonal origin. Incidence rates for the most common childhood cancers in the United States are shown in Table 61-2.4,10 The mortality rates for even the most frequent cancers in children are many times lower than the rates of comparable tumors for all ages (Table 61-1), which largely reflect rates in adults. Cancer is primarily a disease of older adults. With some notable exceptions (e.g., cancers of the female breast and uterine cervix), there is an exponential increase in incidence rates with age. The median age at which cancer was diagnosed from 2000 to 2003 was 68.0 for males and 67.0 for females, and most cancers develop in the sixth, seventh, and eighth decades of life.4
TABLE 61-2. ANNUAL INCIDENCE OF SELECTED CANCERS IN CHILDREN UNDER AGE 15, 1998–2003a

<table>
<thead>
<tr>
<th>Site</th>
<th>Male</th>
<th>Female</th>
</tr>
</thead>
<tbody>
<tr>
<td>All sites</td>
<td>15.5</td>
<td>13.9</td>
</tr>
<tr>
<td>Bone and joint</td>
<td>0.6</td>
<td>0.6</td>
</tr>
<tr>
<td>Brain and other nervous</td>
<td>3.3</td>
<td>3.1</td>
</tr>
<tr>
<td>Hodgkin’s disease</td>
<td>0.7</td>
<td>0.4</td>
</tr>
<tr>
<td>Kidney and renal pelvis</td>
<td>0.7</td>
<td>0.9</td>
</tr>
<tr>
<td>Leukemia</td>
<td>5.1</td>
<td>4.4</td>
</tr>
<tr>
<td>Acute lymphocytic</td>
<td>4.1</td>
<td>3.5</td>
</tr>
<tr>
<td>Non-Hodgkin’s lymphomas</td>
<td>1.2</td>
<td>0.6</td>
</tr>
<tr>
<td>Soft tissue</td>
<td>1.1</td>
<td>0.9</td>
</tr>
</tbody>
</table>

Source: Incidence data from SEER 13 areas (San Francisco, Connecticut, Detroit, Hawaii, Iowa, New Mexico, Seattle, Utah, Atlanta, San Jose-Monterey, Los Angeles, Alaska Native Registry, and Rural Georgia).

Rates are per 100,000 and are age-adjusted to the 2000 U.S. standard population (19 age groups—Census P25-1130).


Sex

Most major cancers occur more frequently in men than in women, exceptions being carcinomas of the breast, thyroid, gallbladder, and other biliary.10 Smoking-related cancers, described in detail subsequently, occur more frequently in men, at least in part because of their earlier and greater exposure to tobacco smoke. Some other cancers, such as carcinomas of the bladder and mesotheliomas, are more frequent in men, at least in part because of their greater occupational exposure to various chemical carcinogens and asbestos, respectively. Other cancers that occur more frequently in men include the lymphomas and leukemias, malignant melanomas, sarcomas of the bone, and carcinomas of the nasopharynx, stomach, kidney, pancreas, colon, rectum, parotid gland, and liver. The reasons for the excess of these cancers in males are uncertain. Women could be either constitutionally less susceptible to these neoplasms or less exposed to whatever environmental factors contribute to their development. Recently, a higher number of new cases of colon cancer were reported among women in the United States.10 It is unclear if this is a change in risk factors, screening activity, or age differential between men and women in the United States.

Race and Geography

Within individual races, incidence and mortality rates of all cancers vary considerably from one geographic region to another; migrants from one country to another, or their descendants, tend to eventually develop most cancers at rates more similar to those in their country of adoption than to those in their country of origin, suggesting an important role for environmental risk factors in most cancers.11 In the United States, the patterns of cancer occurrence in recent immigrants reflect the cancer patterns in their countries of origin and become less distinct as these groups become more acculturated with the passage of time. The frequency of occurrence of many cancers also varies among racial groups residing in the same country. This variation may be due to factors related to their distinct cultural patterns, social behavior, or economic status, but in some instances may be due to genetic differences among the races.

Some cancers appear to be related to a “Western” lifestyle. Cancers that tend to occur at lower rates in developing countries and migrants from these countries than in lifelong residents of such areas as North America and Western Europe include cancers of the colon and rectum, which may be related to diets rich in animal products; cancers of the prostate, ovary, corpus uteri, and breast, which have to some extent also been related to high consumption of meats and fats, as well as to endocrinological and reproductive factors; Hodgkin’s disease, which has been hypothesized to be due to a common infectious agent, probably the Epstein-Barr virus that, like polio viruses, may cause clinically overt disease with a frequency directly related to age at initial infection; and non-Hodgkin’s lymphomas and neoplasms of the brain and testis, the causes of which are largely unknown. Other cancers occur more frequently in developing countries and in migrants from these countries. For example, compared to white populations of the United States and Western Europe, migrants from Asian countries have higher rates of stomach cancer, possibly related to intake of preserved foods and infection with Helicobacter pylori; liver cancers, which may, in part, be caused by the production of aflatoxins in contaminated foods and by hepatitis B and C viruses; cancers of the nasopharynx, caused in part by the Epstein-Barr virus (EBV); and cancer of the uterine cervix, which is caused by some types of human papillomaviruses.

Cancers that are strongly related to smoking occur with a frequency commensurate with the smoking habits in the population. Thus, cancers of the lung, larynx, bladder, kidney, and pancreas have tended to occur more frequently in developed than developing countries, but rates of these neoplasms are increasing in developing countries where more widespread cigarette smoking has accompanied economic changes. The overall incidence and mortality rates and the ratio of mortality to incidence in various racial and ethnic groups in the United States for 1998–2003 are shown in Table 61-3.4 Compared with data from 1988 to 1992, rates in all racial/ethnic groups have increased with the possible exception of American Indian/Alaska natives, which have the lowest cancer rates. Differences among specific Asian or Pacific Islander groups are available elsewhere for the 1988–1992 rates by racial/ethnic group.4 Similar data from the United States 2000 Census are not available yet. Variations in overall cancer incidence reflect the mix of cancers in the different groups. Variations in mortality are due to differences in both incidence and survival. The differences in the ratio of mortality to incidence rates provide a rough indicator of differences in overall survival from cancer. These are a reflection of both the types of cancer that predominate in the different groups and the level of utilization of screening and treatment services by their members. Less advantaged groups have the highest ratios of mortality to incidence, clearly indicating that improvement of services could have an impact on the cancer burden in these populations.

Time Trends

Figure 61-1, A and B, shows trends in incidence rates for various cancers in the United States from 1975 to 2002 for men and women, respectively.10 Figure 61-2, A and B, shows trends in mortality rates for the most common cancers in the United States from 1930 to 2002, for men and women.10 The striking increase in rates of lung cancer is largely due to cigarette smoking. The reason for the marked decline in rates of stomach cancer is unknown but may be related to changes in dietary habits, with consumption of less preserved and more fresh and frozen foods. The decline in mortality from uterine cancer is probably due to the decrease in incidence resulting from screening. Breast and prostate cancer incidence increased dramatically in the 1980s and early 1990s as a result of mammography and prostate-specific antigen (PSA) screening, respectively. Recently, there have been declines in mortality rates of these two cancers. Dating back to 1990, mortality rates for all cancer sites have been declining in the United States for the first time in recorded history. Incidence rates have not shown a similar declining pattern, supporting
### TABLE 61-3. AGE-ADJUSTED INCIDENCE AND MORTALITY RATES OF ALL CANCERS COMBINED IN RACIAL AND ETHNIC GROUPS IN THE UNITED STATES, 1998–2003*

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Men</td>
<td>Women</td>
<td>Men</td>
<td>Women</td>
<td>Men</td>
<td>Women</td>
</tr>
<tr>
<td></td>
<td>Incidence*</td>
<td>Incidence*</td>
<td>Mortality*</td>
<td>Mortality*</td>
<td>Incidence*</td>
<td>Incidence*</td>
</tr>
<tr>
<td>American Indian/Alaska Native</td>
<td>275.6</td>
<td>156.4</td>
<td>0.57</td>
<td>231.4</td>
<td>112.5</td>
<td>0.49</td>
</tr>
<tr>
<td>Asian or Pacific Islander</td>
<td>377.9</td>
<td>146.3</td>
<td>0.39</td>
<td>297.4</td>
<td>99.1</td>
<td>0.33</td>
</tr>
<tr>
<td>Black</td>
<td>677.5</td>
<td>334.5</td>
<td>0.49</td>
<td>398.5</td>
<td>193.3</td>
<td>0.49</td>
</tr>
<tr>
<td>White</td>
<td>555.2</td>
<td>240.5</td>
<td>0.43</td>
<td>427.2</td>
<td>163.7</td>
<td>0.38</td>
</tr>
<tr>
<td>Hispanic</td>
<td>417.4</td>
<td>168.4</td>
<td>0.40</td>
<td>309.0</td>
<td>109.1</td>
<td>0.35</td>
</tr>
</tbody>
</table>

*Incidence data from SEER 13 areas (San Francisco, Connecticut, Detroit, Hawaii, Iowa, New Mexico, Seattle, Utah, Atlanta, San Jose-Monterey, Los Angeles, Alaska Native Registry, and Rural Georgia). Mortality data are from the NCHS public use data file for the total U.S.

**Notes:**
- Rates are per 100,000 and age-adjusted to the 2000 U.S. standard population (19 age groups—Census P25-1103).
- Hispanic is not mutually exclusive from Whites, Blacks, Asian/Pacific Islanders, and American Indians/Alaska Natives. Incidence data for Hispanics are based on NAACCR Hisnc Identification Algorithm (NHI) and exclude cases from Hawaii, Seattle, and Alaska Native Registry. Mortality data for Hispanics exclude deaths from Maine, Massachusetts, New Hampshire, and North Dakota.


---

**Figure 61-1.** Annual age-adjusted cancer incidence rates* among males and females for selected cancers, United States, 1930–2002.

* Rates are age-adjusted to the 2000 U.S. standard population and adjusted for delays in reporting with the exception of melanoma.
the concept that increasing screening and improved therapies are contributing more to the declining mortality. A report evaluating the reduction of breast cancer mortality in the United States from 1975 to 2000 concluded that both screening mammography and treatment primarily contributed to the reduction.

Comparing 1983–1985 with 1995–2001 newly diagnosed cancer patients, 5-year relative survival rates have increased from 53% to 65% for all races across all cancer sites in the United States.

Temporal trends in survival from cancer in children are most encouraging. From 1974 to 2001, five-year survival rates in children under age 15 increased for all sites. From 1995 to 2001, five-year survival rates were 86% for acute lymphocytic leukemia, 52% for acute
myeloid leukemia, 73% for brain and other nervous system, 86% for non-Hodgkin’s lymphoma, 95% for Hodgkin’s disease, 73% for sarcomas of the bone, 92% for Wilms’ tumor, and 79% for all cancer sites combined.4,6 There has been little change in the incidence of these neoplasms in children, thus reductions in mortality have resulted in prolonged survival due primarily to improved therapy.

**Etiology and primary prevention**

**Criteria for Causality**

Primary cancer prevention is prevention of the initial development of a neoplasm or its precursor. This can be accomplished only if one or more causes of the neoplasm are known, and it is achieved by reducing or preventing exposure to the causative agent or enhancing exposure to the protective agent. A harmful agent is considered causal if reducing or removing a population’s exposure to it results in a decrease in the amount of disease occurring in that population; a protective agent is considered truly beneficial if increasing or expanding a population’s exposure to it results in a decrease in the amount of disease occurring in that population.

To determine whether an agent is a cause of a particular disease in humans, information from all relevant studies must be assessed critically. In making such an assessment, evidence for causality is strengthened if the criteria listed in Chap. 2 are met. Additional criteria include evidence that risk is reduced following a reduction in exposure. Attempts to determine whether an agent is carcinogenic in humans must often be made without information on all of these criteria; yet assessment of whatever evidence is available must frequently be made. Investigators must examine existing evidence to identify additional questions that should be addressed by further studies, physicians must assess available evidence to be able to give their patients adequate advice, and public officials must assess the evidence to determine needs for laws and regulations to limit exposure. Each must weigh the evidence for a causal relationship and consider the consequences of falsely implicating a substance as being carcinogenic when it is not and of failing to identify as carcinogenic a substance that is. All must also be willing to alter their opinions as results of additional investigations become available. Errors of judgment can be minimized by a clear understanding of basic epidemiologic principles and by careful examination of available evidence using the above-referenced criteria for assessing causality.

**General etiological considerations**

At the level of the cell, cancer is a genetic disease. The development of a cancer appears to involve a multistep accumulation of genetic damage, leading eventually to the development of an abnormal clone of cells with a selective advantage over normal cells, and finally to an incipient tumor that acquires the ability to invade surrounding tissue.14 The molecular epidemiology of cancer involves the use of molecular techniques in epidemiologic studies to provide new insights.7 For each organ site, a tumor is the end result of multiple genetic aberrations that may be caused by multiple agents, and the same endpoint may be reached via different pathways. As a result, multiple risk factors are observed for all cancers, and only a small proportion of individuals who are exposed to most known carcinogens develop cancer. For example, a factor may increase cancer risk if it contributes directly to DNA damage, alters the ability of the cell to recognize or repair damage, inhibits apoptosis, encourages cell proliferation, enhances vascularization of the incipient tumor, or otherwise confers a selective advantage to that clone of cells. Similarly, agents that inhibit tumor development might act by reducing epithelial absorption of carcinogens, inhibiting the enzymatic activation of procarcinogens, enhancing the metabolic destruction of carcinoogenic agents, promoting DNA repair, or causing cell differentiation or apoptosis and thereby reducing the number of stem and intermediate cells susceptible to the effects of carcinogens.

Most of the genes in which mutations appear to play a mechanistic role in carcinogenesis are categorized as either oncogenes or tumor suppressor genes, or are involved directly in DNA repair. Most identified oncogenes are mutated forms of genes (proto-oncogenes) that code for proteins involved in signal transduction, the regulation of gene expression, or growth-regulating mechanisms such as growth factors or growth factor receptors; overexpression of these genes results in enhanced cell proliferation. Most known tumor suppressor functions as negative regulators of cell proliferation. The tumor suppressor gene p53, for example, is mutated in a majority of epithelial tumors. Other contributors to the carcinogenic process probably include genes affecting angiogenesis, metastasis, and other components of the process such as the ability to evade or disable the immune response.

The latent period between exposure to some agent and the development of a neoplasm is dependent in part on the mechanism by which the agent operates. For example, mesothelioma follows exposure to asbestos only decades after exposure; the same is true of breast cancers following radiation to the chest, suggesting that these agents act early in the carcinogenic process. On the other hand, endometrial cancers can occur within two years of exposure to exogenous estrogens, suggesting a late-stage effect of these hormones. Reticulum cell sarcomas have developed within just months of exposure to immunosuppressive drugs in persons with renal transplants. A single exposure may act at one or more points in the progression to neoplasia, and its mechanism of action may vary across cancer sites. For example, epidemiologic evidence suggests that tobacco acts early in the carcinogenesis of esophageal and gastric adenocarcinoma, late in pancreatic tumors, and at both early and late stages in lung tumors.

It must be emphasized, however, that a risk factor can represent a cause in the public health sense, as defined previously, whether or not its precise mode of action is known. For example, if we have only incomplete knowledge of the exact mechanisms by which tobacco smoke increases a smoker’s risk of lung cancer. For the purpose of primary prevention, however, the mechanisms of action are unimportant. Cessation of smoking will significantly reduce the incidence of lung cancer, and that is what we need to know to take preventive action. Some of the known causes of various cancers are described below.

**Tobacco**

Tobacco use is the single largest preventable cause of cancer (and other disease) and premature death in the United States.18 Use of tobacco is responsible for about 21% of all cancer deaths worldwide, which is more than all other known causes of cancer combined.19 Tobacco increases the risk of cancers of the lung, oral and nasal cavities, esophagus, stomach, liver, pancreas, kidney, bladder, cervix, and myeloid leukemia.18,21 Table 61–4 shows the estimated proportion of cases that would be prevented in the absence of tobacco use (the population-attributable risk percent), and the estimated annual number of deaths worldwide and in the United States attributable to tobacco.18,19 Population-attributable risks for tobacco are dependent on the proportion of people in the population who use tobacco, the relative risk of the particular cancer in users of tobacco, and the presence of other causes of the cancers of interest in the population. Estimates of population-attributable risks thus vary among populations, and the values for the United States are different from values for other parts of the world. Overall, these estimates outline the importance of cancer prevention through eliminating smoking in populations. Cigarette smoking is responsible for most cancers of the oral cavity, esophagus, and bladder; and it is a cause of kidney, pancreatic, cervical, and stomach cancers along with acute myeloid leukemia.22,23 In addition to the major cancer sites mentioned above for which the associations with tobacco are well established, a growing body of evidence implicates cigarette smoking as a contributor to the risk of colon and rectal cancers.24 There is little or no evidence of an association with cutaneous melanoma and conflicting evidence for prostate cancer.
Many of these estimates are based on studies of individuals who smoked cigarettes that were popular decades ago. Risks in comparable smokers of filter and low-tar products may be lower but still appreciable. Furthermore, the number of puffs per cigarette and the number of cigarettes smoked per hour are inversely proportional to the amount of nicotine in the tobacco. Low levels of nicotine therefore result in an increased exposure to carcinogens in tobacco smoke. There is no safe cigarette.

Risks of a variety of neoplasms are also increased in users of other forms of tobacco. Compared to nonsmokers, risk in pipe and cigar smokers is approximately doubled for lung cancer, increased fourfold for cancer of the larynx, and doubled or tripled for neoplasms of the esophagus, oral cavity, pharynx, and bladder. Pipe smoking approximately triples one’s risk of lip cancer, and chewing tobacco or using snuff results in a fourfold increase in the risk of oral cancer.26 Secondhand smoke and environmental tobacco smoke also significantly increase the risk of lung cancer.26 Secondhand smoke contains more than 50 carcinogens and there is no risk-free level of exposure. Thus, passive smoking may account for the majority of the lung cancer not due to smoking, residential radon, or industrial exposures. The 2006 Surgeon General’s report found that millions of Americans are still exposed to secondhand smoke in their homes and workplaces despite substantial progress in tobacco control.26 Secondhand smoke also causes premature death and disease in children and adults who do not smoke.26 Separating nonsmokers from smokers, ventilating buildings, and cleaning air cannot eliminate exposure to nonsmokers; only eliminating smoking in indoor spaces will do so.

**Alcohol**

The risk of several human neoplasms is clearly associated with alcohol consumption, especially for cancer of the liver, oral cavity, esophagus, and breast.28-37 Risk of hepatocellular carcinomas is increased in heavy drinkers, but the extent to which this is due to the unusually high prevalence of hepatitis B and C in alcoholics is unknown. These tumors tend to develop in alcoholics with macronodular cirrhosis, probably as a result of the rapid regeneration of liver cells in such individuals. If alcohol is a cause of liver cancer, it is an uncommon complication of its use, because these tumors are rare in countries such as the United States where exposure to alcohol is common.

Cancer risk is typically increased only in those tissues that come in direct contact with undigested alcohol. Risk is thus increased for squamous cell carcinomas of the mouth (buccal cavity and pharynx), esophagus, and supraglottic larynx, but not, for example, of the lung or bladder. Esophageal, oral, and laryngeal squamous cell cancers are all also related to smoking, and most studies show the effect of smoking on the risk of these tumors to be greater in drinkers than in nondrinkers. Alcohol thus appears to modify the carcinogenic effect of tobacco smoke. It is not known whether alcohol use increases risk of these neoplasms in the absence of tobacco smoke or other carcinogens.28 The effect of alcohol on these neoplasms may also be greater in individuals with marginal nutritional status than in better nourished individuals. In the United States, alcohol and tobacco account for about 80% of the cancers.

**Adenocarcinomas**

of the lower esophagus, gastroesophageal junction, and gastric cardia have also been consistently associated with alcohol use, but the relationship is not as strong as for the squamous cell carcinomas of the upper aerodigestive tract. Risks of cancer of the distal stomach, pancreas, colon, and rectum have not been consistently related to alcohol use, but observed associations between beer and rectal cancers and between heavy drinking and pancreatic cancer warrant further study. An association between alcohol intake and breast cancer has been observed in multiple investigations, even after controlling for known risk factors for breast cancer; while this relationship is not well understood, a recent consensus group suggests that 4–9% of breast cancers may be caused by alcohol consumption.29 Approximately 5% of all cancer deaths worldwide and 4% of cancer deaths in the United States can be attributed to alcohol use.19 Most alcohol-related neoplasms develop as a result of smoking as well as drinking, and cessation of smoking would have nearly the same impact on the occurrence of these neoplasms as cessation of drinking.

### Industrial Exposures

In 1972, the IARC in Lyon, France, initiated a series of monographs on the evaluation of carcinogenic risks to humans. As of 2006, 88 multidisciplinary committees of experts have reviewed the published literature on approximately 900 suspect chemicals, industrial processes, drugs, radiation exposures, and infectious agents and classified them as to their likely carcinogenicity in animals and humans. Of the over 800 chemical and industrial processes evaluated, the available evidence was considered sufficient to clarify 19 agents and groups of agents, 6 mixtures, and 13 industrial processes with exposure circumstances as carcinogenic to humans (Group 1).29-30 These, and the neoplasms most strongly and consistently associated with them, are shown in Table 61.5. Over 50 other chemicals, mixtures, and exposure circumstances were judged to be probably carcinogenic to humans (Group 2A); over 200 others were considered possibly carcinogenic to humans (Group 2B). The remaining chemicals, mixtures, and exposure circumstances were considered not classifiable as to their carcinogenicity to humans (Group 3). Estimates of the global burden of occupational cancer are in the 2–4% range.40-42

### Environmental Pollution

The evidence that the agents shown in Table 61.5 are carcinogenic in humans comes from studies of relatively high exposure in the workplace. Exposures outside the workplace to most of these agents are sufficiently rare or at such low levels as to be of little importance. However, there are a few exceptions to this that included indoor exposure

**TABLE 61-4. CANCER DEATHS ATTRIBUTABLE TO SMOKING: WORLDWIDE AND U.S. ESTIMATES**

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Lung and bronchus</td>
<td>70</td>
<td>856,000</td>
<td>86</td>
<td>139,716</td>
</tr>
<tr>
<td>Oral cavity</td>
<td>42</td>
<td>131,000</td>
<td>71</td>
<td>5,273</td>
</tr>
<tr>
<td>Esophagus</td>
<td>42</td>
<td>184,000</td>
<td>71</td>
<td>9,777</td>
</tr>
<tr>
<td>Bladder</td>
<td>28</td>
<td>48,000</td>
<td>41</td>
<td>5,355</td>
</tr>
<tr>
<td>Pancreas</td>
<td>22</td>
<td>50,000</td>
<td>30</td>
<td>9,690</td>
</tr>
<tr>
<td>Liver</td>
<td>14</td>
<td>85,000</td>
<td>29</td>
<td>4,698</td>
</tr>
<tr>
<td>Stomach</td>
<td>13</td>
<td>111,000</td>
<td>25</td>
<td>2,858</td>
</tr>
<tr>
<td>Leukemia</td>
<td>9</td>
<td>23,000</td>
<td>17</td>
<td>3,788</td>
</tr>
<tr>
<td>Cervical, uterus</td>
<td>2</td>
<td>6,000</td>
<td>11</td>
<td>407</td>
</tr>
<tr>
<td>All Cancer</td>
<td>21</td>
<td>1,493,000</td>
<td>29</td>
<td>81,963</td>
</tr>
</tbody>
</table>

1Estimated smoking population attributable fraction and worldwide death rates based on Danaei et al., 2005.19

2Based on 2006 death rates estimated by the American Cancer Society (Jemal et al., 2006).19
### TABLE 61-5. OCCUPATIONAL CAUSES OF CANCER

<table>
<thead>
<tr>
<th>Specific Exposures</th>
<th>Site or Tumor Type</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Agents and Groups of Agents</strong></td>
<td></td>
</tr>
<tr>
<td>4-Aminobiphenyl</td>
<td>Bladder</td>
</tr>
<tr>
<td>Arsenic and arsenic compounds</td>
<td>Lung, skin</td>
</tr>
<tr>
<td>Asbestos</td>
<td>Lung, mesothelioma</td>
</tr>
<tr>
<td>Benzene</td>
<td>Leukemia</td>
</tr>
<tr>
<td>Benzidine</td>
<td>Bladder</td>
</tr>
<tr>
<td>Beryllium and beryllium compounds</td>
<td>Lung</td>
</tr>
<tr>
<td>Bis (chloromethyl) ether and chloromethyl methyl ether</td>
<td>Lung</td>
</tr>
<tr>
<td>Cadmium and cadmium compounds</td>
<td>Lung</td>
</tr>
<tr>
<td>Chromium compounds</td>
<td>Lung, sinonasal</td>
</tr>
<tr>
<td>Erionite</td>
<td>Mesothelioma, lung, lymphoma</td>
</tr>
<tr>
<td>Ethylene oxide</td>
<td>Leukemia, lymphoma</td>
</tr>
<tr>
<td>Formaldehyde</td>
<td>Nasopharynx</td>
</tr>
<tr>
<td>Mustard gas (sulphur mustard)</td>
<td>Lung, larynx</td>
</tr>
<tr>
<td>2-Naphthylamine</td>
<td>Bladder</td>
</tr>
<tr>
<td>Nickel and nickel compounds</td>
<td>Sinonasal, lung</td>
</tr>
<tr>
<td>Silica, crystalline</td>
<td>Lung</td>
</tr>
<tr>
<td>Talc containing asbestiform fibers</td>
<td>Lung</td>
</tr>
<tr>
<td>2,3,7,8-Tetrachlorodibenzo-p-dioxin</td>
<td>All-cancer mortality</td>
</tr>
<tr>
<td>Vinyl chloride</td>
<td>Liver, lung, brain, leukemia, lymphoma</td>
</tr>
<tr>
<td><strong>Mixtures</strong></td>
<td></td>
</tr>
<tr>
<td>Coal tar pitches</td>
<td>Skin, lung, bladder</td>
</tr>
<tr>
<td>Coal tars</td>
<td>Skin</td>
</tr>
<tr>
<td>Mineral oils, untreated and mildly treated</td>
<td>Skin</td>
</tr>
<tr>
<td>Shale oils</td>
<td>Skin</td>
</tr>
<tr>
<td>Soots</td>
<td>Skin, lung</td>
</tr>
<tr>
<td>Wood dust</td>
<td>Sinonasal</td>
</tr>
<tr>
<td><strong>Industrial Processes with Exposure Circumstances</strong></td>
<td></td>
</tr>
<tr>
<td>Aluminum production</td>
<td>Lung, bladder, lymphosarcomas and reticulosarcomas</td>
</tr>
<tr>
<td>Manufacture of auramine</td>
<td>Bladder</td>
</tr>
<tr>
<td>Boot and shoe manufacture and repair</td>
<td>Nose, bladder</td>
</tr>
<tr>
<td>Coal gasification</td>
<td>Lung, bladder, skin</td>
</tr>
<tr>
<td>Coke production</td>
<td>Lung, bladder, skin</td>
</tr>
<tr>
<td>Furniture and cabinetmaking</td>
<td>Nose, lung</td>
</tr>
<tr>
<td>Hematite mining, underground, with exposure to radon</td>
<td>Lung, larynx, nasal sinuses</td>
</tr>
<tr>
<td>Occupational exposure to strong— inorganic—acid mists containing sulfuric acid</td>
<td></td>
</tr>
<tr>
<td>Iron and steel founding</td>
<td>Lung</td>
</tr>
<tr>
<td>Isopropyl alcohol manufacture, strong acid process</td>
<td>Nasal sinus</td>
</tr>
<tr>
<td>Manufacture of magenta</td>
<td>Bladder</td>
</tr>
<tr>
<td>Painters</td>
<td>Lung, larynx, esophagus, stomach, bladder, leukemia, lymphoma</td>
</tr>
<tr>
<td>Rubber industry</td>
<td>Bladder, leukemia, lymphoma</td>
</tr>
</tbody>
</table>

as a risk factor for lung cancer. A recent report estimates 5% of lung cancers worldwide are attributable to urban air pollution with this risk rising to 7% in low and middle income countries.25

**Ionizing Radiation**

Ionizing radiation can cause a variety of human neoplasms.46 Most of the evidence for this comes from studies that followed individuals exposed to moderate or high doses from nuclear explosions, medical treatments, and occupational sources. Exposures have been both external and internal. IARC has identified radionuclides (plutonium-239, radium-224, radium-226, radium-228, radon-222, and thorium-232) and their decay products as well as phosphorus-32, radioiodines, α-particle-emitting radionuclides, and β-particle-emitting radionuclides, in addition to x- and gamma (γ)-radiation, and neutrons, as carcinogenic to humans.46,47 All humans are exposed to natural radiation. Primary sources of natural radiation include inhalation (mainly radon gas), ingestion, cosmic rays, and terrestrial gamma rays.48 Approximately half of all ionizing radiation received by individuals in the United States comes from natural background sources. Radium is found in soil where it decays to a radioactive gas, radon-222, which can seep into houses and accumulate under conditions of poor ventilation. Overall, radon gas is the greatest contributor to natural radiation exposure, accounting for about 50% of the total average annual effective dose. Radon-222 progeny, primarily plutonium-218 and plutonium-214, are the likely cause of lung cancer in uranium miners, and with recent data it is felt that residential radon-222 progeny contribute appreciably to the population’s lung cancer burden.49,50 It has been estimated that 18,600 lung cancer deaths per year are attributable to residential radon progeny in the United States alone.51 Man-made sources of radiation also exist and include medical uses of radiation, atmospheric nuclear testing, nuclear power production, and occupation activities. In developed countries, medical uses of radiation are the largest source of man-made exposure and, on average, amount to about 50% of the 240 mrem global average level of natural exposure.46

Studies of individuals who have received total body radiation from external sources have shown that some organs are more susceptible to the carcinogenic effects of radiation than others. In the atomic bomb survivors in Japan, there were large increases in rates of carcinomas of the anatomically exposed thyroid and mammary glands and of leukemias arising from the highly susceptible cells of the bone marrow; lesser increases in rates of lymphomas and carcinomas of the stomach, esophagus, and bladder were observed; and risks of cancer at other sites were either not altered or the increases were too small to measure with certainty. Risk of leukemia was also increased in early radiologists who took few precautions to reduce their general exposure to radiation and probably also in individuals exposed in utero to x-rays from pelvimetry.

Cancer survivorship has been increasing to where cancer survivors now constitute 3.5% of the U.S. population. This is a high-risk group for second cancers, which now account for 16% of all cancer incidence (excluding nonmelanotic skin cancers).52 These second cancers represent a serious side effect of treatment with radiation and chemotherapy. Most types of cancer can be caused by exposure to ionizing radiation.53

External sources of radiation directed at specific sites have resulted in a variety of neoplasms. Breast cancer was induced in women treated with x-rays for a variety of benign breast conditions and in women who received multiple fluoroscopies of the chest in conjunction with pneumothorax treatment of tuberculosis. Individuals treated with x-rays for ankylosing spondylitis have had increased rates of leukemia and lung cancer and, like the atomic bomb survivors, lesser increases in rates of lymphomas and cancers of the stomach and esophagus. An increased risk of lung cancer has been observed in women who received radiation following mastectomy for breast cancer and radiotherapy for Hodgkin’s disease. A strongly elevated risk for breast cancer has been seen after radiotherapy for Hodgkin’s disease. Children treated with x-rays for tinea capitis and enlarged thymus have developed leukemia and neoplasms of the...
Salivary and thyroid glands. Those treated for an enlarged thymus have also had an increased risk of leukemia, and those with thymus developed more brain tumors than expected.

Internal exposures to radiation have likewise resulted in increased risks of cancer at specific sites. Inhalation of radioactive dust contributed to the increased rates of lung cancer in the atomic bomb survivors, and inhalation of radon and its decay products resulted in elevated rates of lung cancer in miners of uranium, iron, and fluor spar. Radium inadvertently swallowed by radium-dial watch painters and administrators for treatment of a form of leukemia associated with radium exposure has been concentrated in osseous tissues and caused high rates of bone cancers. Individuals exposed to iodine-131 (I-131) in fallout from a hydrogen bomb test and in emissions from the nuclear power plant accident at Chernobyl subsequently had increased rates of thyroid cancer. The radiopaque contrast material thorotrast that was used to x-ray the liver has resulted in hepatic cancers, as well as leukemias and lung carcinomas. Women receiving cervical radium implants and other forms of pelvic radiation for a variety of gynecological conditions have had increased rates of cancers of the rectum, vagina, vulva, ovary, and bladder, as well as leukemia. The results of most studies show a linear increase in risk of neoplasms with the amount of radiation received over a wide range of observed doses, with a possible decrease in the slope of the dose-response curve at very high levels of exposure (perhaps due to cell killing). These observations are based primarily on studies of individuals who received from tens to hundreds of rads. Doses commonly received today are orders of magnitude lower, and it is uncertain whether the dose-response curve should be linearly extrapolated to these low levels to provide an estimate of the associated risk. There may be a threshold level below which radiation does not induce neoplasms, perhaps because mechanisms of DNA repair are adequate. If so, linear extrapolation would yield estimates of risk to low levels of radiation that are too high. Conversely, chronic exposure to low levels of radiation might be more carcinogenic, rad for rad, than acute exposure at a higher dose. If so, linear extrapolations would underestimate the risk of low doses. Since there is little evidence for the latter possibility, most authorities believe that it is reasonable, as well as prudent, to assume a linear, nonthreshold dose-response relationship.

Nonionizing Radiation
Nonionizing radiation, in contrast to ionizing radiation, is electromagnetic radiation that does not have sufficient energy to remove electrons from an ion (charged particle). Nonionizing radiation includes ultraviolet (UV) radiation, visible light, infrared, and microwave and radio frequencies. Among these the major carcinogen is UV radiation which comes from the sun or artificial sources such as tanning beds or booths.

UV Radiation. Sunlight is definitely a cause of nonmelanoma skin cancers (squamous and basal cell carcinomas), as evidenced by the observations that these tumors tend to occur on exposed parts of the body, risk increases with the amount of sun exposure, and incidence rates are greater in light-skinned than in dark-skinned individuals. However, these skin cancers are rarely deadly, and routine data on nonmelanoma skin cancer are not collected by cancer registries in the United States. The American Cancer Society estimates over one million cases of basal cell and squamous cell skin cancer in the United States in 2006. The relationship of cutaneous malignant melanomas to sunlight is more complicated. Various types of sun exposure have been reported to be associated with melanoma, ranging from severe sunburn occupational activities, vacation sun exposure, beach activities, other recreational activities, cumulative or chronic sun exposure, and early migration to sunny places. Incidence rates for cutaneous melanoma are highest in individuals with little natural skin pigmentation, often with intermittent sun exposure such as sunburns or sunny vacations. Investigation of migrants to Australia provided evidence that sun exposure at an early age or long-term exposure may be of particular importance. Early UV exposure is of concern with the expanding popularity of tanning beds and booths. Current evidence suggests an increase in melanoma risk among tanning bed users. Modern tanning bed units have UV levels comparable to tropical sunlight and irradiate almost 100% of the skin, which is assumed to be 2–10 times more skin surface area than sunlight exposure. Incidence rates may increase as younger populations expose more of their bodies to such units. In the white U.S. population, incidence rates of melanomas of the skin have dramatically increased over the last few decades, due in part to changes in diagnostic criteria and enhanced awareness of the importance of early evaluation of melanocytic lesions. Melanoma increases with age (the mean age at diagnosis is about 57). While the relationship between cutaneous melanoma and specific types of sun exposure is complex, the American Cancer Society estimates that nearly all skin cancers are related to UV radiation (even familial cancers that are likely related to genetic and UV radiation). Because nonmelanotic skin cancers are common and largely attributable to sun exposure, sunlight accounts for approximately 40% of all neoplasms. Sunlight accounts for less than 2% of cancer deaths, since these neoplasms are infrequently fatal. Since only cutaneous melanoma is routinely collected and reported by cancer registries, less than 2% of reported cancers appear to be due to UV radiation. All individuals, but especially those with light skin who burn easily, should be encouraged to avoid excessive direct exposure to intense sunlight and to use sunshades and sunscreens.

Electric and Magnetic Fields. Recent studies have focused public attention on the possible association between exposure to electric and magnetic fields (EMF), particularly from electric power lines and appliances, and risk of cancer. Based on methodological concerns and the lack of experimental evidence, no clear relationships between EMF and chronic disease have been established. However, an association is observed most consistently in studies of childhood leukemia in relation to postnatal exposures above 0.4 microT. Study of EMF is made particularly difficult by our inability to identify and accurately measure the relevant exposure. A number of reviews of the subject have been published.

Sex Hormones and Reproductive Factors
Sex Hormones. Sex steroid hormones have been associated with an increased risk of most reproductive cancers, including breast, endometrium, ovary, cervix, prostate, and testis. This section will evaluate endogenous and exogenous hormonal risks as well as other reproductive factors, many of which also are linked indirectly to potential hormonal alterations.

In evaluating the effects of exogenous female sex hormones on the risk of neoplasms in women, it is important to categorize these substances according to their estrogenic or progestogenic pharmacological effect. At one end of the spectrum are the pure progesterational agents, such as depot-medroxyprogesterone acetate (DMPA), which is used as a long-acting injectable contraceptive in many countries and to treat malignant and benign proliferative disorders of the endometrium. Other progesterational contraceptives include the “mini-pill” which is an oral contraceptive (OC), the injectable contraceptive, norethindrone, and subcutaneous implants, such as Norplant. At the other end of the spectrum are the pure estrogen preparations. Between the two ends of the estrogen-progestin spectrum are the sequential OCs which contained only estrogen in pills taken for 2 weeks of a cycle followed by a weak progestin of short duration.
and which had a net estrogenic effect, and the more commonly used combined OCs with an estrogen and a progestin in each pill, and therefore a net pharmacological effect more progestational than the sequential pills. More recent products differ from these older formulations in dosage and in types of estrogens and progestins contained and are referred to as biphasic and triphasic OCs. These products were developed to reduce side effects of the monophasic OCs that administer the same estrogen/progestin dosage throughout the cycle. Because of the breakthrough bleeding side effect of the biphasic formulations, these are not widely used. Although the findings from studies linking these drugs to reproductive cancers that were conducted through the mid-1990s may not be applicable to the newer contraceptive agents, it would seem prudent to assume that they do until results of additional epidemiologic investigations provide evidence to the contrary. The most common are the conjugated “natural” estrogens (e.g., Premarin), used largely to treat or prevent symptoms and conditions associated with menopause, and the nonsteroidal synthetic estrogen, DES (diethylstilbestrol), to prevent early miscarriage. Those used during peri- and postmenopause to reduce menopausal side effects and osteoporosis include estrogen replacement therapy (ERT) and estrogen/progestin hormone replacement therapy (HRT), the most common of which is Prempro. More recent formulations have been marketed with reduced hormonal formulations yet having similar beneficial effects with fewer adverse side effects.

Although some studies, including a clinical trial, of breast cancer in women given DES for threatened abortion show no evidence of an increased risk of cancer, a larger investigation showed a 40% increase risk with a latency period of 20 years after DES exposure. The effect of combined OCs on risk of breast cancer has been evaluated in a number of large cohort and case-control studies as well as in meta-analyses and the risk is increased by about 25% in current users and declines to that of never users about 10 years after cessation of use. The relative risk estimate (RR) in women who ever used OCs was estimated to be 1.1. Tumors tended to be more localized in users than in nonusers, suggesting enhanced surveillance in recent and current users as an explanation for the increased risk. Even if the findings represent a causal phenomenon, use of OCs would result in few additional cases of breast cancer because most current and recent users of OCs are young women with a low background rate of this disease. However, among those who last used OCs less than 10 years ago, for greater than 5 years, the risk is increased approximately 13%. A combined analysis of two studies of DMPA and breast cancer similarly found an increase in risk in recent and current users of this progestational agent but no increase in risk after 5 years since last use, and an overall RR of 1.1 in women who had ever used this agent. Studies of breast cancer in relation to ERTs given at menopause have shown an increased risk in women particularly among those who are current users of ERTs for 5 years or longer (RR = 1.2–1.4). A collaborative reanalysis of 51 studies on this issue found that during or shortly after use, there was a RR of 1.02 for each year of use for those with 1–4 years of use, and 1.03 for those with more than five years of use. The addition of a progestin to the regimen increases the risk by an additional 10% over that of ERT users or a 40% greater risk than among never HRT users. Tamoxifen, which has antiestrogenic properties in the breast, and raloxifene, a selective estrogen receptor modulator, have been shown to reduce the risk of breast cancer in the contralateral estrogen receptor positive breast of a woman who receives these adjuvant therapies for primary breast cancer.

In regard to risk of breast cancer associated with endogenous sex steroid hormones, several studies have shown that risk is significantly elevated for women in the top quintile of total estradiol (RR = 1.9), or free estradiol (RR = 2.7) after adjustment for BMI and other risk factors. The risk of endometrial cancer is increased twofold or more in women who took sequential oral contraceptives and who were not monitored for endometrial hyperplasia or conditions, primarily as ERTs, also are at significantly greater risk of endometrial cancer. Tamoxifen, which is used as an adjuvant therapy for breast cancer, has an estrogenic effect on the uterus and has also been shown to increase the risk of endometrial cancer. To reduce the risk of endometrial cancer in users of drugs containing estrogens, a progestin is often included, either continuously with the estrogen or c cyclically for a specified number of days each month, and this has been shown to markedly reduce the risk of endometrial cancer to that of never users. Several case-control studies have shown an increased total and bioavailable estrogens and decreased plasma levels of sex hormone binding globulin in postmenopausal women who develop endometrial cancer as compared to healthy controls. In premenopausal women, one epidemiologic study showed a decrease in total and bioavailable estradiol. It has further been suggested that in this group of women it is lower progesterone rather than higher estrogen that increases the risk of premenopausal endometrial cancer. Additional evidence of the effects of endogenous hormones on cancer development comes from the increased risk in polycystic ovarian syndrome, a disease that is characterized by low progesterone levels in women who have normal estrogen levels. In both pre- and postmenopausal women, obesity and chronic hyperinsulinemia are associated with changes in total and bioavailable sex steroid levels, especially estrogen. In sum, there are few if any studies that have used a prospective design to directly examine endogenous hormonal levels well in advance of malignancy.

Risk of epithelial ovarian cancer in women who have ever used combined OCs is approximately 50% of that of never users, and the risk decreases with duration of use. A further reduction in risk is seen in the progesterone-only OCs. The benefit of either type of OC persists 10-20 years after use has been discontinued. The benefit includes women with a family history of ovarian cancer and those with a mutation in the BRCA1 or BRCA2 gene. Furthermore, the reduced risk is similar in parous and nulliparous women without known infertility. A single study has shown no effect of DMPA on risk of ovarian cancer, thus the association is unclear to date. Several large case-control studies have shown an increased risk of ovarian cancer among either ERT (RR = 1.6) or HRT (RR = 1.2) as well as a significant duration effect (RR = 1.3–1.8). In contrast, the Breast Cancer Detection Demonstration Project cohort follow-up study showed no increased risk with either ever or duration in HRT use of four years or more, whereas risk was elevated in ERT users (RR = 1.8–3.2). Studies of endogenous hormones associated with ovarian cancer are limited and rely on indirect evidence such as the protective effects of pregnancies and OC use which suppress pituitary gonadotropin secretion and increased risk among women with polycystic ovarian syndrome, who are known to have elevated circulating lutinizing hormones (LH). However, these findings are contradicted by the lack of an increase in risk among those with an early age at menopause and with twin pregnancies, both of which are associated with an increase in gonadotropin levels; in the lack of an increase in ovarian cancer after menopause which is associated with increasing LH and follicle stimulating hormone; and in the increased risk with ERT use and obesity. Research also has shown a lack of association between circulating androgens and ovarian cancer risk in postmenopausal women, but an increased risk is seen with androstenedione and dehydroepiandrosterone in premenopausal women. Despite the link between insulin and insulin-like growth hormones (IGF-I) receptor and activation of intracellular signaling pathways and its effects on metabolism of other hormones, studies to date do not support its involvement with ovarian cancer. Likewise, IGF-I, which has been associated with increased risk of other reproductive cancers, breast and prostate, did not show evidence of an association in the only epidemiologic investigation of risk based on prediagnostic data to date. In summary, although evidence is accumulating regarding endogenous hormones associated with ovarian cancer, additional investigations particularly among prospective study designs are required.
Studies of cervical cancer and menopausal estrogens have not been conducted. Most studies of OCs and invasive cervical cancer have shown an increased risk with greater than 5 years duration of use compared to never users. OCs provide hormonal conditions favorable to the persistence of HPV infection or transformation of infected cells. Studies of HRTs and risk of cervical cancer are limited but suggest an increased risk in users (RR = 2.3–2.7) and with increasing duration in use.93,94

Combined OCs have clearly been shown to cause benign hepatic cell adenomas and focal nodular hyperplasia. These are highly vascular tumors that can rupture, bleed into the peritoneal cavity, and cause death. Fortunately, they are a rare complication of OC use, occurring at a rate of less than 3 per 100,000 women-years in women under 30 years of age. Case-control studies conducted in developed countries and case-reports that primary hepatocellular carcinomas are also rare complications of OC use.93 Some of these studies, plus investigations conducted largely in developing countries, provided evidence that this adverse effect is not mediated by enhancing the influence of other factors such as hepatitis B or C on risk.

DES was prescribed between 1938 and 1971 to treat up to 5 million women in the United States for threatened abortion. Approximately 80% of the female offspring exposed to DES in utero have been found to have glandular epithelium resembling that of the endometrium, and presumably of Müllerian origin, in the vagina or cervix. This is referred to as adenos. A small portion of women with this condition have developed clear cell adenocarcinomas of the vagina or (less frequently) the cervix in their teens or twenties especially if their mother took DES early in pregnancy.97 The risk of clear cell carcinoma is between 1.4/1000 and 1/10,000 among exposed women.97 This represents a high proportion of neoplasms in this age group, including virtually all vaginal cancers. Women exposed in utero to DES with vaginal or cervical adenos should be followed carefully for the development of clear cell carcinoma. Males exposed in utero to DES are at increased risk of cryptorchidism, which is a significant risk factor for testicular cancer. However, only one study has shown a nonsignificant threefold increased risk of testicular cancer among males with prenatal DES exposure. These neoplasms represent the first documented instances of transplacental carcinogenesis in humans. In some countries, DES has been used as a “morning after” pill to prevent pregnancy or to treat menopausal symptoms. These findings suggest that precautions must be exercised not to give DES to women who may be pregnant.

Colorectal cancer risk has been shown to be protected among OC ever or new users (RR = 0.4–0.7) compared to never users93 as well as in HRT current or ever users (RR = 0.3–0.5).97 Case-control, cohort studies, and a meta-analysis have failed to confirm earlier reports that risk of malignant melanoma is increased by use of OCs.96 Compared to never users, those who used OCs for greater than 1 year showed no excess risk (RR = 0.82–1.15), nor for duration, age first used, recency, or latency effects.98 Isolated reports of associations between OCs and pituitary adenomas, choriocarcinomas, gallbladder carcinomas, and thyroid tumors have also appeared, but these observations have not been convincingly confirmed by epidemiological investigations.96

Both prostate and testicular cancers in males have been associated with endogenous sex hormones with the primary hypothesis that androgens are causally related to prostate cancer etiology. Although there have been a number of studies that have investigated the role of androgens, few have had an adequate sample size, serum taken prior to cancer development and diagnosis, or controlled for confounding, especially age-related, known changes in serum hormone levels that may not reflect current cancer risk. In the one prospective study that addressed these issues, the Physicians’ Health Study showed that risk of prostate cancer was greater with increasing testosterone quartile levels (RR = 1.0–2.4), and decreased with increasing sex hormone binding globulin (RR = 1.0–0.4) and estradiol regardless of comparative quartile level (RR = 0.5).99 Testicular cancer has been hypothesized to be associated with increased hormonal exposure levels of androgens and in the belief that excess estrogen or insufficient androgens lead to testicular cancer. Maternal exogenous estrogen use during pregnancy has been associated with both cryptorchidism, a significant risk factor for testicular cancer, and subsequent development of testicular cancer in offspring. Risk is greater in male offspring of women having their first child as compared to multiparous women, consistent with plasma estrogen levels which are noted to be higher in primiparous women.100 Although it has been suggested that maternal exposure to DES leads to increased testicular cancer risk, there is insufficient evidence to support this claim.101 Among the testicular cancer risk factors, it appears that late age at puberty is linked to a significant decrease (~50%) in risk of testicular cancer, supporting a hormonal influence in its etiology.102,103

Reproductive Factors. Among women, nulliparity is associated with an increased risk of cancers of the endometrium, ovary, and breast. Risk of ovarian and endometrial cancers decreases with increasing number of pregnancies, whereas pregnancies beyond the first have a lesser protective effect against breast cancer. Risk of breast cancer increases strongly with age at first full-term birth, in contrast to risk of ovarian cancer which actually decreases with increasing age at first birth.104–107 Late age at last birth has been associated with a significant reduction in risk independent of parity for endometrial cancer.108 Earlier age at menarche and late age at menopause are associated with an increased risk of cancers of the breast and endometrium, but not the ovary. Lactation, which suppresses ovarian function, has been inconsistently associated with increasing the risk of breast cancer. The benefit of lactation occurs due to ovulation suppression which is maximal soon after delivery, and short-term lactation appears to have only a small protective effect against ovarian cancer, whereas prolonged lactation seems to confer little additional benefit. Risk of endometrial cancer may be inversely related to duration of lactation, but the effect also is short term, thus there is little or no protection in the postmenopausal years when most endometrial cancers occur. Induced abortion may enhance risk of breast cancer, but studies to date have yielded inconsistent findings. In regard to infertility independent from nulliparity, most studies report an increased risk of epithelial ovarian cancer.109 Although the mechanism is not understood, several studies have shown endometriosis to increase the risk of ovarian cancer, and the risk is further increased among those with ovarian endometriosis.109,110 Although somewhat less clear, most studies have shown that use of fertility agents is not associated with an increased risk of ovarian cancer.111 Tubal ligation confers a 10–80% reduction in ovarian cancer risk regardless of parity and including prospective studies that reduce a potential detection bias of case-control evaluations.112–114

Mechanisms for the associations with parity and lactation are not fully understood, but likely involve endogenous pituitary and ovarian hormones. The development of epithelial ovarian tumors is believed to be promoted by gonadotropin stimulation and reduced by suppression of gonadotropins during pregnancy and lactation. Nulliparous women are on average less fertile than parous women and have more anovulatory menstrual cycles, hence more constant production of estrogens without cyclic progesterone each month. The relative excess of unopposed estrogens is believed to promote endometrial tumor development. Although several mechanisms for the relationship of breast cancer to age at birth of first child have been proposed, none appears adequate. Studies of the endocrinological events associated with childbearing and other endocrinological studies in women at varying risks of cancers of endocrine target organs continue to be conducted to explain the mechanisms by which factors related to childbearing alter risk.

Infectious Agents
Significant knowledge has accumulated over the past several decades about the molecular biology of cell transformation by oncogenic DNA and RNA viruses. The evidence is based on the ability of these viruses to modify gene expression in the host cell leading to a better understanding of how these infectious agents are related to the development of cancers. Among the DNA-related cancers in humans are EBV, hepatitis B and C (HBV and HCV), and HPV.
Among the DNA viruses, EBV, a herpes virus, has been etiologically associated with Burkitt’s lymphoma (BL), nasopharyngeal carcinomas (NPC), and Hodgkin’s disease. The EBV genome establishes a latent infection in B lymphocytes and is believed to be present when these lymphocytes replicate. In healthy individuals, cytotoxic T-cell responses against the latent viral proteins prevent uncontrolled replication of the virus in these B cells. This cancer, which is noted as especially aggressive, has the hallmark chromosomal translocation between 8 and 2, 14, or 22.10 Primary EBV is usually asymptomatic in humans and exists as a latent infection which is seroprevalent in over 90% of the adult population worldwide. Almost all individuals with BL or NPC have antibodies against EBV, compared with lower percentages in unaffected persons, and antibody titers are higher in the diseased cases. A cohort study has clearly shown that EBV infection precedes the development of African BL, where it is referred to as endemic BL. In contrast, isolated cases of non-endemic BL occur throughout the world at a much lower incidence and the association with EBV is much weaker, with only 15–30% of cases outside Africa having evidence of prior EBV infection.12 The EBV genome has been demonstrated in tumor cells from most African BL and virtually all NPCs. However, only a small proportion of individuals infected with EBV develop either of these neoplasms and the worldwide distribution of the two malignancies is different. Thus, it is apparent that other factors are essential in conjunction with EBV for these tumors to develop. Chronic malaria and the subsequent immunosuppression or antigenic stimulation may play a role in African BL, although the spread of EBV is through saliva not mosquitoes as originally hypothesized. EBV is associated with the undifferentiated NPC type which is detected primarily in men over age 40 years of age, regardless of geographic location. Although the neoplasm is rare, the incidence is very high in Asian and Alaskan native populations with rates between 25–50/100,000 compared to less than 1/100,000 in Caucasian populations. In Singapore, where Chinese, Malays, and Indians live in close proximity and share similar dietary and social habits, the incidence of NPC is 18.5, 3.1, and 0.9 per 100,000 in males, respectively, suggesting that genetic rather than environmental exposures are important to the development of this tumor. Although cofactors for NPC are unknown, they may include human leukocyte antigen (HLA) polymorphisms and environmental risks (e.g., chemical exposures, tobacco smoke, or cooking fumes), and dietary factors such as salted fish. An increased risk of NPC has been identified in Chinese populations for HLA types A2, B14, and B46 whereas a reduced risk is found with HLA A11, B13, and B22.11,12 EBV also contributes to the development of Hodgkin’s disease. The virus causes infectious mononucleosis, and those with a history of infectious mononucleosis have a two- to threefold increase in risk of Hodgkin’s disease but not EBV-negative HL. Compared to nondiseased individuals, cases of Hodgkin’s disease have a higher prevalence of antibodies against EBV and higher antibody titers. However, EBV DNA or gene products can be demonstrated in only half of cases, and only 30–40% of cases have anti-EBV antibodies, suggesting either the existence of causal pathways not including EBV or loss of EBV infection after tumor development. In immunodeficient patients such as those receiving transplants or having AIDS, there is also an increased incidence of EBV-associated Hodgkin’s disease.130

There is strong evidence that hepatitis B and C viruses cause hepatocellular carcinoma (HCC), and the IARC working group has judged that both of these viruses are carcinogenic to humans. HCC has been increasing worldwide and is now the fifth most prevalent cancer with mortality reaching 500,000 people yearly. Although rare in the United States except among Eskimos, HCC is the most common cancer in parts of Africa and China. This cancer can develop in individuals who are chronic carriers of HBV or HCV. In parts of Africa, Asia, and the Pacific, HBV is endemic with most infections occurring during childhood, and 90% of HCC are infected with HBV. Determinants of the chronic carrier states are not fully understood. Transmission of HBV or HCV is through contact with infected bodily fluids. In high-risk areas, perinatal transmission of HBV from mother to child or soon after birth, is the main mode. If infection is not fully developed, results in the child becoming a chronic HBV carrier and at higher risk of subsequently developing HCC. In areas with lower prevalence of HBV, most infections are acquired horizontally in early adulthood through intravenous drug use or unprotected sex. Less frequently acquired through surgical instruments and donor organs and medical personnel who are in frequent contact with infected blood products are at highest risk if not vaccinated against HBV. Currently there is no vaccine to protect against HCC. Although blood transfusions were once a significant route of transmission, improved diagnostic tests, greater screening, and vaccination against HBV have dramatically reduced the risk of acquisition of HBV. It is uncertain whether either HBV or HCV directly causes hepatomas or whether they cause chronic hepatitis and liver cirrhosis, which lead to repeated periods of cell death and regeneration, and increase the risk of HCC, perhaps in the presence of other carcinogens such as aflatoxins.

Kaposi’s sarcoma is caused by another DNA virus, human herpesvirus (HHV)-8. Once very rare, in the early 1980s a more aggressive form of Kaposi’s sarcoma associated with immune deficiency began to be seen in AIDS patients and was one of the first indications of the AIDS epidemic. Although the cancer cannot be cured, by treating the immune deficiency, progression of Kaposi’s sarcoma can be slowed or halted. As the mortality rate of AIDS dropped in the 1990s, so also did that of Kaposi’s sarcoma. Blood tests can detect antibodies against Kaposi’s sarcoma and determine whether the individual is at risk of transmitting HHV-8 infection to a sexual partner or whether a donated organ is infected with Kaposi’s sarcoma.

It is now well established that oncogenic HPV types are causative in the development of human cancers. HPV is a necessary but not sufficient cause of cervical cancer and also is associated with a high proportion (60–85%) of vulvar, vaginal, penile, and anal sites. Males, most likely due to the characteristics of their genital tissue, have a much lower prevalence of these genital cancers but are the primary source of sexual transmission to the higher-risk females. Recent evidence indicates that 25% of head and neck tumors also are caused by HPV independent of other significant risk factors at these sites, such as tobacco and alcohol. Among the most prevalent and highly oncogenic types are HPV 16 and 18 with a number of other less prevalent oncogenic types that cause genital cancers (HPV 31, 33, 35, 39, 45, 51, 52, 56, 58, 59, 68, 73, and 82). Although the majority of cervical cancers are associated with HPV 16, HPV 18 is most frequently associated with aggressive adenocarcinomas of the cervix in younger aged women. HPV is transmitted primarily through sexual contact and invades the tissues by epithelial microtears. Although well over 50% of adults are thought to have been infected in their genitals with HPV during their lifetime, infections usually are cleared or become latent and undetectable. However, in individuals in whom infection persists for a prolonged period of time, intraepithelial lesions are likely to develop, some of which eventually progress to invasive carcinomas. The factors responsible for progression to anogenital malignancies include hormonal factors (e.g., steroid contraceptives), chemical factors (e.g., cigarette smoking), and immunodeficiency (e.g., human immunodeficiency virus [HIV] infection, immunosuppression for renal transplantation). In contrast, HPV is an independent risk factor for head and neck cancer and does not require the other major risk factors for malignancy to develop. HPV types associated with head and neck cancers have been limited primarily to HPV 16, 18, 31, and 33, and both younger age and male gender are more likely to be infected with the virus in the oral tissues. Recently several HPV vaccines have undergone clinical trials and been approved by the United States Food and Drug Administration. Currently, the HPV vaccine is being targeted only to prepubescent and teenage females prior to their sexual debut, but this focus fails to address prevention of HPV-associated head and neck cancers which occur predominantly among males.

Among the RNA tumor viruses, the most significant is human immunodeficiency virus (HIV or HTLV-III) which causes acquired immunodeficiency syndrome (AIDS), are at greatly increased risk of mortality from Kaposi’s sarcoma and of non-Hodgkin’s lymphomas. In 2006 an estimated 25 million people have died from AIDS alone.134
Transmission is through direct contact of a mucous membrane with a bodily fluid containing HIV (e.g., blood, semen, vaginal fluid, breast milk). In addition to destroying CD4+ T cells, which are required for function of the immune system, and subsequently leading to AIDS, HIV also directly attacks and destroys the kidneys, heart, and brain. Rates of intraepithelial cervical and anal squamous cell carcinomas are also increased in AIDS patients, but increased rates of invasive cancer at these sites have not been observed. Testicular seminomas also occur more frequently in AIDS patients, and there are unconfirmed reports of increased risks of testicular teratocarcinoma, malignant melanoma, leiomyosarcoma, non-small cell lung cancer, multiple myeloma, hepatocellular carcinoma, and Hodgkin’s disease.

Another RNA tumor virus, HTLV-I, has been strongly implicated as a cause of adult T-cell leukemias and lymphomas, particularly in some areas of Japan, the South Pacific, the Caribbean, and Africa where the virus is endemic, but this virus is of less significance in the nonendemic United States. The actual population seropositivity level is unclear as most studies have examined selective, high-risk groups. Transmission is believed to occur through cell to cell contact of virus-infected cells during the exchange of bodily fluids (e.g., breast milk, semen, blood transfusions, and contaminated needles of drug users).

Four infectious agents other than viruses have been strongly implicated as causes of human cancers. In 1994, an IARC working group judged that Schistosoma haematobium was a definite cause of bladder cancer (Group 1), that the liver flukes Opisthorchis viverrini and Clonorchis sinensis were definitely (Group 1) and probably (Group 2) causes of cholangiocarcinomas of the liver, respectively, and that the bacteria H. pylori was a carcinogen for the stomach (Group 1). Schistosomiasis affects more than 200 million people and humans are the host for the blood fluke which infects them through the skin exposed to water containing the infective larvae. The eggs elicit granulomas that cause disease in the urogenital system. O. viverrini infects humans who eat undercooked fresh-water fish and the adult parasite lives within the intrahepatic bile ducts. The highest incidence of cholangiocarcinoma in the world is in Thailand where the parasite is endemic and the vast majority of these cases are caused by this fluke. The relationship of H. pylori to gastric cancer is of potential importance in developed countries. This pathogen has been associated with both intestinal and diffuse histologic types, and most strongly with tumors developing outside the cardia. It is estimated that H. pylori infects the gastric mucosa of about half of the world population and 15% of those infected are associated with the development of gastric cancer, the second leading cause of cancer deaths worldwide. In the United States, blacks, Hispanics, and other minorities are more commonly infected with H. pylori and have an incidence and mortality rate 2–3 times that of Caucasians. Over 60% of gastric adenocarcinomas have been attributed to infection with H. pylori. The malignancy can be prevented or produce resolution of premalignant lesions by use of antibiotic therapy.

Nutrition and Physical Activity

Reasons for the large international differences in the incidence of most cancers are unknown. Studies of rates in migrants have clearly shown that they are largely due to variation in environmental factors, not in genetic predisposition or susceptibility to carcinogens. Correlational studies have been conducted to identify factors that vary across countries in accordance with variations in the rates of various cancers. These studies have shown a variety of dietary components to be related to a number of different neoplasms. To investigate these associations further, many case-control studies and several large cohort studies have been conducted. A variety of laboratory investigations have been performed to elucidate possible mechanisms for observed epidemiological findings, and randomized trials of dietary supplements or modifications have been conducted or are under way.

Bias in Dietary Studies. Epidemiological studies of diet and cancer are difficult to perform and evaluate for a variety of reasons. One common problem in all epidemiological approaches is that individual dietary constituents are highly correlated. For example, diets that are poor in animal protein are also likely to be poor in animal fat and high in carbohydrates and fiber. Additionally, food frequency questionnaires (FFQs) vary in the type of nutrients measured through kinds of foods listed, methodology for food selection, definitions of food groups, nutrients in databases, instructions to respondents relative to serving size estimations, format for completing the questionnaire (self-administered or clinician-administered), and methodology for quality control (method of contacting the respondent to resolve items left blank). Under such circumstances, it is difficult to determine which of the interrelated dietary constituents (if any) is responsible for observed variations in risk. Another difficulty is that diet many years prior to the development of a neoplasm may be of the greatest etiological relevance and diets may change over time. Such information is difficult (although not impossible) to obtain in case-control studies. Cohort studies can theoretically overcome this problem, but must include large numbers of subjects and must be continued for decades and hence require large commitments of time and money. Despite these methodological problems, results of recent research strongly suggest that dietary factors contribute to the etiology of a variety of neoplasms. Some of the more likely mechanisms are briefly summarized in the following paragraphs.

Overview of Risk. When reviewing preventable lifestyle and environmental factors related to cancer, a recent consensus group examined major dietary issues and physical activity. They found evidence that low fruit and vegetable intake are associated with cancer of the colon and rectum, stomach, lung, and esophagus. However, low fruit and vegetable consumption is interrelated to dietary fat intake, obesity, and possibly physical inactivity. Being overweight or obese (high body mass index) have been associated with cancer of the corpus uteri, colon and rectum, breast (postmenopausal), gallbladder, and kidney. Obesity is likely also related to physical inactivity which has been associated with breast, colorectal, and prostate cancers. The lack of independence among these factors makes understanding true causal associations difficult.

Carcinogenic Mechanisms. Food items may be contaminated by preformed carcinogens. Aflatoxins produced by fungi that can grow in grains and other crops in warm, moist climates have been linked to liver cancers in some parts of the world. In China, mutagens have been detected in fermented pancakes and vegetable gruels, and these have been related to both esophageal cancer in humans and neoplasms of the gullet in chickens; and nasopharyngeal carcinomas have been related to consumption of salted fish and fermented fish during infancy.

Carcinogens may be formed in the body by bacteria. Nitrites may be ingested in small amounts with preserved meats and fish or formed in larger quantities from dietary nitrates, either spontaneously before being eaten or in the presence of bacteria in the body; and carcinogenic N-nitroso compounds may then be produced from ingested amines and nitrates by bacteria in the stomach of people with chronic gastritis, in the bladder of individuals with urinary tract infection, or in the normal colon and mouth to produce cancers of the stomach, bladder, colon, and esophagus, respectively.

Smoked and cured foods, charcoal-broiled meats, and some fruits and vegetables from contaminated areas may contain carcinogenic polycyclic aromatic hydrocarbons. A high-fat diet may increase bile production and produce an environment in the large bowel conducive to the growth of bacteria capable of forming carcinogens, and perhaps steroid hormones, from bile salts. Production of such substances provides one plausible explanation for the observed associations between a high-fat diet and cancers of the colon, breast, and prostate.

Obesity. Overnutrition, leading to obesity, has been associated with endometrial and postmenopausal breast cancers. A possible mechanism is tumor promotion by excess endogenous estrogens. In postmenopausal women, estrogens are derived from androgens produced by the adrenal gland. This reaction takes place in adipose tissue and is enhanced in obese women. Also, early menarche is a risk factor for
breast cancer, late menopause is a risk factor for both breast and endometrial cancers, and both of these factors have been directly or indirectly related to overnutrition.

Physical Activity. Although the epidemiologic evidence is not completely consistent, regular exercise appears to reduce the risk of breast cancer, perhaps because of the effects of physical activity on body weight. There is also evidence that exercise exerts an independent effect on the risk of colon cancer, possibly by decreasing stool transit time and therefore the duration of exposure to carcinogens in the gut.

Protective Dietary Constituents. Dietary constituents may also protect against cancer. Diets high in fresh fruits and raw vegetables have been associated with decreased risks of carcinomas of virtually all sites within the gastrointestinal and respiratory systems, the uterine cervix, and (less consistently) other tissues. Foods rich in retinol (preformed vitamin A) have also been associated with reduced risks of some epithelial cancers. Levels of many of the potentially protective micronutrients are highly correlated in human diets, making it difficult to determine which micronutrients are most strongly associated with reduced risks, and the specific substances in fruits and vegetables responsible for the apparent protective effects have therefore not been conclusively identified. It is likely that different micronutrients or combinations of micronutrients operate at different sites, and a variety of protective mechanisms have been suggested. For example: the reduced risks of stomach and esophageal carcinomas may be due to inhibition by vitamin C of N-nitroso compound formation; vegetables of the Brassicaceae family have been hypothesized to induce activity of mixed-function oxidases, which may detoxify ingested carcinogens responsible for colon cancer development; and vitamins C, E, and β-carotene quench free radicals that cause oxidative damage to DNA.

Dietary fiber may increase the bulk of the bowel contents, dilute intraluminal carcinogens, and enhance transit time through the gut. These mechanisms would reduce contact of the colonic mucosa with carcinogens and explain the inverse association between dietary fiber and the risk of colon cancer.

Certain plant foods also contain phytoestrogens. These weak estrogens may reduce the risk of hormonally mediated cancers by binding competitively to estrogen receptors and thereby exerting antiestrogenic effects.

Although the evidence that a diet high in fruits and vegetables decreases cancer risk has been used as one rationale for marketing vitamin supplements, there is no evidence that such products are protective against any neoplasm, and some evidence that they may even be harmful. For example, a number of studies have linked high fruit and vegetable intake, as well as high serum β-carotene levels, with a reduced risk of lung cancer, but recent clinical trials of β-carotene supplementation in individuals at high risk of lung cancer found increased lung cancer rates among supplemented patients. These findings serve as a reminder that our current understanding of the constituents of fruits and vegetables, and their mechanisms of action, is incomplete. Current knowledge suggests that a prudent diet (rather than the average Western diet) should be low in meats and animal fats and higher in fresh fruits, vegetables, and fiber. Citrus fruits with high levels of vitamin C, vegetables of the Brassicaceae family, and vegetables rich in β-carotene might be of particular importance. Smoked, charred, or cured meats would be avoided or used in moderation, as would alcoholic beverages. Caloric intake would be optimized to avoid obesity. This diet would do no harm, probably reduce the risk of cancers, and be compatible with diets advocated to reduce risks of cardiovascular and cerebrovascular diseases. There is little evidence that supplementation of a prudent diet with vitamins would have a beneficial effect on cancer risk.

Genetic Factors

Initial investigations of the role of genetic factors in cancer etiology limited their focus to determining the prevalence and degree of a specific malignancy in family clusters. Such studies suggested that the risk of a number of cancers, including breast, ovary, colon, kidney, lung, brain, and prostate, was increased in individuals with a history of the disease in a first-degree relative. Segregation analysis suggested that for many of these cancer sites one or more rare autosomal genes was associated with increased cancer susceptibility.

Recent work has identified a number of these inherited cancers that result from germline mutations (Table 61-6). However, only a small number of cancers are produced by these single gene mutations and it is likely that most of these have been identified by now. The larger proportion of human cancers is due to multiple gene mutations which are much more difficult to identify. Major genetic causes of cancer involve gene-environmental interactions. Inherited mutations in a cancer susceptibility gene predispose the affected individual to develop cancer, usually at an earlier age than occurs in those with nonfamilial causes. Familial retinoblastoma, the prototype of such a condition, arises because an individual inherits a germline mutation in one allele of the Rb gene, which is then followed by a somatic mutation in the other allele. Somatic mutations at both alleles of the gene are required to cause the more rare sporadic cases of retinoblastoma. In the Li-Fraumeni syndrome involving the other major tumor suppressor gene, p53, there is a germline p53 mutation in 50% of these individuals which is associated with a greater incidence of rhabdomyosarcoma, any childhood tumor or sarcoma, brain tumors, breast cancer, leukemia, or adenocortical carcinomas.

Inherited BRCA1 and BRCA2 mutations affect risk of breast and ovarian cancer. The overall portion of breast cancers in the general population or a random selection is significantly lower (~5%) than in studies that usually focus on high-risk familial populations where rates are as high as 80%. These genes have received intense public attention because breast cancer is a common disease and because the penetrance of the gene is very high, that is, a large proportion of individuals with the gene mutation will develop cancer. Furthermore, there is significant variability in cancer risk among the BRCA1/2 mutation carriers which will preferentially predispose to ovarian rather than breast cancer or the converse. Other factors can modify the BRCA1/2 breast cancer risk including genes at other loci, such as those involved in hormone or carcinogen metabolism, reproductive history, and exogenous exposures such as OCs and smoking.

Nonetheless, the prevalence of these germline mutations among women with breast cancer and in the general population is low and accounts for more than a small percent of all breast or ovarian cancers.

<table>
<thead>
<tr>
<th>Syndrome</th>
<th>Gene</th>
<th>Cancer</th>
</tr>
</thead>
<tbody>
<tr>
<td>Retinoblastoma</td>
<td>RB</td>
<td>Retinoblastoma, osteosarcoma</td>
</tr>
<tr>
<td>Li-Fraumeni</td>
<td>P53</td>
<td>Breast, sarcoma, leukemia, brain</td>
</tr>
<tr>
<td>Familial breast, ovary</td>
<td>BRCA1/2</td>
<td>Breast, Ovary</td>
</tr>
<tr>
<td>Ataxia telangiectasia</td>
<td>ATM</td>
<td>Breast lymphoma, leukemia, others</td>
</tr>
<tr>
<td>WAGR</td>
<td>WT2/WT1</td>
<td>Wilms’ tumor</td>
</tr>
<tr>
<td>Familial adenomatous polypsis/Gardner's syndrome</td>
<td>APC</td>
<td>Colon</td>
</tr>
<tr>
<td>Hereditary Nonpolyposis</td>
<td>hMSH2, hMLH1, hPMS1, hPMS2</td>
<td>Colon</td>
</tr>
<tr>
<td>Colorectal Cancer (HNPCC)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Multiple endocrine neoplasia type 1</td>
<td>MEN1</td>
<td>Carcinoids, pancreas, parathyroid, pituitary</td>
</tr>
<tr>
<td>Von Hippel-Lindau</td>
<td>VHL</td>
<td>Renal cell carcinoma, hemangioblastoma</td>
</tr>
</tbody>
</table>
Additional genes also have been implicated in breast cancer: CKEK2 and ATM. The CKEK2 gene has a moderate penetrance and is independent of the BRCA1/2 mutations. Those who are carriers of the ATM gene have a rare recessive disorder, ataxia-telangiectasia, which greatly increases the risk of breast cancer.\(^{19}\)

Approximately 6% of colorectal cancers can be attributed to known heritable germline mutations. Familial adenomatous polyposis (APC) is an autosomal dominant syndrome presenting with hundreds to thousands of adenomatous colorectal polyps that are caused by mutations in the APC gene. Adenomas typically develop in the mid-teens in these patients, and colorectal cancer is almost certain if this condition is untreated. Lynch syndrome (hereditary nonpolyposis colorectal cancer [HNPPC]) is an autosomal dominant disorder characterized by early onset of colorectal cancer with microsatellite instability. Mutations in mismatch repair genes lead to a lifetime colon cancer risk of 85% in these individuals, and carcinomas of the endometrium, ovary, and other organs also occur with increased frequency in association with HNPPC.\(^{141}\)

Other familial genes that have been identified are WT1 and WT2, associated with Wilms’ tumor, nephroblastoma, in children with approximately 2% of those with Wilms’ tumor having a family history, and most germline WT1 mutations are de novo mutations.\(^{141}\)

The incidence is approximately three times higher in African Americans and Africans than in Asians with rates in United States and European Caucasians intermediate between Africans and Asians.\(^{142}\)

Those with bilateral tumors have a germline mutation of the gene and tumors arise only if a second event occurs with loss of function of the remaining normal allele. MEN1 (multiple endocrine neoplasia type 1) syndrome is a hereditary condition characterized by the presence of duodeno-pancreatic endocrine tumors and is an autosomally dominant inherited disorder with a high penetrance. It is characterized by the occurrence of tumors of the parathyroid glands, endocrine pancreas/duodenum, and anterior pituitary gland.\(^{143}\)

Individuals with Von Hippel Lindau are at risk for the development of tumors of renal carcinoma, as well as cancers of the pancreas, adrenal glands, brain, spine, eye, and ear.\(^{144}\)

Although only a small proportion of cancers appear to be caused by inherited mutations at single loci, it is increasingly clear that genetic factors play an important role in tumors. While some individuals exposed to known carcinogens develop cancer, others with similar exposure do not. These risk modifier genes consist of a number of types. First there are genes involved in the metabolism of environmental carcinogens that can modulate exposure to potentially mutagenic occurrences. One of these groups includes inherited polymorphisms in genes that code for enzymes affecting the ability of the body to metabolize or detoxify carcinogens or potential carcinogens. These include those that code for the glutathione S-transferases (GST), cytochrome P-450 enzymes (CYP), and N-acetyltransferases (NAT). Some of the presumed high-risk genotypes are highly prevalent and may contribute substantially to the overall cancer risk within populations. Growth regulation effects associated with bioavailable steroid hormones can be modified by several of the CYP inherited genotypes which may affect those with BRCA1/2 mutations. Among Caucasians, 40–50% have the glutathione S-transferase M1 (GSTM1) null genotype, which appears to confer a several-fold increased risk of lung and bladder cancer and other tumors.

### CANCER CONTROL AND PREVENTION

#### Overview of Known Causes of Cancer

Migrant studies have shown that most unknown causes of cancer are environmental. Such factors are likely related to lifestyle which may include such areas as smoking habits, diet, chemical exposures, and infectious agents.

Among worldwide deaths, nine modifiable risk factors are estimated to be responsible for just over one-third of cancer deaths.\(^{16}\) The large task of summarizing such data was undertaken by the Comparative Risk Assessment collaborating groups.\(^{19}\) They examined cancer deaths attributable to smoking (along with indoor smoke from fuel use and urban air pollution), alcohol use, low fruit and vegetable intake, human papillomavirus, overweight and obesity, physical inactivity, and contaminated injections in health-care settings. Their worldwide data and their estimates for high-income countries as applied to U.S. data are summarized in Table 61-7.\(^{19}\) The potentially modifiable cancer deaths are largely made up of lung cancer (37%), liver cancer (12%), and esophageal cancer (11%) reflecting cancers with higher proportions of deaths related to potentially modifiable risk factors. While many assumptions were made to create these estimates, the estimates highlight areas in which to focus cancer prevention efforts in order to reduce cancer burden. The largest cancer mortality reduction could be seen if smoking was eliminated.

These data also highlight how little is known about preventative factors for cancer in general. We know more about prevention for specific cancer sites. Smoking is estimated to cause 21% of cancer worldwide and 29% in high-income countries. Based on site-specific cancer rates due to smoking in high-income countries and estimated 2006 U.S. cancer rates, smoking may cause as much as 32% of cancer in the United States. Overall, these estimates outline the importance of cancer prevention through eliminating smoking in populations. An additional 10% of worldwide deaths are estimated to be due to alcohol and low fruit and vegetable intake (5% each). Other items are related to specific cancer sites, including human papillomavirus and cervical cancer, contaminated injections in health-care settings and liver cancer, and lung cancer with urban air pollution and indoor smoke from household use of solid fuels.\(^{17}\) The American Cancer Society estimates that while a small percentage of all cancer deaths are due to UV exposure, more than one million cases of basal and squamous cell cancers and all 62,190 new cases of melanoma in 2006 are likely due to UV exposure.\(^{18}\) Use of tanning booths and sunbeds adds to this exposure.

#### Comprehensive Cancer Control

Comprehensive cancer control is an integrated and coordinated approach to reducing cancer incidence, morbidity and mortality...
through prevention, early detection, treatment, rehabilitation, and palliation.14 Cancer researchers and practitioners in federal agencies, public health departments, research centers, medical practices, advocacy groups, and other settings are engaged in an ongoing effort to develop and implement a comprehensive approach to cancer prevention and control in the United States.15 This nationwide effort emphasizes the implementation of evidence-based cancer prevention and cancer strategies at the community level. Such an effort is needed to achieve the ambitious national goals to minimize suffering and death from cancer that have been stated by Healthy People 2010 and the American Cancer Society.

Goals for Cancer Reduction
In 1999, the American Cancer Society set bold cancer-reduction goals for 2015 for the United States as a challenge.16 The general goals include a 50% reduction in age-adjusted cancer mortality and a 25% reduction in age-adjusted cancer incidence. Their specific objectives include a 50% reduction in age-adjusted cancer mortality and a 25% reduction in age-adjusted cancer incidence. Their specific objectives include reducing adult tobacco use (to 12%) and youth tobacco use (to 10%), along with increasing consumption of fruits and vegetables (to 75%), physical activity (to 90% of high school students and 60% of adults), school health education, and sun protection (to 75%). The goals also include increasing detection of breast, colorectal, and prostate cancer through screening.17 The American Cancer Society has focused many goals and prevention efforts on youth related to their belief that starting healthy behaviors in youth is linked to health in adults.

The 10 leading health indicators for Healthy People 2010 include several related to cancer, including physical activity, obesity, tobacco use, substance abuse, responsible sexual behavior, and access to health care. The goals related to cancer are to reduce the number of new cancer cases as well as the illness, disability, and death caused by cancer. More information can be found on the Healthy People 2010 website at www.healthypeople.gov.

Strategies for Prevention Efforts
The following is a summary of actions that can be taken to reduce cancer burden:

1. Develop effective smoking cessation programs and continue to urge all users of tobacco to stop using this substance in any form, and encourage all nonsmokers not to start (especially the young).
2. Advise use of alcohol in moderation, especially by smokers.
3. Suggest a diet higher in fresh fruits and vegetables (and fiber), and lower in fats and meats than the average American diet. Avoid blackened, charred, or smoked foods.
4. Urge obese individuals to lose weight and others not to become overweight.
5. Encourage regular exercise.
6. Emphasize the risks of sexually transmitted infections. More specifically, caution women that multiple sexual partners (of both themselves and their partners) enhances their risk of cervical and other anogenital cancers. Caution men that receptive sexual practices are associated with anal cancer and AIDS, which can lead to Kaposi’s sarcoma and other malignancies. Suggest use of barrier contraceptives, especially condoms, to reduce risk of infection.
7. Urge individuals to avoid excess exposure to sunlight and all use of tanning beds or booths, especially if they are light skinned and easily sunburned, and recommend protective clothing and sunscreen use.
8. Support efforts to reduce exposures to known carcinogens in the workplace.
9. Support efforts to identify and reduce exposures outside the workplace to known carcinogens such as arsenic, chromium, nickel, vinyl chloride, and asbestos.
10. Mitigate elevated residential radon levels. Use radiation prudently for medical use.
11. When estrogens are prescribed, use the lowest dose necessary to achieve the therapeutic objective and include a progestin in the regimen.

Screening and Secondary Prevention
Screening is often considered a secondary prevention through prevention of the progression of a disease to a fatal outcome by means of early detection followed by definitive treatment. Screening is one component of early detection, but requires effective treatment. The American Cancer Society believes that early detection can help save lives and reduce suffering from cancers of the breast, colon, rectum, cervix, prostate, testes (testicles), oral cavity (mouth), and skin by use of physical examinations and available screening tests. Physical examinations may find cancer early by examination of the breast, colon and rectum, prostate, testicles, oral cavity, and skin. Laboratory tests or x-rays include mammography (for breast cancer), the Pap test (for cervical cancer), and the prostate specific antigen (PSA) blood test (for prostate cancer). In many cases a combination approach is most effective. For colorectal cancer, a combination of fecal occult blood testing, flexible sigmoidoscopy, double-contrast barium enema, and colonoscopy are recommended by the American Cancer Society (www.cancer.org) beginning at age 50. Secondary prevention against a cancer can be achieved only if there is a stage of that cancer that is amenable to cure, and if there is a means of detecting the cancer at that stage.

Planning a Screening Program
A number of factors must be considered before initiating a screening program:16,17

1. The sensitivity and specificity of the tests or procedures used for screening: The number of diseased people that will be missed (false negatives) increases as the sensitivity of the test decreases, and the number of well people that will erroneously be considered possibly diseased (false positives) increases as the specificity of the test decreases.
2. The target population: Individuals at highest risk for the disease should be identified, and special efforts should be made to screen such persons.
3. The prevalence of the disease in the target population: For any test of given sensitivity and specificity, numbers of false-positive and false-negative tests are functions of the prevalence of the disease in the target population. More false-negative tests occur if the disease is common, and more false-positives if the disease is rare. The latter is of particular importance in screening for cancer.
4. The predictive value of a positive test: This is the proportion of individuals with a positive test who actually have the disease. This proportion declines only slightly as test sensitivity decreases, but declines markedly as test specificity declines. In addition, the predictive value of a positive test declines as the prevalence of the disease diminishes. For example, if we have a test of high sensitivity (e.g., 95%) and high specificity (e.g., 98%), and if the prevalence of the cancer in the target population is 1 per 1000, then only 4.6% of the individuals with a positive test will actually be found to have the disease on further evaluation. The rest will have a false-positive test.
5. The consequences of false-positive tests: A false-positive test is a false alarm. The consequences of this for the individual, the medical care system, and the screening program must be considered. How much inconvenience or psychological trauma will the individual erroneously screened have to bear? Are there sufficient facilities and personnel to provide the necessary diagnostic tests to determine who actually has the disease? What are the costs of these services and who will pay them? Is morbidity associated with further testing?
(such as biopsies of the breast) acceptable? Do physicians want to have referred to them large numbers of healthy people for diagnostic evaluation? Will possible adverse reactions to the screening program by those falsely screened positive or their physicians have a negative impact on the screening program itself?

6. Consequences of a false-negative test: A false-negative test gives the person screened a false sense of security, and the neoplasm may then progress to a noncurable stage and kill the patient. This could have medical-legal implications, particularly if a more sensitive test could have been used. One missed case can result in unfavorable publicity that can have an adverse impact on the screening program.

7. Applicability of the test: Can the test be administered to the people in the target population? Are special equipment or special resources needed (e.g., electrical power, water, a mobile van, transportation for the potential screenees)? Can the test be administered rapidly?

8. Acceptability of the test: Having made the test available to people in the target population, will the people agree to be screened? What kind of publicity should be given? Are there esthetic or cultural barriers? Is the cost to those being screened acceptably low?

9. Adverse consequences of the test: Is there a possibility that the test will do harm? This issue had originally been a great concern in using mammography to screen for breast cancer. The breast is a radiosensitive organ, high doses of ionizing radiation are known to cause breast cancer, and early mammographic techniques resulted in considerable levels of exposure. This controversy had an adverse impact on breast cancer screening programs, with many women fearing mammography. Similar problems should be anticipated with any future radiographic screening techniques.

10. Life expectancy: Is the individual's life expectancy longer than the time gained by early screening of asymptomatic individuals? This issue is a concern in screening men over age 75 with PSA for prostate cancer. Older men with no symptoms may die of other causes before a nonsymptomatic prostate cancer grows into a fatal cancer. Thus, it may not be ethical to tell an older man who is more likely to die of other causes that he also has a small prostate cancer.

11. The evaluability of the program: Public and private resources are all too often spent on service programs that are never evaluated, and program evaluators are all too often called to tell an older man who is more likely to die of other causes that he also has a small prostate cancer.

Evaluation of Methods of Screening and Secondary Prevention

The aim of secondary prevention is the prevention of fatal outcome. This implies that a method of secondary prevention of a disease should reduce mortality from that disease, and reduction in mortality should be the measure used to evaluate the method. This is not always done. Two other forms of evaluation have commonly been used, both of which can give misleading results.

One of these is the comparison of cases detected at screening with cases detected by other means, with respect to their stage at diagnosis. It is not surprising that those detected at screening tend to be at a less advanced stage. This does not indicate whether the early detection altered the course of the disease, however. This method of evaluation is based on the assumptions that early lesions have the same natural history as symptomatic lesions and that treatment of early lesions alters the course of the disease. Neither assumption is necessarily correct. For example, not all carcinomas in situ of the uterine cervix progress to invasive disease, and individuals with early lung cancer detected at screening with chest x-rays do not have a more favorable prognosis than persons with lung cancer diagnosed later after development of symptoms.

The other misleading method of evaluating secondary prevention is by comparing survival rates, or time to death, in cases detected at screening and cases detected by other means. There are two problems with this method. One is that the time from diagnosis to death may be longer for individuals who have been screened, not because their death is postponed but only because their disease is diagnosed earlier. This is referred to as lead-time bias. The other problem is known as length-bias sampling and results from the fact that neoplasms grow at varying rates: at any point in time (when screening is performed), there will exist more slow-growing than fast-growing tumors; those that are progressing slowly than rapidly. Therefore, compared to tumors in symptomatic cases, a higher proportion of tumors detected at screening will be slow growing, so that survival from time of detection will tend to be longer in screened than symptomatic patients, even if early detection does not result in a prolongation of time to death.

Because of the problems of lead-time and length-bias sampling, there is no way of knowing from a comparison of survival rates or survival times whether a secondary prevention program results in a prolonging of life. This can be done only by comparing risks of dying (or risks of advanced disease as a surrogate for mortality) in screened and unscreened individuals.

Individuals who volunteer to be screened may differ from those who do not with respect to factors related to risk of death, and these factors must be taken into consideration when comparing mortality rates in screened and unscreened persons. This can be done in two ways: It is preferable to conduct a randomized trial of the secondary prevention method to be evaluated. The other method is to control statistically for differences between the screened and unscreened during data analysis.

A classic example of a randomized trial of a procedure for secondary prevention is the study of mammography conducted among members of the Health Insurance Plan (HIP) in New York. In 1963, approximately 62,000 women between the ages of 40 and 69 were randomly allocated to one of two groups. Approximately half were offered a series of four annual screenings by mammography and breast palpation (the experimental group). The other half served as a control group and received their usual medical care. Not all women in the experimental group agreed to participate. To eliminate a possible bias due to the remainder being volunteers, the mortality rate due to breast cancer in the entire experimental group was compared to the breast cancer mortality rate in the control group. Inclusion of those not screened in the experimental group gave a conservative estimate of the impact of the program on breast cancer mortality, which represented a combined evaluation of the efficacy and the acceptability of the screening procedures. After 5 years of follow-up, in women in their 50s there was over a 50% reduction in mortality from breast cancer; breast cancer mortality was reduced by one-third in women in their 50s there was over a 50% reduction in mortality from breast cancer; breast cancer mortality was reduced by one-third in women older than 50. Although there was no beneficial effect on breast cancer mortality in women under 50 after 5 years, follow-up for 18 years showed a small reduction in mortality from breast cancer in these women as well. This observation demonstrates the importance of long-term follow-up in studies of secondary prevention.

Once a screening technique is widely believed to be useful, regardless of whether or not it has been rigorously tested, a randomized trial becomes ethically questionable and operationally impossible. Other less satisfactory methods of evaluation must then be used. This is exemplified by the Pap smear for early detection of cervical cancer. When this technique was first introduced, it was greeted with such enthusiasm that suggestions for a randomized trial were not taken. The need to evaluate this procedure subsequently became evident, but by then it was too late for a randomized trial. As a result, a large number of less satisfactory epidemiological studies have been conducted to attempt to measure the effectiveness of the Pap smear. Correlational studies have shown that mortality rates from cervical cancer in many populations have declined following the introduction of screening programs, that the magnitude of the decline is correlated with the amount of screening, and that the decline within some of the populations was greatest in those racial and age groups that received the most screening. Case-control studies of women with
invasive cervical cancer have shown that, compared with normal control subjects, fewer of the cases had prior Pap smears; and a cohort study showed, after controlling for socioeconomic differences between women who enrolled in a screening program and women who did not, that there was a decline in cervical cancer mortality rates in the screened women compared to an increase in rates in those not screened. None of these methods to evaluate the Pap smear are as satisfactory as a randomized trial would have been, although in the aggregate they do provide strong evidence that the procedure reduces mortality.

Current Status of Secondary Prevention of Selected Cancers

Breast Cancer
Mammographic screening in women over age 50 years has clearly been shown in multiple randomized trials to reduce subsequent mortality from breast cancer by 30–40%. Annual mammograms beginning at age 50 are generally recommended. Eight randomized trials of mammography in women 40–49 years of age at entry into the trial have yielded inconsistent results, with none showing a statistically significant reduction in breast cancer mortality after 5–18 years of follow-up. Meta-analyses of data from these trials have yielded different results due to varying lengths of follow-up or methodological concerns about exclusion of some studies. However, meta-analyses with longer follow-up periods show a reduction in risk of dying from breast cancer. Mammography may be less efficacious in women under age 50 than in older women because breast tissue of women under age 50 is radiographically more dense than that of older women, and early neoplasms are more difficult to visualize on mammographic films. Also, relatively fewer malignancies and more benign lesions occur in younger women, resulting in more false-positive screenings. Despite the lack of consistent scientific evidence, in 1997 NCI recommended mammographic screening for women in their 40s. Nevertheless, there is currently no consensus among experts regarding mammographic screening in women under age 50.

Physical examination of the breast by a medical practitioner has been shown to result in the detection of some malignancies missed by mammography and may therefore be of value as a screening modality in conjunction with mammographic screening. Tumors detected by physical examination or by women practicing breast self-examination have been shown in some studies to be less advanced at diagnosis than symptomatic cancers, but the efficacy of these procedures as primary screening modalities in reducing mortality from breast cancer has not been demonstrated. Randomized trials of breast self-examination have shown no benefit. Indirect evidence suggests clinical examination of the breast is an important means of averting some breast cancer deaths.

Cervical Cancer
Cancer of the cervix has also been clearly shown to be amenable to secondary prevention. Results of a critical review of cytologic screening for cervical cancer were published in 1986. By combining data from 10 screening programs in eight countries, it was shown that two negative cytologic smears were more effective than one in reducing mortality from cervical cancer (presumably because of a reduction in false-negative diagnoses) and that the protective effect did not decline until 3 years after a second negative smear. Based on these findings, it is recommended that screening for cervical cancer every 3 years is sufficient after a woman has had two normal smears. Some women, however, do develop invasive disease soon after an apparently normal smear, and studies are needed to determine what proportion of such events are a result of prior false-negative smears and how many represent a rapidly progressing form of the disease. This recommendation also does not take into consideration the benefits of an annual appointment, thus it is suspected that women also will not receive an annual pelvic exam or referral for an annual mammogram or assessment for osteoporosis. Furthermore, this recommendation does not consider that many women utilize gynecologists as their routine physician.

Colorectal Cancer
Fecal occult blood testing (FOBT) and sigmoidoscopy are both used to screen for colorectal cancer. Randomized trials have suggested that use of FOBT leads to a reduction in colon cancer mortality. Screening guidelines for colorectal cancer recommend annual FOBT or sigmoidoscopy for individuals age 50 and older, but suggest that evidence is insufficient to determine which test is more effective or whether the use of both tests together would produce additional reductions in mortality. However, the level of reduction conferred by FOBT is small, and a large proportion of positive tests are false positives, resulting in many unnecessary clinical follow-up evaluations. The cost-benefit ratio of this procedure is therefore low, as is its acceptability, given the aversion that some people have to fecal testing.

Prostate Cancer
PSA has been widely incorporated into medical practice as a screening test for prostate cancer and has resulted in an apparent increase in prostate cancer incidence rates in the early 1990s with a suggestion of a reduction in prostate cancer mortality. Although PSA testing may prevent deaths by identifying tumors at a treatable stage, there is concern that the test may also identify tumors that would have remained clinically irrelevant during the remainder of a patient’s lifetime and thereby may lead men to undergo invasive and potentially unnecessary treatment. The American Cancer Society recommend annual PSA screening in conjunction with digital rectal examination in men ages 50 and over who are expected to live at least 10 more years, but the screening guidelines from the United States Preventive Health Services Task Force recommend against routine screening by PSA. This disagreement will not be resolved without substantial further research.

Other Cancers
A variety of other techniques has been developed for the early detection of cancer. Some have not been rigorously evaluated, and some that have do not show great promise. Studies in industrial settings of urinary cytology for bladder cancer have not yielded encouraging results, and although NCI guidelines recommend oral examination by medical practitioners to screen for oral cancer, the effectiveness of the technique is questionable because of the poor compliance of those individuals at highest risk of the disease.

The vagueness of clinical symptoms of gastric (stomach) cancer is the major reason patients do not get diagnosed until the cancer has progressed. Current diagnostic modalities consist of endoscopy, which is the most sensitive and specific method for obtaining a definitive diagnosis. It has replaced barium contrast radiographs due to its ability to biopsy and its ability to directly visualize the lesions. Endoscopy has a sensitivity of 98% versus 14% for barium in the early diagnosis of most types of gastric cancer. Administration of antibiotics against H. pylori have also shown a significant reduction in the incidence of gastric cancer. Various screening trials are ongoing in Japan where incidence rates are high. The disease is sufficiently rare in the United States that large-scale screening is not recommended.

Alpha-fetoprotein (AFP) blood levels have been used to screen for primary hepatocellular carcinoma (liver cancer) in individuals serologically positive for the hepatitis B surface antigen (HBsAg) in areas where hepatitis B is endemic and liver cancer highly prevalent. A study from China showed improved survival in asymptomatic persons with small tumors detected by this method, but studies to determine whether it reduces mortality from liver cancer have not been completed. Several methods of screening for chronic liver disease include ultrasound, CT scans (computer tomography), MRI (magnetic resonance imaging), angiography, laparoscopy, biopsy, and AFP. Ultrasound is highly specific but not sufficiently sensitive to detect hepatocellular carcinoma or to support its use in an effective surveillance program when a cut-off value of 20 ng/mL is used to differentiate hepatocellular carcinoma from HCV-infected individuals (80–94% specificity and 41–65% sensitivity). Use of CT and MRI as an early diagnostic tool in patients with underlying liver cirrhosis who are at high risk of hepatocellular carcinoma is still unclear.
appear that both ultrasound and preferentially MRI would provide greater sensitivity as a screening test. Angiography is an x-ray that tends to be uncomfortable, while laparoscopy is a surgical incision of a tube. Thus neither is used for population screening. AFP has limited utility in differentiating hepatocellular carcinoma from benign hepatic disorders because of its high false-positive and false-negative rates. Serum AFP-3 (one of the three glycoforms of AFP) and DCP are other widely used tumor markers for hepatocellular carcinoma and appear to be more sensitive than AFP in differentiating hepatocellular carcinoma from nonmalignant hepatology.

Despite considerable interest in the development of ovarian cancer screening using transvaginal ultrasonography or the circulating tumor marker CA-125, neither method is clearly associated with nonmalignant hepatology.

Cancer Survivorship

The National Cancer Institute’s SEER program estimates there are 10.5 million invasive cancer survivors in the United States as of 2003. This number is increasing primarily as a result of earlier diagnoses and more effective therapies. This has created a new challenge in comprehensive cancer control that has been recognized in three recent national reports. Concerns of cancer survivors and their families can include long-term physical, psychosocial, and economic effects of treatment as well as rehabilitation and palliation. Care of these survivors and their families can involve the entire spectrum of comprehensive cancer control from prevention to early detection, treatment, rehabilitation, and palliation. To effectively address the needs of this growing population will require a coordinated approach among health-care providers, policymakers, researchers, insurers, advocates, communities, and families.
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INTRODUCTION

Cardiovascular diseases (CVDs) are public health concerns around the world, particularly coronary or ischemic heart disease (CHD), hypertensive heart disease, and rheumatic heart disease. CHD remains the leading cause of adult death in industrial societies, although its incidence differs widely and the mortality ascribed to it is changing dramatically (Figs. 62-1 and 62-2). While deaths from CHD are falling in industrialized nations, they are rising dramatically in others, particularly in the developing world. The decline of age-adjusted U.S. deaths ascribed to CHD continues for men and women, white and nonwhite (Fig. 62-3). The exact causes of the decline are not established, but much is now known about U.S. trends in out-of-hospital deaths, in-hospital case fatality, and longer-term survival after acute myocardial infarction. Parallel to the CHD mortality trends are improvements in medical diagnosis and treatment, in population levels of risk factors, and in lifestyle. Nevertheless, the critical explanatory data, including incidence trends from representative populations, are few. This deficiency, along with the difficulty of measuring change in diagnostic custom and in severity of CHD, or of its precursor, atherosclerosis, leaves considerable uncertainty about the causes of the mortality trends. Systematic surveillance is now in place in several areas to improve the future detection, prediction, and explanation of trends in CVD rates.

Deaths ascribed to hypertensive heart disease have diminished over recent decades in many industrialized countries. In West Africa, Latin America, and the Orient, however, the high prevalence still found in hospitals and clinics indicates the continued worldwide importance of hypertension.

Rheumatic fever and rheumatic valvular heart disease remain public health concerns in many developing countries and are still seen among disadvantaged peoples in affluent nations. On the other hand, syphilitic heart disease, a worldwide scourge until the 1940s, is now rare. Cardiomyopathies, often of unknown or infectious origin, constitute a common cause of heart disease in many regions, particularly Africa and Latin America. Finally, congenital heart disease continues to contribute to the heart disease burden among youth and adults of all countries.

The worldwide potential for primary prevention of most CVD is established by several salient facts: (a) the large population differences in CVD incidence and death rates; CVD is rare in many countries and common in others; (b) the dynamic national trends in CVD deaths, both upward and downward; (c) the rapid changes in CVD risk among migrant populations; (d) the identification of modifiable risk characteristics for CVD among and within populations; and (e) the positive results of preventive trials.

The following chapter expands on these cardiovascular diseases, their trends, and the magnitude of burden on populations. The population-wide factors associated with risk of these diseases are described. Because the majority of cardiovascular disease is caused by social, cultural, and economic factors, public health approaches are central to prevention and control strategies.

CORONARY HEART DISEASE

CHD remains the leading cause of adult deaths in many industrial societies. Much about its causes and prevention has been learned from diverse research methods, including clinicopathological observations, laboratory-experimental studies, population studies, and clinical trials. The evidence of causation from all these disciplines is largely congruent. As a result, several ubiquitous cultural characteristics described below are now established as powerful influences on population risk of CHD. These influences and risk factors appear to be safely modifiable for individuals and for entire populations.

The sum of evidence suggests that there is widespread human susceptibility to atherosclerosis and, consequently, that CHD is maximally exhibited when the environment is unfavorable. These ubiquitous susceptibilities, exposures, and behaviors lead eventually to the mass precursors of CHD found among so many people in high-incidence societies. The rationale and the potential for preventive practice, as well as for public policy in prevention, are based on several well-established relationships: between risk factor levels and CHD, between health behaviors and risk factor levels, and between culture and mass health behaviors.

Epidemiology of CHD

Summarized here are the salient observations about CHD:

- Population comparisons show large differences in CHD incidence and mortality rates (Fig. 62-2) and in the extent of its underlying vascular disease, atherosclerosis.
- Population differences in the mean levels and distributions of CHD risk characteristics (particular lipid levels) are strongly correlated with population differences in CHD rates.
- Within populations, several risk characteristics (blood cholesterol, blood pressure levels, diabetes and smoking habits) are strongly and continuously related to future individual risk of a CHD event.
- Population differences in average levels of CHD risk characteristics are already apparent in youth. Individual values of children tend to “track” into adult years.
- CHD risk characteristics and incidence in migrants rapidly approach levels of the adopted culture.
- Trends in CHD mortality rates, both upward and downward, occur over relatively short periods of 5–10 years. These trends
Figure 62-1. Age-adjusted death rates for coronary heart disease by country and sex, Ages 35–74, 2002. (Source: National Heart, Lung, and Blood Institute. Morbidity and Mortality Chart Book on Cardiovascular, Lung, and Blood Diseases. Bethesda, Maryland, 2004; NIH Publication.)


tend to be associated with changes in medical care and case-fatality rates as well as with trends in incidence and in population distributions of risk characteristics.

- The recent decrease in age-adjusted CHD mortality rates in the United States is shared by men and women, by whites and nonwhites, and by younger and older age groups (Figs. 62-3, 63-4).
- The decrease in age-adjusted CHD mortality rates in the United States is associated with an even greater decrease in death rates from stroke. This leads to increases in lifespan. Moreover, in the last decades there has been a lesser decrease in non-CVD deaths and in deaths from all causes (Fig. 62-5).
- Randomized clinical trials find a direct effect of CHD risk factor lowering on subsequent disease rates. Preventive trials also establish that levels of risk factors, and their associated health behaviors, can be significantly and safely modified.
- The epidemiological evidence is congruent with clinical animal and laboratory findings about the causes and mechanisms of atherosclerosis, the process that underlies the clinical manifestations of CHD.

**Role of Diet**

**Dietary Fats**

There is considerable evidence that habitual diet in populations, a culturally determined characteristic, has an important influence on the mean levels and distribution of blood lipoproteins and, therefore, on the population risk and potential for prevention of CHD. Several dietary factors influence individual and population levels of low-density lipoproteins (LDL) in the blood, a leading pathogenetic factor in atherosclerosis. These include particular fatty acids and dietary cholesterol, the complex carbohydrates of starches, vegetables, fruits and their fibers, alcohol, and caloric excess. Many investigators consider that the cholesterol-raising properties of some habitual diets are essential to the development of mass atherosclerosis, leading in turn to high rates of CHD. Where average total blood cholesterol level in a population is low (less than 200 mg/dL, or 5.2 mmol/L), CHD is uncommon, irrespective of population levels of smoking and hypertension. From this evidence, there is now a consensus about the leading population causes of CHD and general acceptance of policy recommendations that lead toward a gradual, universal change in the
habitual diets of populations in which CHD rates are high. Wherever economically feasible, systematic strategies to detect and manage individuals at excess risk are also recommended.

Epidemiological studies comparing stable, rural agricultural societies find a strong relationship between habitual diet, average blood cholesterol levels, and incidence of CHD. For example, diets of populations with a high incidence of CHD are characterized by relatively high saturated fatty acid (greater than 15% of daily calories) and cholesterol intake and low carbohydrate intake (under 50%). Diets in populations with a low CHD incidence are characterized mainly by low saturated fatty acid intake (less than 10% of calories) and high carbohydrate intake but widely varying total fat intake (varying mainly in the proportion of monounsaturated fatty acid calories). Most of the difference in mean population levels of serum total (and LDL) cholesterol can be accounted for by measured differences in fatty acid composition of the habitual diet. Furthermore, population CHD rates can be predicted, with increasing precision over time, by average population blood cholesterol levels. Cross-cultural comparisons of diet versus postmortem findings of atherosclerosis reveal a strong correlation between habitual dietary fat intake of a population and the frequency and extent of advanced atherosclerotic lesions.

Studies of migrant populations indicate the predominance of sociocultural influences, including diet, in trends of risk and CHD among migrants. For example, Japanese who migrate to California become taller, heavier, more obese, and more sedentary; their diet changes dramatically; they eat more meat and dairy products, saturated fatty acids and cholesterol, and consume less complex carbohydrate and less alcohol than their counterparts in the Nagasaki-Hiroshima area. They develop higher risk profiles and disease rates within a generation. With few exceptions, migrant Hawaiian Japanese have risk factor values intermediate between mainland and California Japanese, and the CHD rate in migrants generally parallels their mean values for risk factor levels.

The rapid evolving national trends in CHD deaths are another indication of the predominance of culture in the population causes and prevention of CHD, as disease occurrence changes more rapidly than any genetic characteristics. Nevertheless, systematic explanatory studies of trends in CHD mortality are very recent, and current attempts to estimate the relative contribution of cultural versus medical care contributions are quite tentative. In a number of countries on an upward slope of CHD mortality, smoking and calorie and fat consumption are increasing and physical activity is decreasing, while cardiological practice is probably becoming less effective. In many other industrial countries, the United States, decreasing CHD mortality rates parallel improved cardiac care and significant reductions in average risk characteristics. Standardized measurements of risk and disease trends are not generally available for comparisons among countries, but the public health implications of these simultaneous trends in behaviors, risk, disease rates, and medical care are immense.

Another feature of diet, the relative excess of calorie intake over expenditure, influences health through the metabolic maladaptations of hyperlipidemia, hyperinsulinism, and hypertension. This is sometimes called the metabolic syndrome. This caloric imbalance occurs in sedentary cultures and results in mass obesity. With or without mass obesity, however, high salt intake and low potassium intake in populations appear to encourage the wide exhibition of hypertensive phenotypes. Other cations (e.g., magnesium, calcium) may also be significant dietary influences on population levels of blood pressure, while alcohol intake is clearly involved. Anthropology and paleontology provide insights into the probable effects of rapid cultural change, including modern diets, from the lifestyle to which humans adapted during earlier periods of evolution. Until 500 or so generations ago, all humans were hunter-gatherers. The habitual eating pattern likely involved alternating scarce and abundant calories and a great variety of foods. It surely included lean wild game and used even a predominance of plant over animal calories, a relatively low sodium and high potassium intake, and of course there was universal breast-feeding of infants. Observations of the eating patterns among extant hunter-gatherer tribes confirm the varied nature and the adequacy (or near adequacy) of such an eating pattern for growth and development, as well as for the potential of longevity and the absence of mass phenomena such as atherosclerosis and hypertension.

Although modern humans cannot return to such subsistence economies, the anthropological observations suggest that current metabolic and disease trends derived from affluent eating and exercise patterns imposed rapidly on a very different evolutionary legacy result in the mass precursors of cardiovascular diseases found in modern society. Despite the generally strong population (ecological) correlations between diet, blood lipid levels, and CHD rates, these correlations are often absent for individuals within high-risk industrial societies.

This apparent paradox does not negate the causal importance of diet in mass hypercholesterolemia and atherosclerosis. Consider, for example, the simple additive model of Table 62-1, which suggests the powerful influence, in the individual, of inherent lipid regulation. Different individual lipoprotein genotypes may develop widely different adult risk phenotypes and different serum cholesterol levels, while consuming the same U.S.-type diet. Other individuals may have similar blood cholesterol levels while subsisting on very different diets. In contrast, the population model of Table 62-2 makes the assumption that the multiple genes that influence lipid

### Table 62-2. A Model of Population Diet—Serum Cholesterol (TC) Relation with Population Examples

<table>
<thead>
<tr>
<th>Population</th>
<th>Mean Diet–TC Effect (mg/dL)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Japan</td>
<td>0 75 100 125 150</td>
</tr>
<tr>
<td>Greece</td>
<td>+25</td>
</tr>
<tr>
<td>Italy</td>
<td>+50</td>
</tr>
<tr>
<td>United States</td>
<td>+75</td>
</tr>
<tr>
<td>Finland</td>
<td>+100</td>
</tr>
</tbody>
</table>

metabolism are randomly and similarly distributed throughout large heterogeneous populations. Under this condition, population means and distributions of blood lipids are seen to be influenced predominately by the cholesterol-raising or lowering properties of the habitual diet of the population.27,28 The range and degree of this dietary influence are estimated from short-term controlled diet experiments.29-31

Recently, several well-conducted cohort studies have provided evidence of diet-CHD relationships within societies in which CHD risk is high.32-34 With particular care to reduce variability and increase validity of individual dietary intake assessments, all of these studies were able to demonstrate small but significant and often independent prediction of CHD risk based on entry nutrient intake or other dietary characteristics. In our view, this evidence is less persuasive than the powerful synergism of diet, blood lipid levels, and CHD risk so firmly established over 40 years, but it is clearly confirmatory.

With this logic, habitual diet has come to be considered the necessary factor in mass hypercholesterolemia and, thus, in the mass atherosclerosis that leads to high rates of CHD. The population data are, however, equally compatible with another idea, that all three of the major risk factors (i.e., elevated population averages of blood cholesterol, blood pressure, and smoking) are essential for a high population burden of CHD.

The relationship of habitual diet to population levels of blood lipids and blood pressure, and to CHD rates, is largely congruent with clinical and experimental observations. First, experimental modification of diet has a predictable effect on group blood lipid levels. When calories and weight are held constant in controlled diet experiments and diet composition is varied, the largest dietary contributions to serum total and LDL cholesterol levels are (a) the proportion of calories consumed as saturated fatty and trans fatty acids, (b) dietary cholesterol, both of which raise cholesterol levels, and (c) polyunsaturated fatty acids, which have a cholesterol-lowering effect. The role of monounsaturated fats is debated, with some suggesting a neutral effect while others a cholesterol-lowering effect.35-39 Although this is debated, these clinical experiments confirm the broader relation found between long-term habitual diet and population mean levels of blood lipids.31,32

Animal experiments are not treated here but are relevant to the human diet-CHD relationship in that lesions resembling the human plaque are produced by dietary manipulations of blood lipoprotein levels; the fatty components of these animal plaques are reversible with dietary manipulations to lower blood lipoprotein levels.37,38

Plasma cholesterol-lowering preventive trials, which tend to complete the overall evidence for causation, indicate the feasibility and safety of changing risk factors and demonstrate the actual lag time between such change and its effect on CHD rates.27 The synthesis of results of all these trials and their implications for the public health are central because carrying out the “definitive diet-heart trial” is not considered feasible. Therefore, experimental proof of the role of diet in the primary prevention of CHD is not likely to be established.

Lipid-lowering trials demonstrate that substantial lowering of blood lipid levels is feasible, that the progress of arterial lesions is arrested, and that CHD morbidity and mortality are reduced, all in proportion to the cholesterol lowering achieved and its duration. These trials, carried out mainly in middle-aged men with moderately elevated blood lipids, have usually involved cholesterol-lowering medication plus diet. However, because they specifically tested the cholesterol-lowering hypothesis and because their effects are congruent with the observational evidence cited here in support of that hypothesis, these experimental findings have been extrapolated by many authorities to the potential for prevention in the broader population, including older and younger age groups, and those with lower lipid and risk levels.22 Many consider, also, that the results of randomized clinical trials, because of their congruence with the other evidence, may be extrapolated to the larger public health, including the potential for CHD prevention by long-term change in eating patterns of the population as a whole, and, finally, to the prevention of elevated risk in the first place.

Proteins

International vital statistics on deaths correlated with national food-consumption data indicate that, as with fat consumption, strong ergonomic correlations exist between animal protein intake and death rates from CHD, but there is little evidence that this association is causal. Anitschkow39 found originally that it was dietary lipid rather than protein that resulted in hyperlipidemia and atherogenesis in his experimental rabbits. Controlled metabolic ward studies in men under isoaloric conditions, with fat intake held constant while protein intake was varied between 5 and 20% of daily calories, found no change in blood cholesterol level (University of Minnesota, unpublished data).

Neither clinical, experimental, nor epidemiological evidence is now sufficient to attribute a specific effect of dietary protein on either blood lipid levels or CHD risk. The overall importance of the consumption of meats from domesticated animals and of fatty milk products is therefore thought to rest mainly in their fatty acid content rather than their protein content, at least with respect to CHD risk.

Carbohydrates

There is generally a positive association between population intake of refined sugars and CHD mortality and a negative relationship between complex carbohydrates and CHD mortality. Although these diet components are seriously confounded with other dietary factors that are strongly associated with carbohydrate intake, the effect of certain fibers, including the pectins in fruit, bran fiber, and the guar gum of numerous vegetables and legumes, on blood sugar and on blood lipid regulation has recently attracted greater interest. This is particularly so now that the fatty acid effects are well delineated; yet they fail to explain all of the observed population differences in blood lipid or all the lipid changes seen during experiments involving different nutrient composition.

More important, however, is that plausible mechanisms of atherogenesis are not established for sugars. The broader issue of plant foods (fruits, vegetables, pulses, legumes, and seeds), their complex carbohydrates, protein, other nutrients, and fibers is nevertheless of great public health interest because their consumption may affect the risk of cancers as well as of CVD.

The summary view is that the different amounts of sugars consumed in “natural diets” around the world do not account for the important differences found in population levels of blood lipids and their associated CHD risk. High carbohydrate intake is confounded with low fat intake (since protein intake is relatively comparable), and both are associated with low rates of CHD.

Alcohol

Positive correlations between alcohol consumption and blood pressure levels found for individuals in population studies appear to be dose-related and independent of body weight and smoking habits.30,41 Evidence is also consistent with respect to the positive relationship of alcohol consumption to blood high density lipoprotein (HDL) cholesterol level and of change in alcohol consumption to change in HDL cholesterol level. Substitution of alcohol for carbohydrates in a mixed U.S. diet results in a rise in HDL, mainly the HDL3 subfraction, one that may not be strongly related to CHD risk.42 Experimentally, myocardial metabolism and ventricular function are affected by relatively small doses of alcohol. In addition, neurohormonal links are established between alcohol-stimulated catecholamine excretion and myocardial oxygen requirements. These effects could act as contributory factors to the clinical manifestations of ischemia.

The epidemiological evidence from longitudinal studies about the relation of alcohol to CHD risk is, however, conflicting.43-45 Inverse relationships of alcohol intake and CHD are found in some studies, whereas a U-shaped, linear, or no relationship is found in others. Positive relationships, when found, are usually independent of tobacco, obesity, and blood pressure levels.46 Reasons for these inconsistent findings in the alcohol–coronary disease relationship may involve the poor (self-report) measurement
for alcohol intake as well as misclassification of the cause of death among heavy drinkers who are known to die of sudden, unexplained causes. Moreover, there are many possible confounding factors, including blood pressure levels, cigarette smoking, and diet.

Preventive practice with respect to alcohol is, therefore, based on its social and public health consequences rather than on any possible direct effect, favorable or otherwise, on cardiovascular disease risk. A major concern about regular alcohol use is, however, its enhancement of overeating, underactivity, and smoking, along with its intrinsic caloric density. Given these several relationships, public health recommendations for alcohol are not yet indicated in any quantity, as a “protective measure” for heart diseases.

Salt
Salting of food, primarily for preservation, began with civilization and trade. Now salting is based mainly on acquired taste and is likely a “new” phenomenon in an evolutionary sense. Moreover, the mammalian kidney probably evolved in salt-poor regions where the predominantly plant and wild game diet was likely very low in sodium and rich in potassium. Thus survival of humans and other mammals in salt-poor environments may have rested on an evolutionarily acquired and exquisite sodium-retaining mechanism of the kidney. The physiological need for salt under ordinary circumstances is approximately only 1–2 g of sodium chloride per day. It is hypothesized that this mechanism is now overwhelmed by the concentrated salt presented to modern humans in preserved meats and pickled foods, in many processed foods, and in the strong culturally acquired taste for salt.24–46 Clinical, experimental, and epidemiological links between salt intake and hypertension are increasingly well forged.46,47 Marked sodium depletion Dramatically reduces blood pressure in persons with severe hypertension. Sodium restriction enables high blood pressure to be controlled with lower doses of antihypertensive drugs. In many patients, salt restriction may result in adequate control of mild to moderate hypertension without drugs.48 Weight reduction and salt restriction appear to be independently important in lowering high blood pressure.49 In summary, a culture with high salt consumption appears to encourage maximal exhibition of an inherent human susceptibility to hypertension. Because potassium tends to reduce the blood pressure—raising effects of sodium, the sodium-potassium ratio of habitual diets also may be important in the public health.69

Surveys consistently find strong relationships between average population blood pressure and salt intake.47,50,51 High blood pressure is usually prevalent in high-salting cultures, irrespective of the prevalence of obesity. In contrast, hypertension is usually absent in low-salting cultures, despite frequent obesity. Moreover, rapid acculturation to greater salt intake among South Pacific islanders who migrate to industrialized countries is associated with an increased frequency of hypertension and elevated mean blood pressure.52 Even within high-salting cultures, when special efforts are made to reduce the measurement error for blood pressure and to characterize individual sodium intake with maximum precision, significant individual salt–blood pressure correlations are usually found.52,53

Despite all this evidence, neither preventive practice nor public health policy on reduction of salting is well advanced. This may be due in part to professional skepticism, based perhaps on the relatively weak individual correlations of salt intake and blood pressure. Admittedly, modification of salt intake by traditional dietary counseling has not been very successful. However, when interventions are attempted in a supportive and systematic way, change in salting behavior is readily achievable.44 In the United States, wider education has significantly and widely influenced food processing and marketing of products with lower salt content, and a great deal of voluntary public health action has been taken by food companies.

Current U.S. national dietary goals recommend no more than 4.5–6.0 g of salt daily.59 For individuals, this is achievable by not salting foods at the table, by adding no salt in cooking, and by avoidance of salt-rich foods, particularly canned, processed, and pickled foods. Despite the absence of a strong policy, preventive practice and public health approaches to reduced salt consumption are increasing. Significant public health effects of such population changes might be expected in high-salting societies, in light of recent trends in blood pressure and stroke observed in Japanese populations.50

Blood Lipoproteins
Clinical, experimental, and epidemiological evidence of the relationship between certain blood lipoproteins, atherosclerosis, and incidence of CHD is strong, consistent, and congruent. Because much knowledge is available, we present here only a summary of what we regard as the salient facts in this relationship, along with a few key references. The subject was recently reviewed in detail.52

- Associations are consistently strong between mean population levels of total serum cholesterol and measured CHD incidence.11,12
- Associations are variable between mean population levels of fasting serum triglycerides and coronary disease rates.57–59
- Total serum cholesterol levels at birth have similar means and ranges in many cultures.90
- Average levels and distributions of total serum cholesterol differ widely for populations of school-age children.91 They tend to parallel the differences found in adult population distributions of blood lipid levels, that is, means and distributions are found to be elevated in youth when they are elevated in adult populations.90
- Means and distributions of total serum cholesterol of migrants rapidly approach those of the adopted country, whether higher or lower than the country of origin.92
- Blood lipids measured in cohorts of healthy adults followed over time show consistently positive relationships, usually with a continuously rising individual risk of CHD according to the entry levels of total serum cholesterol (and LDL), at least until late middle age.60,61
- Computation of the population risk attributable to blood cholesterol levels indicates that the majority of excess CHD cases occur in the central segment of the population distribution, that is, 220 to 310 mg/dL, whereas only 10 percent derive from values above 310.7,27
- In healthy cohorts, a strong inverse relationship between individual HDL cholesterol level and its ratio to total cholesterol is found with subsequent CHD risk. It is relatively stronger at older ages and within populations that have a relatively high CHD risk overall.36,58,62
- Large-scale experiments indicate the feasibility and apparent safety of blood cholesterol lowering from moderate changes made in dietary composition, with and without weight loss.56,63
- Clinical trials of lipid lowering alone in middle-age, high-risk populations indicates a reduction of CHD risk according to the degree and duration of exposure to the lowered cholesterol level.13,10,14,46 Further, clear evidence has emerged that a class of lipid-lowering agents, the “statins” can reduce the risk of further CHD morbidity and mortality when coronary disease is already clinically apparent.64,78
- There has probably been a significant drop, of approximately 10–15%, in the U.S. mean total serum cholesterol level in the last 20 years, which is partly explained by changes in composition of the habitual diet during this period.60,70

Consensus from these facts has resulted in a vigorous population strategy of reduction in blood lipid level in the United States. Major recommendations are now in place for a change in eating patterns among North Americans.36 Moreover, the U.S. National Cholesterol Education Program has apparently increased both public and professional awareness and has improved the medical practice of lowering blood cholesterol.12,35,38
Overweight and Obesity

Whatever the physiological or cosmetic disadvantages of obesity and overweight, their relationship to CVD risk and mortality remains interesting, difficult to dissect, and basically unsettled. From a clinical perspective, extreme obesity is associated with manifest physical limitations and a propensity for many disabilities and illnesses. Beyond this, however, associations with cardiovascular diseases are not consistent throughout most of the distribution of relative weight or skin-fold measurements.76

Overweight and weight gain tend to raise risk factor levels, and correction of the many metabolic disorders that accompany obesity is prompt and substantial when weight loss is achieved, with or without an increase in physical activity. When weight loss is carried out primarily through increased physical activity, appetite is generally “self-regulated” and body fat is lost, lean body mass is better maintained, insulin activity is lowered, glucose tolerance is improved, LDL and very low density lipoprotein (VLDL) levels are lowered, HDL level is raised, and cardiovascular efficiency is enhanced. As we shall review here, however, the status of obesity and weight gain and loss as risk factors for CVD is complex.

Obesity is arbitrarily considered to be present when the fat content of the body is greater than 25% of body mass in men and 30% in women. Overweight is equally arbitrarily chosen as greater than 130% relative weight, according to life insurance build and mortality tables, or on a body mass index (kg/m²) greater than 26. “Ideal weight” criteria are often based on standards associated with the lowest mortality risk in life insurance experience. The prevalence of overweight (and obesity) in U.S. adults is variously estimated from 20 to 50%, depending on the measurement used and the definition chosen, as well as by age, sex, and race classification.

A most salient fact about overweight in the United States is that average weight and relative body weight are increasing, according to national health surveys. Obesity based on a body mass index (wt/ht²) of ≥30 kg/m² in men (20–74 years of age) rose from 10.7% in 1960–1962 to 28.1% in 1999–2002. In women, similar changes have occurred, with the proportion of obese women rising from 11.0% being 15.7%, rising to 24.0% in the later survey.77 (Table 62-3) The prevalence of extreme overweight is increasing at a greater rate than is average weight.77 This trend affects all gender and major ethnic groups as shown for overweight.

The causes of mass obesity in populations are only partly understood. Widespread abundance, availability, and low cost of calorie-dense foods, along with many environmental cues to appetite, encourage overeating in relation to physiologic need. These environmental “facilitators” act on an apparently widespread genetic susceptibility to obesity. This, in turn, may be an evolutionary legacy from hunter-gatherer lifestyles. Moreover, there are other factors that enhance excess calorie intake relative to need. For example, dietary fat is more efficiently stored as adipose tissue than is carbohydrate under conditions of excess calorie intake.36 Refined sugars have less satiety value than the complex carbohydrates of fruits and vegetables. And alcohol is cheap and available in many societies.

One major cause of mass obesity in Western populations appears to be the increase of relative sedentariness. Americans are, on average, heavier now than they were earlier in this century when, in fact, they consumed significantly more calories per day.38 The stable, rural laboring populations that consume (and expend) more energy are, in turn, the leaner populations.11 Unfortunately, sedentariness in populations is largely confounded with calorie density and other differences in eating patterns.

Comparisons among and within populations in the Seven Countries Study illustrate the complexity of the relationship of overweight and obesity to CHD and to death from all causes.11,12 Among populations, CHD incidence is not correlated with any measure of obesity or overweight. The population distributions of skin-fold obesity are, however, strikingly different. They almost fail to overlap, for example, between the highest skin-fold values found among Serbian farmers and the lowest values among sedentary U.S. rail clerks.11 Obesity is, therefore, a mass phenomenon and is apparently strongly determined by (a) the average energy expenditure of the population and (b) the composition (caloric density) of the diet.

Within populations the picture is highly variable. In East Finns, with high CHD rates, incident CHD cases are evenly distributed across the entry distribution of skin-fold fatness and overweight. In another population with a high CHD incidence—U.S. railroad workers—the relationship between skin-fold obesity and CHD death is weakly positive, in contrast to an insignificant and opposite relationship for relative body weight. In another population with a high CHD incidence, consisting of rural Dutch men, there is a strongly positive linear relationship between CHD incidence and overweight and obesity throughout the wide range of values found there. Among men from the southern Mediterranean regions of Italy, Greece, and Yugoslavia, there is a U-shaped relationship between overweight or obesity and CHD risk, as well as with deaths from all causes. The thinnest individuals as well as the heaviest and fattest have the higher disease rates; lowest disease risk is found for those with intermediate weight values.11,12

Multivariate analysis in the Seven Countries Study, used to adjust for the many confounding variables related alike to body mass and to CHD, shows no consistent relationship of 10-year CHD incidence with either relative weight or fatness.13 In most of these populations there is a tendency for CHD incidence to be slightly higher in the upper than in the lower half of the fatness distributions, but this tendency disappears when other variables are simultaneously considered. Similarly, except for men at the extremes of the distribution, within generally high-incidence and overweight U.S. populations, there is little relationship between obesity or overweight and risk of CHD or death in men.

Within populations, several other longitudinal studies, including the Framingham Heart Study,14 the Evans County Study,79 and the Manitoba Study,66 suggest that an independent contribution of relative weight to risk in a society with high CHD incidence may be reflected only in very long-term CHD risk. In Framingham, in addition, weight gain since youth is a risk predictor for CHD.74 Finally, in the Evans County Study, initial overweight and weight gain over time are also strongly related to the seven-year incidence of new hypertension.79

The ability to distinguish CVD risk according to the body distribution of obesity, usually measured as the ratio of waist to hip circumference (WHR), is relatively recent.75 WHR is positively related to risk of CHD, premature death, non-insulin–dependent diabetes mellitus, and cancers in women, as well as to established CVD risk factor levels. The finding that several diseases correlate better with fat distribution than with general measures of overweight or obesity has raised major new hypotheses about possible separate metabolic entities and about the pathogenesis, risk, and treatment of obesity.12,13

Results of autopsy studies are inconclusive. The International Atherosclerosis Project concluded that the degree and severity of atherosclerosis were not consistently associated with overweight and obesity.61

Finally, a major gap exists in our knowledge of the effect of weight reduction on disease risk in a relatively overweight society.

TABLE 62-3. AGE-ADJUSTED PREVALENCE OF OBESITY IN AMERICANS AGES 20–74 BY SEX AND SURVEY

<table>
<thead>
<tr>
<th>Year</th>
<th>Men</th>
<th>Women</th>
</tr>
</thead>
<tbody>
<tr>
<td>1960–62</td>
<td>10.7</td>
<td>15.7</td>
</tr>
<tr>
<td>1971–74</td>
<td>12.2</td>
<td>16.8</td>
</tr>
<tr>
<td>1976–80</td>
<td>12.8</td>
<td>17.1</td>
</tr>
<tr>
<td>1988–94</td>
<td>20.6</td>
<td>26.0</td>
</tr>
<tr>
<td>1999–2002</td>
<td>28.1</td>
<td>34.0</td>
</tr>
</tbody>
</table>


Note: Obesity is defined as BMI of 30.0 or higher.
Nevertheless, Oldridge and colleagues\textsuperscript{87} carried out a meta-analysis of the effects of exercise training, including the effects of exercise training, are difficult. The epidemiological evidence indicates, however, that exercise training reduces risk of developing heart disease and improves survival among those already diagnosed with heart disease. The evidence is consistent with the hypothesis that exercise training either prevents or delays the development of heart disease.

Here is a brief synopsis of the evidence relating habitual activity to CHD risk. The major source of information about the role of physical activity is the Coronary Artery Surgery Study (CASS) \textsuperscript{17} and the Multiple Risk Factor Intervention Trial (MRFIT) \textsuperscript{18,19,20} and a case-control study of American Indians in Minnesota.\textsuperscript{21} All 18 studies showed that habitual physical activity was inversely related to death from CHD or death from all causes. The results of these studies are consistent with the hypothesis that habitual physical activity reduces the risk of heart disease.

Physical Inactivity
Two primal human activities are the obtaining and consuming of food. Only since the advent of agriculture, and more recently of urbanization and industrialization, has the sustained subsistence activity of humans changed dramatically. In affluent industrial societies with automated occupations, motorized transport, and sedentary leisure, reduced energy expenditure is one of the more profound changes in human behavior. Aside from its likely importance as a fundamental determinant of the evolution of the species, it is a dysfunction that reduces fitness and apparent power and performance, with respect to CVD risk is not considered feasible.\textsuperscript{86}

The interpretation of these many observations is that habitual, current physical activity very likely protects against coronary death.\textsuperscript{89} A basic uncertainty that remains is whether the apparent benefit is due to physical activity itself or to its effect on other risk factors. People tend to exercise if they are able to and if they feel good when they exercise. Fitness, a component strongly determined by constitution, may be a major contributor to an apparently protective effect of physical activity. It is possible that fitness determines both who will be active and who will be protected from CHD.

At least two other pieces of evidence suggest that constitution is not the major operator. Any protective effect of having once been a college athlete, and thus presumably genetically superior, disappears with time after graduation, whereas current physical activity is associated with lower risk.\textsuperscript{90} Moreover, it seems that genetic factors are likely to be less important to participation in moderate exercise than to participation in vigorous exercise, but both carry a lower risk than to participation in vigorous exercise.

Finally, safety should be the foremost consideration both in prescribing exercise for individuals and in making recommendations for the public health. Several studies have found an excess risk of primary cardiac arrest during and shortly after strenuous exercise in all subjects, regardless of their level of habitual physical inactivity, despite a much lower overall risk of sudden coronary death in habitually active subjects.\textsuperscript{91} They concluded that the reduced risk of sudden death due to regular physical activity was greater than the excess risk of sudden death during vigorous activity. This view, important for the public health, would be small comfort, however, to the families of those stricken while running. The evidence suggests that brisk walking or other moderately vigorous activity is the more reasonable exercise prescription, at least for sedentary and middle-aged people who have not maintained their fitness from youth.\textsuperscript{92}
Diabetes and Hyperglycemia

Since the insulin era began, enabling persons with diabetes to survive, a strong relationship between diabetes and atherosclerosis risk has emerged. Most who die with diabetes succumb to advanced atherosclerosis. In addition, there are important mechanistic interrelations between insulin-glucose regulation, lipoprotein and uric acid metabolism, obesity and hyperinsulinemia, on the one hand, and atherosclerosis on the other. Unfortunately, the prevalence of diabetes in the U.S. population is rising associated with increasing obesity. The long-term effects of this trend are unknown.

The association of clinical diabetes mellitus with CHD and atherosclerotic manifestations is documented clinically, pathologically, and epidemiologically. It is thought that hyperinsulinemia, hyperglycemic episodes, or both in treated diabetics, coupled (formerly) with the common prescription of a high-fat, low-carbohydrate low-fat diet, increases vascular complications. Cross-cultural comparisons suggest that the risk of atherosclerosis and CVD in diabetic patients is indeed related to factors other than the glucose-insulin disorder itself. For example, apparently low rates of atherosclerosis exist in diabetic eastern Jews, Chinese, and Southwest American Indians. The Pima Indians of Arizona are thought to be an example of the theoretical "thrifty genotype," that is, a population only recently (in evolutionary terms) exposed to calorie abundance, that frequently (50% of adults) develops an obese, diabetic phenotype but nevertheless manifests little CVD.

In longitudinal studies among cohorts, clinical diabetes mellitus is associated with excess CHD risk and severity of CHD, and many studies confirm the excess of fatal myocardial infarction in women with diabetes. The excess risk among diabetics is not always different from that experienced by the degree of hyperglycemia or the degree of control. Much of the excess CHD risk in diabetics is, in fact, accounted for by associated risk variables. More severe atherosclerosis, diabetic cardiomyopathy, and a hypercoagulable state are also thought to contribute to the excess risk of diabetes. Finally, in most autopsy studies, coronary artery disease and the frequency and severity of myocardial infarction are greater in diabetics than in control subjects.

Diabetic treatment by the control of blood glucose levels is the mainstay of therapy. However, the role of glucose control in the reduction of cardiovascular and other complications has been controversial. The University Group Diabetes Program (UGDP) reported an increased rate of myocardial infarction with the use of first-generation sulfonyl ureas despite effective blood glucose control. These effects are not seen with later agents. The Diabetes Control and Complications Trial (DCCT) studied "tight" glucose control in insulin-dependent diabetics. Findings included significant reduction in retinopathy, microalbuminuria, and clinical neuropathy. Elevated LDL cholesterol levels were also reduced with tight control. Cardiovascular and peripheral vascular disease was also reduced, but did not reach significance. A meta-analysis of clinical trials of the hypoglycemic drug rosiglitazone found increases in myocardial infarction and cardiovascular death. The implications of these observations are still unclear.

In healthy persons glucose intolerance alone is weakly and inconsistently associated with CVD risk. However, high insulin activity was found to be a significant independent predictor of coronary events in cohorts studied in Australia, France, and Finland, and it has also been proposed as a cause of excess atherosclerosis in Asian migrants.

In summary, the relationship between diabetes, atherosclerosis, and coronary disease is well established among persons with clinical diabetes living under the conditions of affluent Western culture. Data from other cultures suggest, however, that other factors, such as physical activity, body weight, blood pressure, blood lipid levels, dietary composition, and smoking habits, greatly affect the risk of CHD among diabetics. This, plus evidence that the metabolic disorders of middle-age persons with diabetes can be significantly improved through exercise and modified by diet and weight loss, provide a sound rationale for preventive practice. More study of these complex issues is needed to develop an effective preventive approach to noninsulin-dependent diabetes mellitus itself.

Elevated Blood Pressure: Hypertension

The epidemiology, control, and prevention of hypertension and its complications are summarized here.

It is estimated that hypertension contributes to more than one-half of adult deaths in the United States. It is a strong and independent risk factor for CHD and stroke, and there are plausible mechanisms for its effects on atherosclerosis and vascular disease. Patients with CHD have higher average blood pressure than control subjects. Experimental atherosclerosis induced in animals is directly related to pressure levels within the arterial system. In cohort studies, elevated blood pressure is positively, continuously, and independently related to CHD risk, according to increasing levels of systolic or diastolic blood pressures. The relationship of elevated blood pressure to risk of cerebrovascular hemorrhage and congestive heart failure is even stronger than the relationship to risk of CHD and thrombotic stroke.

The preventive potential for hypertension control is illustrated by drug trials that have demonstrated a significant decrease in rate of stroke and heart failure. The Systolic Hypertension in the Elderly Project (SHEP) demonstrated the importance of systolic blood pressure control in this group. Results of other trials suggest that CHD risk is lowered by control of hypertension, but most have had insufficient power to study this question. The recent ALLHAT study treated hypertension with diuretics and more recent antihypertensive drugs with CHD as an endpoint. There was no placebo group. They found thiazide-type diuretics to be superior to more modern agents for combined CVD, stroke, and heart failure.

Blood pressure control has greatly improved in the United States in the last 20–25 years, according to surveys showing a substantial decrease in the proportion of hypertensive persons unidentified or not under control. These trends have occurred in parallel with downward trends for both CHD and stroke mortality, although a direct relationship cannot be established. In fact, the mortality rate from stroke was diminishing long before safe and effective antihypertensive therapy was widely used. Moreover, stroke death rates in the United States fell during the 1950s and 1960s, when CHD death rates were rising sharply.

Estimated changes in death rates for CHD and stroke, based on models of hypertension control, suggest a large potential for the prevention of CVD. Primary prevention of hypertension would likely have even more impressive effects on the public health.

Present challenges to preventive practice lie mainly in more effective control of elevated blood pressure in the elderly and in finding the ideal combination of drug and hygienic management for correction of mild or borderline levels of high blood pressure. The larger public health challenge lies in improvement of population wide correlates of hypertension, such as physical inactivity, overweight, and high salt and alcohol intake. Such primary preventive and public health approaches promise to minimize the exhibition of high blood pressure, since human populations are apparently widely susceptible.

Tobacco Smoking

The broader relationship of tobacco to disease and health is detailed in Chap. 54. Much of the clinical evidence of a direct relationship between cigarette smoking and coronary disease was, until recently, anecdotal. Experimentally, ischemic pain, angiographic coronary spasm, and electrocardiographic findings are now demonstrated during smoking in patients with compromised coronary circulation.

For individuals living within societies with a high CHD incidence, smoking is consistently found to be a strong and independent risk factor for myocardial infarction and sudden death. The risk is continuous from persons who have never smoked, to ex-smokers, to those who smoke even in small amounts and is also related to duration of the habit. Interactions with other risk factors are also important, as indicated by the weak association of smoking with CHD risk in low-risk societies. More study of these complex issues is needed to develop an effective preventive approach to noninsulin-dependent diabetes mellitus itself.
regression equations derived from U.S. or northern Europe data. The Japanese, for example, with a heavy prevalence of smoking and sub-
persistent smokers. Improvement in the prognosis of survivors of the best disease experience, long-term quitters approximate their the effects of diet and blood lipids, physical activity and smoking, and diabetes and insulin levels to atherosclerosis and to thrombosis. The interaction between chronic arterial wall disease and the blood properties leading to coagulation continues to be a major subject for research as it becomes clear that a critical fixed obstructive lesion is not necessary for myocardial infarction. In fact, thrombi forming on so-called "soft plaques" which rupture account for a significant proportion. The components of the coagulation system found so far to be of major interest are platelets and fibrin and they aggregate when cell walls are damaged and develop fibrin platelet masses, and platelet aggregation.

Of the several hemostatic variables measured with respect to subsequent CHD risk, fibrinogen has received the most attention. Several investigators conclude that an elevated fibrinogen level is likely to be causally associated with CHD but that its elevation overall may be due primarily to smoking.

As for primary prevention of CHD events with low-level anti-coagulation, such as with small doses of aspirin, this appears now to be established for nonfatal myocardial infarction in men.

**Physical Environment**

It is increasingly apparent that modern industrialized society developed an environment which is not conducive to good health. Communities are built without parks, playgrounds, libraries, nearby stores, sidewalks, or public transit. The result is dependence on personal automobiles and social isolation. These environments may actually promote chronic diseases such as CHD. There is increasing understanding of the effects of these practices and attempts to promote healthier community designs.

The weather, particularly the influx of cold fronts and rapid falls in barometric pressure, has been correlated with new hospital admissions for coronary events and sudden death. Reasonable preventive practice includes advice to avoid exposure, in particular the combination of isometric work and cold, and to use light face masks to maintain a favorable personal air temperature and humidity.

Similarly, atmospheric inversions and air pollution are related to hospitalization and death rates from pulmonary and cardiovascular diseases, particularly in the elderly. These observations are increasingly linked to specific environmental pollution agents including nitrogen, sulfur dioxide, ozone, lead, and particulate matter. Most recently fire particles ($PM_{2.5}$) have received attention. The result of combustion, they easily reach the alveoli. Experimental data suggests they may play a role in the etiology and onset of cardiovascular diseases.

**Social Support**

Several prospective population-based studies have established social support or "social connectedness" as a factor associated with reduced risk of death. Two large studies—one from Finland and one from Sweden—examined CVD disease risk. The pattern of results suggests a relationship between social support and mortality, at least in men. Whether this is a causal relationship or is attributable to a confounding variable such as baseline health or to personality characteristics such as hostility is unclear, and this line of investigation might well be continued.

Attempts have been made to change psychosocial characteristics experimentally and to measure CHD risk factors and disease changes. Recently, the enhancing recovery in coronary heart disease patients (ENRICH) trial tested cognitive behavioral therapy and antidepressant medications post myocardial infarction to increase social support and decrease depression. The trial showed no difference in the endpoint of recurrent myocardial infarction and death.

**Gender and Estrogens**

The excess risk of CHD and atherosclerosis in men at earlier ages is documented throughout affluent Western society. The sex differential is much less prominent, however, in nonwhite populations and in
areas where the overall incidence is relatively low.\textsuperscript{135} The particular susceptibility of men is only partly explained by their higher risk factor configurations between the ages of 25 and 60. On the other hand, the relative protection from CHD among premenopausal women is assumed to be related to hormones, although the effect of early oophorectomy, menopause, or estrogen replacement therapy on known risk factor distributions in women fails to completely explain these differences. In countries with a high incidence of CHD, where there is relative mass hyperlipidemia much more of the plasma cholesterol is carried in the HDL fraction in women. Recent experimental evidence concerning mechanisms of LDL and HDL function, related to cell receptors and lipid transport in and out of the arterial wall, confirm this particular biological difference as a likely cause for some of the sex difference in CHD risk.

In contrast, women have a proportionately greater risk of angina pectoris than of myocardial infarction or sudden death. While they have less severe atherosclerosis in the coronary arteries, the sex difference is not as apparent in cerebral, aortic, and peripheral vessels. Survival of women after myocardial infarction is poorer in-hospital, although this is balanced by greater out-of-hospital death for men.

Finally, trends in CHD deaths in the United States indicate that the age-specific decline in mortality is proportionately greater in women than in men.\textsuperscript{176} Similarly, the rise in CHD death rates among women in eastern Europe, where CVD deaths overall are increasing rapidly, is proportionately greater in women and in young women.\textsuperscript{18,19}

The excess risk of thromboembolism, stroke, and myocardial infarction in women taking oral contraceptives (OCS), and the interaction of OCS with age and smoking, are well established. Young women taking OCS have systematically higher serum lipid levels, higher blood pressure, and impaired glucose tolerance compared with control subjects.\textsuperscript{18,19}

Numerous epidemiologic studies evaluated the use of postmenopausal estrogen in the primary prevention of cardiovascular disease.\textsuperscript{186} Meta-analysis suggested a relative risk of 0.50–0.65 for coronary artery disease in estrogen users.\textsuperscript{187} These data exemplify the danger of extrapolating observational studies to therapeutic lesions. When randomized studies of hormone replacement therapy were performed the Heart and Estrogen/Progestin Replacement Study (HERS) and the Women’s Health Initiative (WHI) trial, no benefit and potential harm was observed.\textsuperscript{140,141}

In summary, the sex differential for atherosclerosis and cardiovascular disease events and their time trends is not completely explained on the basis of known effects of hormones on the level of risk factors. More study of gender difference is needed.

**Genetic Factors**

Much current work is opening up the understanding of host-environmental relationships. The relative contribution of genes to disease risk of populations can be exaggerated, however, by studies of gene effects when limited to homogeneous, high-risk cultures where exposure is great and universal. Most of the lack of understanding, and much of the difficulty in identification of susceptible persons, lies in the unavailability of specific genetic markers for CVD and the incapacity of family studies to discriminate intrinsic components without such markers. Recent findings of the gene loci for apolipoprotein regulation hold great promise of an improved understanding of individual differences in blood lipoproteins and their response to diet. There is, for example, evidence of the genetic inheritance of LDL subclasses HDL, apo-B and apo-E.\textsuperscript{182} A substantial proportion of the variation in apo-B levels (43%) may be explained by a major locus.\textsuperscript{183} A major gene controlling LDL subfractions may account for much of the familial aggregation of blood lipids and CHD risk.\textsuperscript{184}

Most intrinsic blood lipoprotein regulation, however, is clearly polygenic and strongly interactive with the environment, especially with composition of the habitual diet. Controlled experiments in metabolically normal people suggest that there is a normal distribution of individual blood lipid responses to a known dietary change.\textsuperscript{185}

The rare major gene effects that cause extreme manifestations of the hyperlipidemias are increasingly well characterized, but they account for only a small fraction of the mass phenomenon of hypercholesterolemia found in affluent cultures. Thus most atherosclerotic complications and most of the excess CHD events in the general population cannot be attributed to major gene effects. Nevertheless, gene-culture interactions remain important to preventive practice for better detection and individualized therapy of patients who have elevated blood lipid values.

A potentially important aspect of genetically determined diet responses now under investigation is the response of individual lipoprotein fractions to specific dietary factors, mainly fatty acids and cholesterol. A wider issue, however, is the relative magnitude of the contribution of intrinsic regulation to the large population differences found for average blood lipid values and their distributions. For the time being, this contribution remains speculative.

Genetic control of CVD risk factors other than blood lipids is even less well-known.\textsuperscript{186} For example, not yet identified are genetic traits that might affect individual sensitivity to salt intake, to the atherogenic effect of cigarette smoking, or to the regulation of blood insulin and glucose levels, arterial wall enzymes, or personality type. There has been growing research on the genetics of hypertension. Markers have been discovered in a disease which is most likely polygenic for the proportion heritable.\textsuperscript{147}

The public health view that a favorable environment assures minimal expression of phenotypic risk provides the rationale for a population approach to prevention. This rationale has not been effectively challenged, but neither has it been universally accepted.

**Combined Risk Factors**

Clinical, laboratory, and epidemiological studies of CVD risk factors have been oriented mainly toward determining individual causal roles for each factor. Cardiovascular diseases are clearly related, however, in both individuals and communities, to multiple factors operating together over time. Multiple-factor risk is firmly established and actually is quantified for both CHD and stroke. Based mainly on Framingham and Pooling Project analysis, a consistent, independent, and at least additive contribution is found for each of the major risk factors: cigarette smoking, arterial blood pressure, and total serum cholesterol level.\textsuperscript{180} The risk ratio between highest and lowest categories for combined risk within populations is approximately eight- to tenfold, in contrast to the risk ratio for single risk factors, which is approximately two- to fourfold.

Prediction regressions derived from follow-up experience in European men, with the use of four major risk factors at baseline, when applied to men in the United States, show the multiple-risk concept to be "universal." That is, the regressions define a continuum of CHD risk among individual U.S. men in a society that has quite different CHD rates overall.\textsuperscript{144} The slope of the relationship (regression) between the combined risk factors and disease, however, is much steeper in the United States than in the European population. At any given level of multiple risk, U.S. rates are twice those in Europe. This cultural difference in the "force" of risk factors indicates that a sizable influence on population differences in CHD risk remains unknown, although lifelong exposure to CHD risk is not captured in a single measure. Another indication of the combined force of risk factors comes from studies of low risk groups within industrialized populations. Those with low lipids, normal blood pressure, non-smokers, nonobese, and without diabetes have very low CHD and stroke rates.\textsuperscript{149,150,151} Nevertheless, since these few risk factors operate universally and explain a substantial part of individual and population risk differences, public health action on that part of the difference now explained is both promising and indicated.

Still another interpretation of the evidence of combined risk of CHD is that the synergism between risk characteristics leads to a major potential for preventive effects in the population by achieving relatively small shifts in the means and distributions of the multiple risk factors. This does not exclude the possibility of a population threshold for risk factors, below which population risk is remote. That
is indicated by the relative scarcity of mass atherosclerosis and CHD in societies in which average serum total cholesterol levels are less than 200 mg/dL. Nor does it exclude the concept of necessary versus contributory causes. In the absence of the presumed necessary factor (i.e., mass hypercholesterolemia), population risk is negligible. It may be that the departures from perfect prediction, found with the use of multiple regression analysis, are due in part to their failure to include the duration of exposure to, or the directionality of, a particular risk level.

**RHEUMATIC HEART DISEASE**

Rheumatic fever and rheumatic heart disease remain important public health problems in the world. It is a particular problem where poverty, overcrowding, malnutrition, and inadequate medical care are found. Even in industrialized societies, a relatively high prevalence of rheumatic fever persists in pockets of poverty, and outbreaks have been reported recently in affluent areas. Despite that rheumatic fever is demonstrably preventable and rheumatic heart disease has declined dramatically in most industrialized nations, this condition remains a major public health problem internationally.

For more than 40 years it has been known that group A streptococcus infection underlies initial and recurrent attacks of rheumatic fever (see Chap. 9). The immunologic mechanisms and circumstances by which infection with this organism produces rheumatic fever and rheumatic heart disease and acute and chronic glomerulonephritis are well understood. In some surveys, as many as 3% of patients develop rheumatic fever after known streptococcal infections. As many as 50% of those who have once had rheumatic fever will, if untreated, experience attacks after a subsequent streptococcal infection. This suggests that host factors significantly determine susceptibility. Age is also an obvious factor, for example, infants do not develop rheumatic fever even though they are susceptible to streptococcal infection and glomerulonephritis. Such differences in susceptibility are clearly developmental, such as the variation with age, but others may have a genetic basis. The tendency of rheumatic fever to cluster in families, however, may be explained by shared environment as well as genes.

During the 1960s, the incidence of acute rheumatic fever per 100,000 urban children 2–14 years of age in the United States ranged from 23 to 28 for whites and 27 to 55 for blacks. The incidence was still higher in Puerto Ricans. Currently it is closer to 2 per 100,000 with most cases among the underprivileged.

In other parts of the world, the lowest rates of rheumatic fever have been observed in Scandinavia, with 1.3 cases per 100,000. In underdeveloped nations, the rates are much higher. Prevalence among school-age children in South America ranges from 1 to 10%. Mortality from rheumatic fever and rheumatic heart disease has fallen significantly in the United States in this century. It was 14.8 per 100,000 in 1950, 7.3 in 1970, and 2.7 in 1986, a decline of 82%.

The diagnosis of acute rheumatic fever is made principally from clinical findings with the revised Jones criteria (see Chap. 9). These may be insufficiently sensitive, however, to detect mild cases, particularly in Western countries where clinical patterns have changed so that arthritis is often the only presenting manifestation; chorea, subcutaneous nodules, and erythema marginatum are now rarely seen. Diagnosis may be complicated by the lack of a preceding sore throat or an apparent infection.

Current recommendations for the primary prevention of acute rheumatic fever and rheumatic heart disease and prophylaxis for bacterial endocarditis in those with known rheumatic valve disease are found on the American Heart Association website: www.heart.org.

**CONGENITAL HEART DISEASE**

Malformations of the cardiovascular system are among the more frequently occurring congenital defects. They result from developmental errors caused by inherent defects in the genetic material of the embryo, environmental factors, or both.

Family studies suggest that the offspring of parents with congenital heart disease have malfunction rates ranging from 1.4 to 1.6%. Identical twins are both affected 25–30% of the time. While these and other findings of familial aggregation suggest genetic factors, common environment may also play a role. Chromosomal aberrations or mutations account for less than 10% of all congenital cardiovascular anomalies. In addition, noncardiac disorders also produce cardiovascular defects; these include Marfan’s syndrome, Friedreich's ataxia, glycogen storage disease, and Down’s and Turner’s syndromes.

Maternal viral infections during pregnancy are estimated to cause up to 10% of all congenital cardiac malformations. Rubella in the first 2 months of pregnancy is associated with congenital malformations in about 80% of live births and is thought to account for 2–4% of all congenital heart disease. Subclinical Coxsackievirus infections may be related to congenital heart disease. Acute hypoxia, residence at high altitudes, high carboxyhemoglobin levels, and uterine vascular changes from cigarette smoking are other potential causes.

Maternal x-ray exposure results in an increased incidence of Down’s syndrome and possibly other congenital defects. Maternal metabolic defects, such as diabetes mellitus and phenylketonuria, are associated with increased incidence of congenital heart defects.

Animal investigations, which have not been substantiated in humans, indicate that dietary deficiencies in the mother may result in congenital malformations. Obstetric problems are associated with congenital heart disease, including association of advanced maternal age with Down’s syndrome and a history of vaginal bleeding (threatened abortion) during the first 11 weeks of gestation with prematurity. The teratogenic potential of drugs, such as thalidomide and folic acid antagonists, is well documented. In addition, dextroamphetamine, anticonvulsants, lithium chloride, alcohol, and progesterone/estrogen are highly suspected teratogens acting in the first trimester of pregnancy, as are certain pesticides and herbicides (see Chap. 33).

Data on the true incidence of congenital heart disease are limited. The chief sources of information are birth certificate and hospital birth data. Birth certificate data usually underestimate the true rate as the defect may not be discovered until later. It is estimated that there are 32,000 live-births with congenital heart disease in the U.S. and 1.5 million worldwide annually. A U.S. multicenter collaborative study in 1970 yielded the following incidence rates for congenital heart disease: 8.1 per 1000 total births, 7.6 per 1000 live births, and 16.5 per 1000 twin births. Most are correctable by modern medical and surgical methods, including cardiac transplantation; it is estimated that only one child per 1000 cannot be helped by such approaches.

As a result, infant mortality from congenital cardiovascular disease has fallen steadily (Fig. 62-6). As with other conditions, mortality among black youth has fallen less than for whites. The correction of congenital defects by surgical and other interventions is an important factor in increasing survival. Patients who have been repaired live into adulthood presenting new challenges in their care.

Although the overall incidence of congenital heart disease has apparently remained stable, the distribution of types of defects may be shifting. This includes unexplained increases in ventricular septal defects and patent ductus arteriosus. A decline in the number of infants born with rubella-caused defects may be explained by vaccination programs.

Primary prevention of congenital heart disease includes the following established measures:

1. Genetic counseling of potential parents and families with congenital heart disease
2. Rubella immunization programs
   a. Identification of susceptible women of childbearing age by serologic examination
   b. Immunization of susceptible women
   c. Avoidance of pregnancy for 2 months after rubella vaccination
3. Avoidance of exposure to viral diseases during pregnancy
CARDIOMYOPATHIES AND MYOCARDITIS

Cardiomyopathies are a broad group of cardiac diseases that involve the heart muscle. Although less common in industrialized nations, they account for 30% or more of heart disease deaths in some developing countries. They are of diverse etiology and are usually classified by the functional results of their effects on the myocardium: dilated or congestive, hypertrophic and restrictive. Some recommendations suggest that the term “cardiomyopathy” be reserved for disease of unknown origin involving heart muscle. However, the common use of the term still associates it with specific causal syndromes when these are known.

Some cardiomyopathies are diagnosed in their acute phase, where inflammation of the myocardium is common (myocarditis). While myocarditis is particularly difficult to categorize, diagnosis has been facilitated by the widespread use of endomyocardial biopsy. These techniques have suggested that an inflammatory reaction is more common than was previously suspected. Identified causes include infectious, metabolic, toxic, allergic, and genetic factors. Myocarditis and cardiomyopathy may be mild and undetected but also can be rapidly fatal with progressive heart failure.

In industrialized nations, cardiomyopathies appear to be increasing in prevalence, although it is unclear whether there is an actual increase or an increase in professional awareness and improved diagnostic techniques. The latter include use of the echocardiogram, Doppler flow studies, and catheter-based endomyocardial biopsy. Surveillance of Olmsted County, Minnesota, found an incidence of idioopathic dilated cardiomyopathy of 6 per 100,000 person years. Overall prevalence was 35.3 per 100,000 population. Mortality from cardiomyopathy in the United States varies by age, race and sex (Table 62-4). Mortality is higher in blacks than whites and greater in men than women. Mortality increases with age, suggesting the pattern of a chronic condition.

Alcohol abuse is an important cause of cardiomyopathy, accounting for approximately 8% of all cases in the United States. Alcohol causes myocardial damage by several mechanisms. These include (a) a direct toxic effect, (b) effects of thiamine deficiencies, and (c) effects of additives such as cobalt in alcoholic beverages. Abstinence from alcohol may halt or even reverse the cardiomyopathy.

Another major cause of cardiomyopathy in industrialized countries is viral infection, particularly Coxsackie B virus, echovirus, influenza, and polio, often beginning as a viral myocarditis. Subclinical viral disease is thought to be more common than was previously suspected, with most patients recovering without sequelae. More severe forms, however, result in dilated cardiomyopathy and death due to congestive heart failure or arrhythmias. Recent research has suggested an autoimmune component and indicated that immunosuppressive therapy may be helpful in modifying the disease. However, early clinical trials have shown no benefit for corticosteroids.

Hypertrophic cardiomyopathy (HCM) is another cause of death. Largely undetected until the advent of echocardiographic techniques, it is becoming increasingly clear that this condition can be fatal and be managed with pharmacologic therapy. An Italian registry for HCM found a majority of patients were male (62%) and 89% were New York Heart Association class I–II. Most were in their fourth to sixth decade of life. Cardiovascular mortality was 1% per year, mainly due to heart failure. The genetic origins of this condition are increasingly apparent. In South and Central America, trypanosomiasis (Chagas’ disease) is endemic; an estimated 20 million people are afflicted. Extensive chronic myocarditis with heart failure may be observed years after the initial infection with the trypanosome. An acute infectious phase, characterized by fulminating


<table>
<thead>
<tr>
<th>Ages</th>
<th>Black Male</th>
<th>White Male</th>
<th>Black Female</th>
<th>White Female</th>
</tr>
</thead>
<tbody>
<tr>
<td>35–44</td>
<td>13.09</td>
<td>3.71</td>
<td>6.14</td>
<td>1.28</td>
</tr>
<tr>
<td>45–54</td>
<td>23.75</td>
<td>7.22</td>
<td>11.98</td>
<td>2.82</td>
</tr>
<tr>
<td>55–64</td>
<td>43.33</td>
<td>14.95</td>
<td>19.72</td>
<td>6.37</td>
</tr>
<tr>
<td>65–74</td>
<td>67.19</td>
<td>35.24</td>
<td>36.27</td>
<td>17.22</td>
</tr>
<tr>
<td>75–84</td>
<td>127.71</td>
<td>83.03</td>
<td>69.07</td>
<td>42.41</td>
</tr>
</tbody>
</table>

In 2001, within sex groups, cardiomyopathy mortality was higher in blacks than in whites at each age; within race groups, it was higher in males than in females.
and fatal myocarditis, occurs mainly in children. In most cases, how-
ever, an average of 20 years passes before Chagas’ cardiomyopathy
becomes clinically apparent. An autoimmune process may play some
role in the disease.199 Diagnosis is made by means of serologic study
or a xenodiagnostic test. Although antiparasitic agents, such as
nitroimidazole derivatives, can alter the acute infestation, there is lit-
tle evidence that they are effective for the cardiomyopathy.133

Schistosomiasis is a major public health problem in the Nile and
Yangtze basins where the parasitic infection is endemic, involving
85% of the population in certain areas. Chronic pulmonary emboliza-
tion leads to pulmonary hypertension and right heart failure, but
direct involvement of the myocardium is rare. New antiparasitic
agents can limit the infection, but the main preventive strategy is a
public health approach to controlling the vectors.

There is increasing awareness of cardiomyopathy in Africa
where it is suspected to be higher than reported based on autopsy stud-
ies.200 Unfortunately, there are few data on etiology and prevalence.

➤ SYPHILITIC HEART DISEASE

Although the prevalence and patterns of syphilis worldwide have been
altered significantly in the antibiotic era, it remains an important public
health problem in many nations. Recent reports indicate a rise in
reported cases of primary and secondary syphilis in the United States,
and surveys in developing nations indicate continued high incidence and
prevalence rates.201 An increase in reported cases and a general decline
in medical alertness to this condition encourage a continuing reservoir
for late complications. Life-threatening tertiary syphilis is found in
approximately 25–30% of untreated cases.202 Approximately 10% of
those are cardiovascular syphilis, manifest predominantly as uncompli-
cated syphilitic aortitis, aortic aneurysm, aortic valvulitis with regurgi-
tation, and coronary ostial stenosis.203 Although a course of antibiotic
therapy is indicated when cardiovascular syphilis is diagnosed, there is
little evidence that it alters the course of the cardiovascular disease.

Because syphilis remains preventable, detectable, and treatable in
early stages, public health approaches should lead to eradica-
tion of the late effects of syphilis, including those in the cardiovascu-
ar system.204

➤ PREVENTIVE STRATEGIES

A population approach to CVD prevention has been formally outlined
by the World Health Organization and articulated in the Vancouver
Declaration.1,205 It embraces both the systematic practice of screening
and education for high risk, where national priorities can afford such
practices, and broad public health policy and programs in health pro-
motion for communities.

Strategies for preventive practice are now widely available.
Community-based strategies, programs, and materials are becom-
ing available. National programs are under way in blood pressure
control, diet and blood lipids, and smoking. Finally, health-
promotion resource centers are now established for training in the
design and dissemination of preventive programs. The student and
the health worker are referred to these sources: the Centers for Dis-
ease Control and Prevention, Atlanta, GA (www.cdc.gov/heartdis-
ease/prevention.htm); and the Office of Prevention, Education and
Control, National Heart Lung and Blood Institute, Bethesda, MD
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Renal and Urinary Tract Disease

Rebecca L. Hegeman

INTRODUCTION

With over 50 million individuals worldwide having chronic kidney disease (CKD), a well recognized risk factor for cardiovascular disease, CKD is emerging as a worldwide public health problem. As countries develop and industrialize, diseases related to infections, crowding, and poor nutrition recede, and chronic disease associated with affluence, aging, overnutrition, medical interventions, drugs, addictions, and other exposures becomes prominent. While diseases of westernized societies are the main focus of this chapter, globalization has contributed to an increasing rate of noncommunicable chronic disease worldwide. In 2003 it was estimated that 60% of deaths worldwide would be due to noncommunicable diseases, with 16 million deaths resulting from cardiovascular disease and 1 million deaths from diabetes. Thus, the information in this chapter pertains to an ever widening circle of communities. With ischemic heart disease and cerebrovascular disease now listed as the number one and two causes of death worldwide, it is very probable that renal disease related to vascular disease will become more prevalent. In addition the increase in the prevalence of diabetes virtually assures that chronic kidney disease will continue to be a major cause of morbidity and mortality.

Rates of most renal diseases and of end-stage renal disease (ESRD) in westernized societies rise with age, and increased longevity enhances the expression of both. More males than females are affected by many renal diseases, and more males enter ESRD treatment programs. Some groups recently absorbed into industrialized societies, such as U.S. blacks, North American Indians, Hispanics and Mexican Americans, urban South African blacks, Australian aborigines, Pacific Islanders, and New Zealand Maoris, have especially high rates of renal disease, in part from conditions such as hypertension and diabetes that were rare in their forebears. ESRD treatment programs themselves have produced a whole new set of clinical, economic, and sociological perspectives and concerns.

Renal and urinary tract diseases are frequently asymptomatic for most of their course, and diagnosis is frequently dependent on laboratory and radiologic studies. Clinical renal disease may be manifested by blood, protein, or white blood cells in the urine, often with hypertension. Heavy protein excretion, decreased levels of serum albumin, hyperlipidemia, and edema characterize the “nephrotic syndrome.” Excretory renal function can be normal or impaired and can remain stable or progress to renal failure. Renal impairment generates, and is exacerbated by, hypertension. ESRD defines a situation of chronic irreversible renal failure in which prolonged survival is not possible without dialysis or renal transplantation.

Specific diseases are diagnosed by history and clinical findings, biochemical, serological, imaging, and urodynamic studies, and sometimes by biopsy of the kidneys, bladder, or prostate. Kidney biopsy specimens are examined by light, immunofluorescent, and electron microscopy to aid in diagnosis and prognosis. The serum creatinine level provides an approximate measure of renal insufficiency, although it varies with muscle mass and diet, underestimates renal insufficiency in the elderly, is relatively insensitive to loss of the first 50% of renal function, and is less sensitive to progressive loss of function in severe renal failure. Glomerular filtration rate (GFR), precisely measured by iothalamate and inulin clearances, can be estimated by creatinine clearance. More recently the MDRD GFR equation has been validated and made readily available. This was developed from data on large numbers of patients screened for a clinical trial in whom iothalamate GFR was measured and takes into account serum creatinine, age, race, and gender. Estimating GFR is very important in assessing patients with kidney disease and continues to be a subject of intense interest. The National Kidney Foundation Kidney Disease Outcomes Quality Initiative (NKF K/DOQI) guidelines were first officially put forth in February 2002 and have been largely adopted in research and practice communities. In these guidelines chronic kidney disease has been divided into stages 1 through 5 based on an estimation of GFR with treatment recommendations determined by stage. This classification system was recently endorsed by the Kidney Disease: Improving Global Outcomes (KDIGO) group, an independent group dedicated to the improvement of care of kidney disease patients worldwide. This classification relies heavily on the level of GFR but is independent of the methods by which GFR is measured thus providing a powerful stimulus to ensure that serum creatinine measurements become uniform across laboratories, more generalizable estimating equations are developed and alternative filtration markers, such as cystatin C, are evaluated more extensively.

Although specific interventions for many diseases are not yet available, progressive renal damage may be slowed by a few standard maneuvers, thereby avoiding or postponing the development of ESRD. Control of coexisting or secondary hypertension, moderate dietary protein restriction, blockade of the renin/angiotensin/aldosterone system in patients with proteinuria and in diabetics, and strict control of blood glucose levels are of proven value. Other strategies recommended include control of hyperlipidemia, control of obesity, reduction of left ventricular hypertrophy, cessation of tobacco use, and improved nutritional status including a low-sodium diet.

SPECIFIC RENAL DISEASES

Diabetic Renal Disease

Diabetic nephropathy is the leading cause of ESRD in the United States, accounting for approximately 40% of all patients on dialysis. While the overall incidence of ESRD due to diabetes has leveled off in recent years, over the last decade the number of new patients with diabetes as their primary cause of ESRD has doubled. With the increasing prevalence of diabetes in the general population it is predicted that 58%
of all prevalent ESRD patients in 2030 will have diabetes mellitus as their primary diagnosis. Of the estimated 18.2 million diabetic individuals in the United States, 5–10% have insulin-dependent diabetes mellitus (IDDM) and 90–95% have noninsulin-dependent diabetes mellitus (NIDDM). The lifetime risk of developing nephropathy in IDDM is approximately 30–40%, peaking after approximately 18–20 years. The lifetime risk in NIDDM is less well defined but probably is around 33%. Because most patients with diabetes have NIDDM, the majority of patients in dialysis units have NIDDM. The incidence of ESRD caused by diabetic nephropathy is increased in certain racial and ethnic groups including Hispanics, African-Americans, and Native Americans. Most of the increase in these groups seems to be caused by NIDDM. Familial clustering of diabetic nephropathy has also been noted and may be due to genetic inheritance, shared environment or both. The National Institute of Diabetes, Digestive and Kidney Diseases (NIDDKD) has established a multicenter consortium to identify the gene(s) responsible for diabetic nephropathy. It should also be noted that up to 30% of patients with NIDDM and chronic kidney disease do not have diabetic nephropathy, but some other pathology, most commonly vascular disease.

The pathogenesis of diabetic nephropathy is not yet fully understood. Early on the glomerular and tubular basement membranes thicken, and there is accumulation of extracellular matrix in the glomerular mesangium. Over time the glomerular capillary lumina are obliterated and the glomerular filtration rate eventually declines. Functionally, there may be an initial increase in the glomerular filtration rate, but this is followed by the development of proteinuria and systemic hypertension with an eventual decline in renal function. Hyperglycemia is a necessary factor initiating the above events, and tight glucose control reduces the onset of diabetic kidney disease. Current studies are focusing on the role of advanced glycosylation end-products (AGEs), the polyol pathway, transforming growth factors (β1, β2, and endothelins) as well as several others in the accumulation of the extracellular matrix and other histochemical abnormalities which eventually lead to the decline of renal function in diabetics.

The most important early clinical marker of diabetic nephropathy is microalbuminuria, or “dipstick-negative” urinary albumin excretion. This corresponds to a urinary albumin excretion rate of 30–300 mg/day or 20–200 mcg/min. Unfortunately it is not as early a marker for diabetic nephropathy as might have been hoped in that irreversible kidney damage may have already occurred by the time it is detected. It is also a risk factor for increased overall mortality. Identification of diabetics with microalbuminuria is important because patients with microalbuminuria progress to develop overt diabetic nephropathy (excretion > 300 mg protein per 24 hours) and eventually ESRD, and treatment appears to delay this progression.

Several major clinical trials have provided guidance for therapy in diabetics to prevent diabetic nephropathy and the complications associated with it. Treatment of overt diabetic nephropathy with an angiotensin-converting enzyme (ACE) inhibitor in patients with IDDM and NIDDM has been shown to delay (but not totally halt) the rate of deterioration of renal function. This effect is independent of the effect of ACE inhibition on the treatment of blood pressure. This effect has also been shown for angiotensin receptor blockers (ARBs), and there is now evidence that the combination of an ACE inhibitor and an ARB may have additional benefit.

The Diabetes Control and Complications Trial (DCCT) has demonstrated the beneficial effects of intensive insulin therapy on the development of type I diabetic nephropathy. Since then several other trials have supported this finding, including the United Kingdom Prospective Diabetic Study which demonstrated the benefit of intensive insulin therapy in type II diabetics. In the DCCT the mean adjusted risk of microalbuminuria (≥ 28 mcg/min) was reduced by 34% in the group of patients on intensive insulin therapy with no baseline retinopathy. Unfortunately intensive insulin therapy did not show a significant benefit in preventing the development of overt diabetic nephropathy in patients who already had microalbuminuria. More recently pancreatic transplantation has been shown to stabilize the progression of diabetic kidney disease at several stages.

Hypertension is more common in diabetics with microalbuminuria, especially in patients with NIDDM, and is both a predictor and a consequence of nephropathy in NIDDM. Hypertension has been shown to slow the rate at which diabetic nephropathy progresses and antihypertensive therapy has been shown to slow its course. Although the incidence of diabetic nephropathy among patients who have had IDDM for 25 years or more is falling, the increasing population of elderly patients with NIDDM marks diabetic nephropathy as a continued major cause of morbidity and mortality. For this reason annual screening for microalbuminuria is recommended for all diabetics older than 12 years. If microalbuminuria is present and persists, ACE inhibitor or ARB therapy is appropriate in both normotensive and hypertensive patients. Serum potassium and creatinine will need to be monitored, and females of child-bearing age will need to be cautioned about becoming pregnant due to the known adverse effects of ACE inhibition and ARBs on the fetus. Glycemic control should be monitored on a regular basis as well as blood pressure control. In addition, microalbuminuria is frequently associated with elevated levels of cholesterol and triglycerides, so dietary restriction of cholesterol and weight reduction should be emphasized. Cigarette smoking has also been associated with the development and progression of microalbuminuria and should be discouraged.

While significant advances have been made in the approach to patients with diabetic nephropathy, we await the results of ongoing basic science research studies and clinical trials, which will increase the knowledge and improve the management of diabetic nephropathy. Hopefully eliminating or at least significantly reducing the requirement for renal replacement therapy with its attendant morbidity in this population.

Hypertensive Renal Disease

Hypertension can both produce and complicate renal disease, and its contribution to renal insufficiency is probably underestimated. Hypertensive renal disease accounts for 30% of the prevalent ESRD cases in the United States and is particularly common in African-Americans receiving ESRD treatment. While most patients with ESRD have hypertension, the majority of patients with hypertension do not go on to develop ESRD. It seems that elevated blood pressure is permissive to renal disease, especially glomerulosclerosis, in only certain individuals. Among hypertensive patients in the Multiple Risk Factor Intervention Trial (MRFIT), the incidence of all-cause ESRD per 100,000 person-years of hypertension was 16.38 for African-Americans compared with 3.00 for white Americans.

Primary hypertensive renal disease can be of two kinds. The more common, sometimes called “nephrosclerosis,” is a form of chronic renal insufficiency associated with long-standing blood pressure elevation. The second, a form of accelerated renal failure associated with malignant hypertension, is now rare where treatment of hypertension is widespread. Additional risk factors for nephropathy in hypertensive persons include the degree of systolic hypertension, the presence of diabetes, male sex, increasing age, and high normal serum creatinine levels.

Although widespread treatment of hypertension has reduced other hypertensive morbidities, its effect on hypertensive renal disease is still not clear. Two regional studies in the United States showed that renal damage can progress in some treated hypertensive persons despite adequate blood pressure control, and the community-based Hypertension Detection and Follow-up Program (HDFP) confirmed this phenomenon. More recently the African-American Study of Kidney Disease and Hypertension (AASK) looked at 1094 African-Americans with long-standing hypertension, proteinuria, and unexplained progressive renal disease. Again there was no significant difference in rate of progression of kidney disease between blood pressure groups, although it should be noted that blood pressure was controlled to at least 140/90 or less in both groups. An ACE inhibitor was shown to be more effective in slowing progression of renal disease. The inability to show an effect of lower target blood pressures may be related to the length of follow-up in these studies. Long-term follow-up of the participants in the MDRD study suggest that a lower
target blood pressure may slow the progression of nondiabetic kidney disease in patients with moderately to severely decreased kidney function and proteinuria. Regardless of study results, most seasoned practitioners feel that blood pressure control is mitigating much hypertensive renal disease, and the HDFP suggests the superiority of aggressive control over a more relaxed treatment approach. The definition of adequate blood pressure control continues to evolve. Fear of the J-curve phenomenon (increased mortality with lower BP) in the general hypertensive population has been tempered by the results of several studies including the Hypertension Optimal Treatment (HOT) study where lowering of the diastolic BP to the low 80s in hypertensive individuals was associated with lower cardiovascular morbidity and mortality in diabetics. In the context of proteinuric renal disease, lowering blood pressure beyond conventional recommendations has been shown to be beneficial in delaying progression of renal disease, but a more recent study did not support this. It has also become clear that over 50% of hypertensive individuals will require several antihypertensive agents to control blood pressure to the levels obtained in these studies. Retrospective and prospective analyses of large cohorts of hypertensive subjects and comparisons of therapeutic regimens are ongoing and will continue to help clarify some of these issues.

**Glomerulonephritis**

Glomerulonephritis (GN) encompasses several syndromes with a variety of pathological changes in the renal glomerulus. Injury to the glomeruli is manifest by variable degrees of hematuria and/or proteinuria, red blood cell casts, hypertension, edema, oliguria/anuria, and renal insufficiency. This injury is categorized by morphological or clinical features, precipitating events, or associated conditions. Most forms of GN are probably immunologically mediated, and genetic predispositions are suggested by family clusters, such as associations with certain HLA types. Associations with specific infections are well established, especially in the developing world, but few precursors or etiologic factors are recognized in the common forms of GN that persist in westernized countries. With the accumulation of series of cases from different parts of the world, there is evidence for geographic, climatic and ethnic influences in the incidence and prevalence of various lesions that may help to further discoveries about the underlying pathogenesis of various GNs. GN is a common cause of renal failure and renal death in the developing world, and it is the third most common cause of treated ESRD in the United States, behind diabetes and hypertension.

Pathological diagnosis relies on renal biopsy, which does have risks and is done with variable frequency in different parts of the world. Little is known about the distribution or natural history of mild GN or the extent to which subclinical GN might be eroding renal function in the broader community. This could change as more attention is being paid to individuals with GFRs in the 15–60 mL/min range.

**Chronic Idiopathic GN.** The major morphological categories of idiopathic GN are minimal change disease (MCD), focal segmental glomerular sclerosis (FSGS), mesangial proliferative GN, membranous GN (MGN), and membranoproliferative GN (MPGN). There are probably interfaces among these categories. Each can afflict subjects of all ages, but the distributions are dependent on age. MCD is the most common lesion in children, whereas adults have a broader distribution of all these forms of GN. Idiopathic GN may be associated with infections such as hepatitis B or C or malignancies. MCD has the best prognosis, with remission usual before adulthood. MGN remains the most common cause of idiopathic nephritic syndrome worldwide. It may remit but remains a common cause of renal failure from GN. The incidence of FSGS has increased significantly in the last two decades and is frequently secondary to or associated with other diseases, including infections. It is now the most common primary glomerulopathy underlying ESRD in the United States. MPGN, type I, is frequently associated with hepatitis C but other infections and/or tumors may cause a lesion of MPGN. MCD has typically responded to therapy more reliably than other forms of GN although FSGS with nonnephrotic range proteinuria may have a better prognosis. Immunosuppressive therapy continues to be used for treatment of various forms of idiopathic GN, but ACE inhibition and/or angiotensin receptor blockers to reduce proteinuria are now a mainstay of treatment for all proteinuric renal diseases.

**IgA Nephropathy.** IgA nephropathy and thin basement membrane nephropathy continue to be the most common findings underlying a clinical presentation of asymptomatic hematuria and IgA nephropathy is considered to be the most common form of glomerulonephritis in the world. It is more common in the western Pacific rim where incidence in older patients is reported to be in the 5–20% while in Europe and the United States, lower prevalence rates have been reported. Again local variability in health screening practices and indications for kidney biopsy will influence these statistics. Investigators in Japan found previously unknown IgA mesangial nephropathy in 16% of living kidney donors. Males predominate by at least 2:1, and, unlike other glomerular diseases, the prevalence is lower in African-Americans. There have been reports of familial clustering. The pathogenesis of IgA nephropathy remains unknown but it is associated with abnormal deposition of IgA in the glomerular mesangium. A number of genetic polymorphisms have been described that may be associated with susceptibility or progression of disease, but it is too early to tell which ones play the largest role. It is thought that multiple viral and bacterial infections can trigger a clinical exacerbation with gross hematuria and sometimes acute renal insufficiency, but again a specific agent has not been clearly identified. The clinical presentation may be quite variable and includes several syndromes. Most patients present with microscopic or macroscopic hematuria. In 30–40% of patients there may be proteinuria usually associated with microscopic hematuria, and in < 10% of patients there is acute renal insufficiency, edema and hypertension on presentation. Skin lesions (Henoch-Schonlein purpura) develop more often in children, and these patients may have skin, joint, and intestinal involvement. Glomerular IgA deposition is associated with several disorders including hepatic cirrhosis, gluten enteropathy, HIV infection, Wegener’s granulomatosis, systemic lupus erythematosus, minimal change disease and membranous nephropathy.

IgA nephropathy usually has an indolent course with about 25–30% of patients reaching ESRD within 20–25 years. Patients who present with hypertension, heavy proteinuria or an elevated creatinine are at higher risk for progression to ESRD. There is currently no definitive cure for IgA Nephropathy, but there is now more emphasis on treatment with immunosuppressive therapy for those with proteinuria (> 0.5–1.0 g/day) and/or rising serum creatinine despite angiotensin inhibition. Randomized clinical trials have demonstrated the benefit of angiotensin converting enzyme inhibitors and/or angiotensin II receptor antagonists. Efforts should also be directed at controlling hypertension, goal BP 125/75, and hyperlipidemia if present. A recent multi-centered trial did not demonstrate a benefit of fish oil on progression of disease. Allograft survival in patients who receive a kidney transplant is good although recurrence of IgAN after renal transplantation is common and becoming a more important cause of graft failure as control of rejection improves.

**Poststreptococcal Glomerulonephritis.** The epidemiology and pathogenesis of poststreptococcal glomerulonephritis (PSGN) are well defined. It is characterized by the onset of hematuria, proteinuria, hypertension, and sometimes oliguria and renal insufficiency 7–15 days after a streptococcal upper respiratory infection and 21–40 days after a streptococcal skin infection. Although most common in children, it can
Renal changes with aging, and the hyperperfusion phenomenon might be more common, although still exceptional. Superimposed hypertension, long-term urine abnormalities as children, and chronic renal failure is uncommon in most westernized countries, although sporadic cases continue. Asymptomatic disease is more common than clinical disease in most studies. Males predominate among patients with clinical but not subclinical disease. Only certain strains of streptococci have nphritogenic potential; non-typeable group A streptococci may also have that potential. It has been estimated than an average of 15% of infections with nephritogenic strains result in PSGN, with fully 90% of cases being subclinical, but the proportion varies with site of infection, the epidemic (if any), and the strain. Recurrence is uncommon.

PSGN is due to glomerular immune complex deposition, although the constituent streptococcal antigens are still being identified. A genetic predisposition is evidenced by attack rates in siblings of index cases of up to 37.8% after throat infections and 4.5% after skin infections. A streptococcal origin of acute GN is suggested if cultures or antigen tests have been positive for streptococci, or serum levels of antistreptolysin O (ASO) antibodies are elevated after throat infections (60–80% of cases), or if antihyaluronidase and antideoxyribonuclease antibodies are elevated after skin infections. A transient depression of serum complement helps differentiate PSGN from some other forms of GN. Renal biopsy is rarely indicated.

Prevention of PSGN involves improved nutrition, hygiene, and living conditions. Antibiotic treatment of streptococcal infections does not prevent PSGN, although it can confound the diagnosis by reducing ASO antibody production. Treatment does, however, reduce spread of streptococci to contacts and lessen their risk of getting PSGN. Prophylactic treatment for subjects at risk is recommended during epidemics and for siblings or families of patients with PSGN. When the disease is clinically severe, control of volume status and blood pressure is critical. Urine abnormalities may persist for months after the acute attack. However, with follow-up limited to 10–15 years, studies of broad populations rather than of subjects initially hospitalized show complete recovery for most children, with rapidly progressive acute disease in less than 0.1% and chronic renal failure in less than 1%. More recently an epidemic episode due to group C Streptococcus zooepidemicus was described in Brazil. Of the original group of 134 patients, three patients died in the acute phase and five patients required chronic dialysis. Of 69 patients examined after a mean of two years, 42% had hypertension, 34% had microalbuminuria and 30% had reduced renal function. Adults have about twice the rate of long-term urine abnormalities as children, and chronic renal failure is more common, although still exceptional. Superimposed hypertension, renal changes with aging, and the hyperperfusion phenomenon might contribute to such a course.

Autosomal Dominant Polycystic Kidney Disease

Autosomal dominant polycystic kidney disease (ADPKD) is the most common genetic renal disorder and the fourth most common single cause of ESRD in the United States. It is characterized by fluid-filled cysts in the kidney, which can compress surrounding tissue leading to renal insufficiency and eventually ESRD. It occurs in every one of 400–2000 live births, and an estimated 500,000 people have the disease in the United States. Approximately 86% of patients with ADPKD have an abnormality in a gene on chromosome 16 (PKD1 gene locus), and most of the remaining patients have an abnormal gene on chromosome 4 (PKD2 gene locus). The phenotype associated with PKD2 is usually less severe although penetrance can be variable for both. Approximately 10% of patients have a new mutation with no family history of ADPKD.

Abnormalities in the regulation of cell growth, epithelial fluid secretion and extracellular matrix metabolism contribute to the clinical problems associated with ADPKD. Renal manifestations of ADPKD include hematuria, urinary tract infections, flank pain, nephrolithiasis, hypertension, and the most serious, renal failure. Approximately 45% of patients will have end-stage renal disease by 60 years of age. Currently there is no curative treatment for ADPKD. Cyst unroofing, dietary protein restriction and inhibition of the renin-angiotensin-aldosterone axis have not been shown to clearly delay progression of disease. Control of hypertension to < 140/90 is beneficial and should be aggressively pursued although it does not change the rate of progression of disease. Urinary tract infections should be treated immediately.

Extrarenal manifestations include hepatic cysts, cardiac valve abnormalities, colonic diverticula, hernias, and intracranial saccular aneurysms. Rupture of the intracranial aneurysms is associated with high morbidity and mortality, and screening is recommended for high-risk patients, such as those with a positive family history of intracerebral bleed, warning symptoms, a previous rupture, or a high-risk occupation where loss of consciousness would place the patient or others at risk.

The diagnosis of ADPKD has traditionally been done by ultrasound or CT evaluation of the kidneys. The sensitivity of these tests is not very high when used in patients under 20–25 years of age although ultrasound has been shown to be fairly sensitive and well standardized for patients > 30 years. Genetic testing can now establish the genotype in approximately 60% of individuals with ADPKD. If a mutation can be identified within a single family member, then testing can be used to determine if relatives carry that mutation and have ADPKD. Genetic counseling is very important for patients with this disorder.

Analgesic Nephropathy

Analgesic nephropathy (AAN) is a slowly progressive renal disease caused by the long-term ingestion of analgesics, classically a combination of agents including aspirin, phenacetin, acetaminophen, caffeine, and/or codeine. It was estimated to be the cause of ESRD in ~ 1–3% of patients in the United States with a higher prevalence in Australia and Europe. While the prevalence of AAN has decreased secondary to the removal of phenacetin from the market, the disease has not been completely eliminated. The prevalence of AAN has been studied more extensively in Australia and Europe where it has been more prevalent.

The pathogenesis of AAN is not well understood. Examination of the kidneys reveals chronic interstitial inflammation and papillary necrosis. In more advanced cases, cortical scarring occurs, most pronounced over the necrotic papillae, and gross examination of the kidneys reveal them to be small and nodular. Involvement of the medulla and papillae is felt to be secondary to increased concentration of the nephrotoxins in these areas with the generation of oxygen radicals and reduction of medullary blood flow due to inhibition of prostaglandins. AAN is more common in women. Individuals who have chronic pain for which analgesics may be consumed regularly and those with a history of peptic ulcer disease or gastric complaints are more likely to have a history of analgesic consumption. The patients may not be taking the medications at the time of presentation, but it is estimated that at least 1–2 kg of an offending agent need to have been ingested at some time to cause significant renal disease. The urinalysis may be normal or show pyuria, bacteriuria, and proteinuria, which is usually mild. Reduced ability to concentrate urine and renal tubular acidosis may occur, and there may be evidence for papillary necrosis when the kidneys are imaged as well as the reduced size and nodularity previously noted.

In addition to being the sole cause of ESRD in some cases, analgesic use contributes to more minor degrees of renal dysfunction in many other cases, and it is very probable that it contributes to the decline in renal function in patients with other underlying causes of renal insufficiency. The nephrotoxicity of nonsteroidal anti-inflammatory agents (NSAIDs) has been recognized for some time now and is characterized by one of several presentations: acute renal failure secondary to renal vasoconstriction; interstitial nephritis with or without nephrotic syndrome and minimal change disease; hyperkalemia; sodium and water retention; and papillary necrosis. People with underlying volume depletion and/for those with chronic renal insufficiency have a higher risk of developing problems. Most of these conditions occur at all ages. Epidemic disease occurs in crowded and unhygienic living conditions and is common in tropical countries and Third World populations, especially in association with anemia, malnutrition, and intestinal parasites. It may occur in seasonal patterns and sometimes in cycles separated by several years. Epidemic disease is now uncommon in most westernized countries, although sporadic cases continue.
are reversible. NSAIDs are nonselective inhibitors of cyclooxygenase. Of the two related isoforms, COX-2 is constitutively expressed and is the predominant form in the kidneys. Selective COX-2 inhibitors, introduced more recently for their favorable GI side-effect profile, have also been shown, not surprisingly, to cause nephrotoxicity. AAN is preventable, and renal disease has been shown to decrease with decreased availability of agents such as phenacetin. The United States National Kidney Foundation published a position paper regarding analgesic use. It has been recommended that over-the-counter combination analgesics be eliminated and all prescription combination analgesics have a warning on them regarding the risk of renal damage. Aspirin as a single agent does not appear to impair renal function when used in therapeutic doses, especially the small doses recommended for prevention of cardiovascular events. There is an increased risk of larger doses leading to reversible deterioration of renal function in patients with underlying renal disease, and renal function should be monitored. For patients without liver disease, acetaminophen remains the nonnarcotic analgesic of choice, particularly for patients with underlying renal disease. Habitual consumption should be discouraged as a case-control study done in Maryland, Virginia, West Virginia, and Washington, DC suggests that there may be an increased risk of renal insufficiency in patients who have taken large amounts over a lifetime. Prolonged regular use of NSAIDs and COX-2 inhibitors have recently been suspected of having adverse cardiac as well as renal effects and prolonged use should be discouraged. Renal function should be monitored if regular use is necessary. NSAIDs should be avoided altogether in pregnancy. Use of NSAIDs in combination with other analgesics needs to be prospectively evaluated and should be avoided at this time.

**Acute Renal Failure**

Acute renal failure (ARF) is characterized by a relatively acute deterioration in renal function. Because defining the exact rate and nature of the deterioration is difficult to do, ARF is not well defined and therefore, it is difficult to compare rates and outcomes. Most cases of community-acquired ARF have a single, treatable cause of renal failure that is either prerenal (secondary to vomiting, poor intake, diarrhea, glycosuria, gastrointestinal bleeding and diuretics) or postrenal (secondary to prostate enlargement from hyperplasia or carcinoma). It is not very common and the prognosis is usually good.

The incidence of hospital-acquired ARF is increasing with one study showing an incidence of 4.9% in the 1970s and another 7.2% in the mid-1990s. It is more common in patients with underlying chronic kidney disease, 15.7% versus 5.3% in patients with normal renal function. Greater than 60% of patients with hospital-acquired ARF have had more than one renal insult. It is frequently caused by decreased renal perfusion usually secondary to volume contraction, poor cardiac output or sepsis. In one study postoperative patients accounted for 18% of all ARF, and contrast media and anaglycosides combined accounted for another 19%. Prognosis appears to correlate with the severity of renal insufficiency and degree of oliguria/anuria.

The frequency of ARF in intensive care units ranges from 6 to 23%. Nearly all of these patients have had multiple renal insults, and it is frequently seen in the context of multiorgan failure. Survival is significantly reduced in these patients, especially in the presence of multiorgan failure.

ARF caused by blood loss and crush injuries is common during war and natural disasters. ARF secondary to general trauma has declined, as has pregnancy-related ARF. Abortion contributed to much of ARF in the past, and now preeclampsia/eclampsia and uterine hemorrhage cause the majority of pregnancy-related ARF. ARF is being seen more commonly now in patients with AIDS, malignancy, and sepsis. The use of NSAIDs and angiotensin converting enzyme inhibitors may also contribute to the development of ARF in patients with underlying renal hypoperfusion. ARF rates secondary to contrast and antibiotics appears to be stable. Despite increasing awareness of the etiology of ARF and advancing technology, the mortality of ARF has not decreased significantly over the last several decades. It appears that ARF is not just a marker for severe comorbid conditions, and even mild episodes are associated with increases in morbidity and mortality. A multicenter observational study of 17,126 ICU patients in Austria showed a mortality of 62.8% in patients requiring renal replacement therapy compared to 38.5% in matched controls without ARF. The exact reason for the above is not clear, and may be related to distant biochemical and histologic effects of renal ischemia on cardiac function and other organ systems yet to be elucidated. While short-term survival is not good for patients with ARF in the ICU, the long-term outcomes in patients who survive to hospital discharge are much better. Of the patients who survived to hospital discharge among 979 critically ill patients with ARF requiring renal replacement therapy (RRT), six month survival was 69% and five year survival 50%. Preventive options are limited for most causes of ARF and consist of blood pressure support, optimization of cardiac function, treatment of underlying conditions including sepsis and limiting nephrotoxic agents. Volume expansion with normal saline and use of nonionic radiocontrast agents have been shown to reduce the incidence of radiocontrast nephropathy while the role of N-acetylcysteine (NAC) remains less clear. Lack of significant toxicity and low cost have contributed to an increase in its use prior to radiographic procedures which is probably appropriate.

The Program to Improve Care in Acute Renal Disease (PICARD) is an observational registry of critically ill patients with acute renal failure maintained at five geographically diverse academic medical centers in the United States. The PICARD investigators have used their registry to examine the epidemiology of ARF or acute kidney injury (AKI) as it is now being called as well as the pathology of ARF. Timing and modality of RRT in treatment of ARF remain controversial. There is no clear indication that continuous forms of RRT are superior, but they are frequently used in patients with hemodynamic instability.

**Renal Disease and Illicit Drugs**

Renal disease related to drug abuse is being recognized more frequently as a cause of renal disease and has great social and economic impact. According to the 2001 National Survey on Drug Abuse, an estimated 15.9 million Americans currently use illicit drugs, and a significant positive and independent association between illicit drug use and risk for mild kidney function decline has been demonstrated. Several syndromes are recognized.

Focal segmental glomerulosclerosis (FSGS) occurs in intravenous heroin addicts, with heavy proteinuria and progression to renal failure in a few months to years. There is no effective treatment. An immunologic mechanism is postulated, mediated through a response to heroin itself, to adulterants, or to infectious agents. FSGS associated with drug abuse occurs in all ethnic groups, but rates are especially high in young black males, leading to the hypothesis that parental drug abuse unmasks a genetic predisposition to FSGS in blacks similar to that seen for hypertension. It has been suggested that heroin nephropathy is on the decline with an increase in HIV nephropathy. Renal deposition of amyloid, associated with chronic inflammation and infection, occurs in skin poppers. Proteinuria and sometimes renal failure is diagnosed at an average age of 41 years, 10 years older than FSGS patients. In a New York City autopsy series, 5% of addicts and 26% of addicts with suppurative skin infections had unsuspected renal amyloidosis. Other renal diseases related to drug abuse include immune-complex GN associated with infectious endocarditis or hepatitis B antigenemia, membranoproliferative GN and cryoglobulinemia associated with hepatitis C, necrotizing vasculitis related most strongly to amphetamine abuse, tubular dysfunction and occasionally acute renal failure in solvent sniffers, acute renal failure due to muscle breakdown, and the renal syndromes of human immunodeficiency virus infection.

Treatment of addicts with ESRD is often complicated by noncompliance, communicable diseases like hepatitis B, hepatitis C, and AIDS, and, with continued drug abuse, infection and cloting of vascular access and recurrence of disease in kidney transplants. Because
of the interfaces of drug addiction with crime, some of these subjects are incarcerated. Such problems accentuate dilemmas about responsibility for personal health and allocation of limited resources.

Renal Disease and the Human Immunodeficiency Virus

The understanding of renal disease associated with human immunodeficiency virus (HIV) infection continues to evolve. Renal disease may occur at all stages of HIV illness including the asymptomatic stage, but many complications are associated with acute illness. Patients may develop fluid and electrolyte disorders, acid–base disturbances, and/or acute renal failure secondary to volume depletion, infections, drugs and/or abnormal adrenal steroid synthesis and secretion. There is also a histologically unique nephropathy associated with HIV called HIV nephropathy. Patients with this disorder usually have nephrotic range proteinuria accompanied by renal insufficiency which progresses fairly rapidly to ESRD (within three to six months). On exam there is frequently no significant peripheral edema or hypertension, and the kidneys are normal to increased in size despite being highly echogenic. This may be contrasted to heroin-associated nephropathy in which hypertension is frequently present, the kidneys are small, and progression to ESRD is a slower process. Although it is not always possible to distinguish HIV-associated disease from other forms of glomerulosclerosis, the following pathological findings are felt to be very suggestive of HIV nephropathy and include focal to global glomerulosclerosis, collapse of the glomerular tuft, severe tubulointerstitial fibrosis with some inflammation, microcryst formation, tubular degeneration, and characteristic tubuloreticular inclusions.

While HIV nephropathy was initially noted to be more prevalent in young black males who were IV drug users; it is now known that it can occur in most risk groups. It has even been reported in children of HIV-infected mothers, where vertical transmission accounts for infection. Development of HIV nephropathy also appears to be more likely in blacks and males.

Patients who are HIV positive and develop acute renal failure due to acute tubular necrosis (ATN) tend to be younger than the non-HIV positive patient with ATN, and frequently the ATN is associated with sepsis. Treatment consists of conservative, supportive care, and hemodialysis may be used until kidney function returns. Much of the ATN associated with HIV disease is preventable if patients receive adequate volume support prior to use of nephrotoxic agents or during episodes of hypovolemia and if attention is paid to medication/antibiotic dosing.

There is no proven cure for HIV nephropathy. There has been a decrease in overall morbidity and mortality due to HIV disease with the introduction of highly active antiretroviral therapy (HAART) in the mid 1990s. The use of protease inhibitors may be helping to reduce the likelihood of progression of HIV nephropathy to ESRD. Except for a peak in 1998, the number of new ESRD patients with HIV nephropathy has remained stable since 1995; 836 patients were reported in 2002. This coincides with the advent of HAART therapy. Symptom-free HIV-positive subjects with chronic renal failure can do quite well on dialysis, but chronic dialysis of subjects with clinical AIDS is complicated by concomitant illness, cachexia, infectious hazards, and prolonged hospitalizations, and survival is usually short.

Hemolytic Uremic Syndrome (HUS)

HUS is one of several clinical syndromes that affect the vasculature of the kidney producing a thrombotic microangiopathy. It is discussed here in relationship to a bacterium, Escherichia coli O157:H7, which has emerged as a major cause of diarrhea, particularly bloody diarrhea, in North America. Several studies have now shown that this E. coli is responsible for most cases of HUS in children, which is a major cause of acute renal failure. While it has been isolated in many parts of the world, its prevalence is unknown. Infections are more common in warmer months, and transmission may occur via undercooked beef, fecally contaminated water, and person-to-person. Infection has also been associated with unpasteurized commercial apple juice.

Patients typically present with abdominal cramping, diarrhea (nonbloody or bloody), nausea, and vomiting. HUS has been reported to occur in about 6% of patients with infection and is diagnosed anywhere from 2 to 14 days after the onset of the diarrhea. It is more likely to affect young children and the elderly. It is characterized by microangiopathic hemolytic anemia, thrombocytopenia and renal failure. Central nervous system manifestations may be present. The renal pathologic lesions include edematous intimal expansion of arteries, fibrinoid necrosis of arterioles, and edematous subendocardial expansion in glomerular capillaries.

There is no specific therapy which has proven to be effective for HUS secondary to E. coli infection. Treatment involves supportive therapy with red blood cell transfusions, control of hypertension and dialysis if necessary. Apheresis may be helpful in more severe cases with central nervous system involvement. The prognosis for typical childhood HUS is usually good. Neurological involvement, prolonged oliguria, elevated white blood cell count, age under two years, and atypical presentations have been associated with a poorer prognosis. The mortality rate is 3–5%, and about 5% of patients who survive have severe sequelae, including ESRD.

To prevent E. coli infection, patients should be counseled about the risk of eating undercooked ground beef. A thorough history should be taken in suspected cases, and cases should be reported early to prevent spread. Hand washing is essential in institutions such as day-care centers and nursing homes, and children with a known infection should be kept at home. Use of antidiarrheals for acute infectious diarrhea is potentially dangerous.

URINARY TRACT DISEASES

Urinary Tract Infections

Urinary tract infections (UTIs) are one of the most common types of infection encountered in clinical medicine. They account for more than 7 million physician visits and necessitate or complicate over 1 million hospital admissions annually in the United States. The estimated annual cost of UTIs is $1.6 billion for evaluation and treatment.

Uncomplicated UTIs are most frequent in young, healthy, sexually active women with normal urinary tracts, and it is estimated that 40–50% of women will have a UTI in their lifetime. UTIs are also common in preschool girls, in postmenopausal women, and in elderly men and women, especially those who are institutionalized and those with indwelling urinary catheters. UTIs in older men are often associated with urinary retention due to benign prostatic hypertrophy (BPH), urethral strictures, calculi, and debilitating illness and are thus designated as complicated and more difficult to treat. Boys and men with normal urinary tracts are not often affected, but men can acquire bacterial UTIs through heterosexual or homosexual intercourse, and recurrent UTI is the hallmark of chronic prostatitis. Use of immunosuppressive drugs and recent antibiotic use also place individuals at risk for complicated UTIs.

Most infections are localized to the bladder and urethra, but some involve the kidneys and renal pelvis (pyelonephritis), or the prostate. UTIs rarely lead to renal damage or failure unless they are associated with diabetes, pregnancy, reflux, obstruction, or neurogenic bladder. Diabetic persons with UTIs risk papillary necrosis and sepsis; abortion and other complications can result from UTIs in pregnancy; and morbidity and mortality of UTIs increase greatly in the elderly and in those with complicating conditions, such as spinal cord injury.

Most UTIs in young women are new events, are uncomplicated, and caused by E. coli and other bowel organisms that enter the bladder through the short female urethra. Subjects with recurrent UTIs have increased density of bacterial receptors on epithelial cell surfaces in the vagina and bladder. Women with blood groups A and AB who are nonsecretors of blood group substance are at greater risk.
Intercourse, diaphragm use, and failure to void after intercourse all increase risk. Women who have closely spaced recurrent infections with the same organisms or who have pyelonephritis should be evaluated for urinary tract abnormality, as should men with persistent infection. Complicated UTIs are frequently caused by non-E. coli pathogens such as Enterococcus and Klebsiella species.

In the presence of symptoms, white cells and bacteria in a clean-void midstream specimen of urine usually indicate a UTI. The usual bacterial count considered diagnostic on urine culture is ≥100,000/mL, but many patients have lower counts, including half of those with cystitis and most patients with urethral syndromes. Enterobacteriaceae colony counts as low as 100/mL, have a sensitivity and specificity for UTI of 94% and 85%. Subjects with recurrent UTIs can perform an easy and relatively inexpensive dip slide urine culture technique, and self-treatment under medical guidance can be initiated. Many uncomplicated UTIs are treated based on symptoms and pyuria alone.

Screening for bacteriuria in symptom-free persons is not cost-effective and may lead to inappropriate treatment, drug reactions, and selection of resistant organisms. Treatment of asymptomatic bacteriuria is not generally recommended, except in pregnant women, diabetics, and children with vesicoureteral reflux. Symptomatic infections are treated by antimicrobials, and infections associated with sexual intercourse can usually be prevented by single-dose prophylactic therapy. Repeated or prolonged antibiotic treatment can select antibiotic-resistant organisms. Some broad-spectrum antimicrobial agents may not pose this threat and are sometimes used for prophylaxis in subjects with chronic infections.

UTIs are the leading form of nosocomial infection and are especially common in nursing homes. Spread can be reduced by separation of catheterized patients from others who are debilitated or catheterized, and by washing the hands after patient contact. For subjects who require temporary catheterization, risks of infection can be reduced by aseptic insertion, controlled duration of catheterization, and meticulous care of the patient and the drainage system. However, infection remains very common in persons with chronic indwelling catheters. The bacterial flora in the urine of catheterized subjects is in flux, colonization is often asymptomatic, and repeated courses of treatment are not advised.

Interstitial cystitis is a syndrome of unknown etiology and pathogenesis with symptoms similar to UTIs. It is characterized by nocturia, urgency, and suprapubic pressure and pain with filling of the bladder. It is more common in women and may be the cause of multiple outpatient physician visits. Therapy is frequently not completely effective, and it can occasionally lead to a significant decrease in quality of life.

Urinary Stone Disease

Urinary stone disease has been recognized since antiquity and continues to be a major cause of morbidity. The incidence is increasing not only in the United States, but Sweden and Japan, and is felt to be related to increased dietary animal protein intake. It is estimated that 10–12% of individuals will have a kidney stone during their lifetime. Risk factors for development of a stone include male sex, Caucasian race, obesity, hypertension, diet high in animal protein and salt but low in calcium and fluid, hot climate or occupation, and family history of kidney stones. Drugs such as triamterene and indinavir may precipitate as crystals in the urinary tract. The initial stone usually presents in the third to fifth decade and up to 50% will have a recurrent stone within five years. Geographic variations in incidence may be attributable to temperature and sunlight exposure as well as access to beverages. Urinary stone disease is relatively uncommon in underdeveloped countries where bladder stones predominate.

Most kidney stones (75–85%) contain calcium, primarily in the form of calcium oxalate. The remaining stones contain uric acid, struvite, cystine, and/or small amounts of other compounds. The content of the stone may give clues to the underlying physiological problem, especially in the case of stones without calcium. Disorders associated with stone disease include primary hyperparathyroidism, renal tubular acidosis, enteric hyperoxaluria, sarcoidosis, cystinuria, and urinary tract infection or obstruction. Risk factors associated with calcium stone formation include low urinary volume, hypercalciuria, hyperoxaluria, hypocitraturia, and hyperuricosuria.

Most patients present with flank pain radiating into the groin which is abrupt in onset and frequently severe. Gross or microscopic hematuria, dysuria, frequency, nausea, and vomiting can be present. Occasionally, patients will have an ileus. Diagnosis is confirmed by abdominal plain film, ultrasound, IVP, or CT. Most kidney stones pass spontaneously, and the patient can be supported with analgesics. Urological intervention may be required including endoscopic “basket” removal, extracorporeal shock-wave lithotripsy (ESWL), endoscopic lithotripsy with ultrasonic, electrohydraulic, or laser probes, open pyelolithotomy, and percutaneous nephrolithotomy. These procedures have reduced the costs, morbidity, and hospitalization rates compared with open surgery which is rarely used anymore.

The primary objective of therapy is to prevent the formation of recurrent stones. Patients are asked to strain their urine for stone collection and composition analysis. Conservative management includes analgesics, adequate fluid intake (≥2 L/day), dietary sodium restriction, and moderate calcium intake. Maintaining calcium intake helps prevent absorption of oxalate and outweighs the risk associated with high-calcium intake. Oxalate restriction, reduction of animal protein intake, thiazide diuretics, and other agents may also be recommended depending on the patient’s underlying medical condition and the cause of stone formation.

Prostate Cancer

Prostate cancer is a disease of aging men and is an important public health problem in the United States as well as throughout the world. It is the most commonly diagnosed cancer in men except for non-melanoma skin cancer in the United States and is the second leading cause of male cancer deaths. It is the sixth most common cancer in the world and the most common cancer in men in Europe, North America, and some parts of Africa. It accounts for 15.3% of all cancers in men in developed countries and 4.3% in developing countries. The incidence, prevalence, and mortality rates from prostate cancer increase with age, particularly after 50 years of age. In the National Cancer Institute’s Surveillance Epidemiology and End Results (SEER) program, the incidence of new cases in white U.S. men in 1995 was approximately 200, 600, and 900 per 100,000 in men aged 50–59, 60–69, and 70 or over. The incidence of prostate cancer peaked in the early 1990s, in part, but not entirely, related to use of the prostate specific antigen (PSA) as a screening tool. There was a subsequent decline during the mid 1990s perhaps related to the screening effect. The incidence is steadily rising again in almost all countries. While the presence of histologic cancer appears to be related to age, both genetic and environmental risk factors appear to increase the development of clinical prostate cancer. Asian men have a lower incidence of and mortality due to clinical prostate cancer while Scandinavian men have a higher incidence. Men tend to take on the risk of their host country, but race is also a factor. African-American men have a higher incidence than do black men in Africa or Asia and a higher incidence than white men or Hispanics. African-American men are also diagnosed with later-stage disease, and their survival rates are shorter. In general, socioeconomic status is not felt to explain the incidence differences between African-Americans and whites. There is an increased risk of prostate cancer for men with a family history. While both prostate cancer and BPH appear to be androgen dependent, it has been difficult to determine whether or not BPH is a risk factor for prostate cancer because both are common in men at an early age. The risk attributable to prostatitis has similar issues. Associations with venereal disease, sexual activity, and smoking have been proposed but not proven. Studies have been conflicting regarding vasectomy, but more recent studies have not found evidence for an association. Additional possible risk factors include elevated testosterone levels, a high intake of dietary fat, and other dietary habits. Several genetic mutations/deletions and polymorphisms may be associated with an increased risk for prostate cancer but no single prostate cancer gene has been identified.
identified. These findings may support increased attention to screening in certain populations such as African-Americans.

Patients typically present with symptoms of urinary tract obstruction (dysuria, nocturia, frequency, and hesitancy) from an enlarged prostate gland causing bladder-neck obstruction. These symptoms are essentially the same as those seen with BPH. Other less common signs and symptoms include back pain from vertebral metastases and new onset of impotence. A few patients have symptoms related to urinary retention caused by bladder-neck obstruction, bilateral hydronephrosis from periarteric lymph node enlargement, or spinal cord compression from epidural extension. Rarely, patients present with an enlarged supraclavicular node or elevation of liver tests. Prior to the increased use of the PSA for screening, diagnosis was made by assessing symptoms, performing a digital rectal exam of the prostate, and transrectal ultrasonography. Today an increasing number of patients present with elevated PSA levels obtained during screening exams. PSA is a glycoprotein produced almost exclusively by prostate epithelial cells. While PSA is elevated in men with prostate cancer and has been shown to correlate with tumor burden in men with established cancer, it is not specific for prostate cancer and may be elevated in cases of prostatitis and BPH. Concerns have been raised about its use as a screening tool leading to increased detection of insignificant cancers with an increase in expense and side effects. Survival studies have yet to show a reduction in mortality because of screening. Currently there is no consensus on the use of the PSA and digital rectal examination for the detection of prostate cancer, but experts do agree that providing education to patients on the risks and benefits of screening is important and some groups recommend annual screening for males >50 years with a life expectancy of at least 10 years.

Many of the small, well differentiated carcinomas remain confined to the prostate and are only detected at autopsy (latent or autopsy cancers). The majority of tumors never become active, but how to predict which will become so has not been determined. It is estimated that the average lifetime risk of developing prostate cancer in an American male is 17% while the risk of dying from prostate cancer is only 3%. Management of prostate cancer may include watchful waiting, hormonal therapy, prostatectomy, and radiation therapy depending on the stage of the cancer. Treatment considerations should include age, life expectancy, comorbid conditions, side effects, and costs. Urinary incontinence, impotence, and radiation morbidity comprise the treatment related adverse effects.

The Prostate Cancer Prevention Trial looked at the use of finasteride, a 5-alpha reductase inhibitor which prevents conversion of testosterone to dihydrotestosterone, as a chemo preventive agent. While it prevented or delayed the number of cancers and reduced urinary tract symptoms, it also was associated with an increased risk for high-grade prostate cancer. Currently there are ongoing trials looking at similar agents as well as chemotherapy for various stages of diagnosed prostate cancer. Multiple clinical trials are currently underway which should help identify the best method of screening, as well as chemo preventive therapies and therapies for the various stages of prostate cancer.

### Prostatic Hyperplasia

BPH is extremely common in older men. It has been reported that BPH can be found in 88% of autopsies in men ≥80 years of age, and that nearly 50% of men ≥50 years of age have symptoms compatible with BPH. Three men in ten may ultimately require surgery. While it frequently causes morbidity, it is rarely responsible for death.

The cause of BPH is not known. Necessary conditions are the presence of androgenis and aging. No associations with sociocultural factors, sexual behavior, use of tobacco or alcohol, or other diseases have been consistently demonstrated, and there is no firm evidence that BPH is a precursor of prostate cancer.

In BPH subjects, a period of rapid prostate enlargement occurs, usually after the age of 50, followed by stabilization. Clinical symptoms result from variable compression of the bladder outlet, with difficulties in urinating, and the potential for infection, complete obstruction, and bleeding. Age, urinary flow rate and prostate volume are risk factors for acute urinary retention. Serum PSA is a strong predictor of growth and may be a predictor of risk for urinary retention. The natural history of symptoms can vary greatly. Many subjects have mild symptoms for years, with no change, and many do not require surgical intervention. Evaluation consists of rectal examination, blood chemistry studies, urinanalysis and culture, measurement of residual urine volume after voiding, cystourethroscopy, urodynamic evaluation, and imaging or contrast studies of the kidneys and ureters.

Many patients can be observed while monitoring for progression. Alpha-adrenergic blocking agents and 5-alpha reductase inhibitors have been shown to delay progression of the symptoms and when used in combination may have a greater effect. Alpha reductase inhibitors may reduce the size of the prostate and when used alone or in combination with alpha-adrenergic blocking agents in some studies have been shown to reduce the incidence of acute urinary retention. For more severe symptoms, prostatectomy is the standard of care. Indications for surgery vary, need better definition, and should be weighed against the comorbidities, complications, outcomes, and costs. Firm indications are acute urinary retention, hydronephrosis, recurrent urinary infections, severe hematuria, severe outflow obstruction, and urgency incontinence. Persistence of symptoms and impotence can result from surgery in a significant minority of subjects. Newer procedures are being developed including the use of prostatic stents, balloon dilatation of the prostate, laser prostatectomy, and microwave hyperthermia.

#### END-STAGE RENAL DISEASE (ESRD)

Overall, it is estimated that there are more than 19 million adult Americans affected by chronic kidney disease. ESRD or stage 5, the most advanced stage, affects more than 500,000 people in the United States. Although the prevalent ESRD rate has risen each year since 1980, the rate of increase has been falling steadily since the early 1990s. (Fig. 63-1) ESRD can be caused by many renal diseases and by some
Native Americans are between those of whites and blacks. Prevalent ESRD incidence and prevalence rates for Asian/Pacific Islanders and the ESRD population, a rate fourfold higher than that of whites. The States over the past two decades. While blacks constitute 12–13% of the population, up from only 8% in 1980. Definite gender and racial differences do exist and they have remained consistent in the United States over the past two decades. While blacks constitute 12–13% of the general population in the United States, they constitute 29–33% of the ESRD population, a rate fourfold higher than that of whites. The ESRD incidence and prevalence rates for Asian/Pacific Islanders and Native Americans are between those of whites and blacks. Prevalent rates of ESRD among males are 1.4 times higher than among females, a rate that has been very consistent over the years.

The first patient with chronic renal disease was dialyzed in 1960 by Belding Scribner. During the 1960s the development of vascular access, chronic peritoneal dialysis catheters, and improved immuno-suppressive therapies allowed patients to choose between some form of hemodialysis, peritoneal dialysis or renal transplantation. With the enactment of the Social Security Amendments of 1972 (effective in July 1973), treatment became available for all patients with ESRD. Currently patients choose one of the above therapeutic modalities based on a combination of medical and social factors. Transplantation is regulated by national and local policies, physician and patient preference, and availability of donor organs.

Relatively recent advances in the treatment of ESRD patients include high flux, bicarbonate hemodialysis using biocompatible membranes, automation of peritoneal dialysis, use of vitamin D derivatives for treatment of renal osteodystrophy, and genetically engineered erythropoietin for treatment of anemia reducing the need for blood transfusions. Continued advancements in the development of immuno-suppressive agents have improved the one-year first-time cadaveric transplant survival from 70% in 1984 to > 90% in 2002.

Despite improvements in dialysis technology, mortality remains high. For example, at age 45 the expected remaining lifetime of a white male with ESRD on dialysis is 7.1 years compared with 32.8 years for a white male from the general population. Survival for patients receiving a transplant cannot be directly compared to that for dialysis patients due to selection factors; however, in the example above survival extends to 18.7 years when including all patients with ESRD including those who received a renal transplant. Gross mortality rates of dialysis patients in the United States have been the highest in any surveyed country in the past and continue to be high. An increase in dialysis dose above the currently recommended dose did not improve survival as demonstrated in the HEMO study. Age, primary diagnosis, acceptance of patients with multiple comorbid conditions, transplantation rates, dose of dialysis delivered, patient compliance, nutrition, and pre-dialysis therapy all may contribute to this phenomenon. The total Medicare payment per patient year (average for all ESRD patients of all ages) is estimated to be $46,490 for the years 1998–2002. Transplantation costs are less than those for dialysis patients, at $18,394 per patient year. This does not include the cost of organ procurement for transplantation patients. Annual costs for all ESRD patients rise with age, primarily due to the decline in transplantation rate for elderly patients. Diabetic patients with ESRD are more costly to treat than non-diabetics.

Current efforts are being directed at determining if short daily dialysis or prolonged nocturnal dialysis will decrease the mortality rates of ESRD patients. In addition, the Health Care Financing Agency is sponsoring a national study to determine whether more effective and cost efficient ESRD care can be provided using a capitated system. It should be noted that in many low-income countries, such as India, dialysis is currently not available to > 95% of the population.

THE FUTURE

Progress has clearly been made in several areas of renal and urinary tract diseases. In addition to the decrease in the death rate from hypertensive renal disease, renal infections, and renal congenital abnormalities, the incident rate for ESRD caused by diabetes has begun to stabilize, and that for ESRD caused by glomerulonephritis has begun to decline. As a specific example, since 1992 the incident rates for white patients with diabetic ESRD have declined 46% in those age 20–29 and 9% in those age 30–39. While rates for blacks remain the highest, the rate of increase appears to be slowing as does the rate of rise for Hispanics. The incident and prevalent rates for Native Americans has slowed but this is due to a change in census methods and will need to be reevaluated.

While progress has been made, the number of patients age 45–64 reaching ESRD continues to increase in a linear fashion and, with the exception of pediatric patients, waiting times for transplantation continue to increase. Thus, the cost of providing care has not decreased. In 2002, total Medicare costs for the ESRD program were $17 billion. There also continues to be a discrepancy in incidence of ESRD among racial groups, with the rates among black patients having actually increased 27% for those age 20–29 and 62% for those age 30–39. This may reflect the fact that blacks are more likely to have type II diabetes which is becoming more prevalent as obesity becomes a major public health problem. This, along with the increased incidence of hypertension in blacks, makes it more difficult to treat. While development of strategies such as the Kidney Early Evaluation Program (KEEP) to provide early detection and prevent progression of CKD is clearly important, society will need to address how best to support these programs both in terms of manpower and monetary funds. For westernized societies who have already made a large commitment to life support for subjects with irreversible renal failure, supporting the funding for these programs will continue to be a challenge. For all societies, the challenge remains to better understand the factors that contribute to ESRD. The public health perspectives of many of these diseases remain poorly defined and the distributions and natural histories of many remain obscure. While progress has been made in identifying specific prevention and treatment strategies, many diseases continue to lack specific strategies, and the prevalence of ESRD will continue to increase.

Epidemiological and health services research in renal and urinary tract diseases continues to expand. In the United States the NIDDKD have collated existing data on rates, morbidity, mortality, resource utilization, and costs. They are supporting studies on diabetic renal disease, hypertension, progressive glomerular sclerosis, progression of renal failure, urinary tract obstruction, prostatic hyperplasia, prostatic cancer screening, and urinary incontinence. They have also established research initiatives in interstitial cystitis, HIV-associated renal disease, the genetic basis of polycystic kidney disease, and renal disease and hypertension in minorities. The CDC’s National Health and Nutrition Examination Survey (1988–1994 & 1999–2000) collected information that will yield estimates of rates of kidney stones, UTIs, interstitial cystitis, prostate disease, bladder dysfunction, microalbuminuria, and elevated serum creatinine levels and will give us a better understanding of the risk factors for the various stages of chronic kidney disease. To prevent or delay kidney damage, the National Kidney Foundation has established a free screening pro- gram (KEEP) for individuals at increased risk for developing kidney
disease with the goals of raising awareness about kidney disease, providing free testing and encouraging people "at risk" to visit a doctor and follow the recommended treatment plan. Educational information and support is also being provided. The well established United States Renal Data System continues to provide valuable longitudinal data on patients with ESRD. Results of the NIH sponsored Frequent Hemodialysis Nocturnal Trial evaluating the effect of daily and nocturnal dialysis on morbidity and mortality in ESRD patients should be available within the next two to three years. The results of these initiatives should invigorate the practice of nephrology, guide judicious apportionment of limited resources, support formulation of rational health policy, and improve the overall outcomes for patients with renal and urinary tract disease.
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INTRODUCTION

Diabetes is an important chronic disease both in terms of the number of persons affected and the considerable associated morbidity and early mortality. In this review we will focus on the epidemiology and public health implications of diabetes. Diabetes is a chronic disease in which there is a deficiency in the action of the hormone insulin. This may result from a quantitative deficiency of insulin, an abnormal insulin level, resistance to its action, or a combination of deficits. Two major forms of the disease are recognized: type 1 diabetes (formerly referred to as insulin-dependent diabetes) which comprises about 10% of all cases, and type 2 diabetes (formerly referred to as non-insulin-dependent diabetes), which accounts for about 90% of the cases. Type 2 diabetes may occasionally occur as a result of other diseases such as acromegaly and Cushing’s syndrome. Metabolic disorders such as hemochromatosis, can also cause the disease. Diabetes can also be drug induced, for example, by steroids and possibly by the thiazide diuretics and oral contraceptives. Finally, diabetes may occur secondary to disease processes directly affecting the pancreas, such as cancer or chronic pancreatitis, which destroy the insulin-producing beta cells in the pancreatic islets (of Langerhans). However, these are relatively rare causes of diabetes.

In addition to these primary and secondary types of diabetes, two further classifications of abnormalities of glucose tolerance are of note. Gestational diabetes occurs during pregnancy but typically remits shortly after delivery. Impaired glucose tolerance (IGT) or impaired fasting glucose (IFG), now termed “prediabetes,” are conditions in which blood glucose is elevated but not high enough to be classified as diabetes. Nonetheless these conditions may carry some increased risk of large vessel (e.g., coronary heart) disease. Both gestational diabetes and prediabetes carry an increased risk for the subsequent development of type 2 diabetes. The types of diabetes and clinical stages are outlined in Fig. 64-1.

The other potential precursor to type 2 diabetes is the metabolic syndrome. The metabolic syndrome represents a set of risk factors that predispose individuals to both cardiovascular disease and diabetes. Metabolic syndrome factors include abdominal obesity, atherogenic dyslipidemia (elevated triglyceride levels, smaller LDL particle size, and low HDL cholesterol), raised blood pressure, insulin resistance (with or without glucose intolerance) and prothrombotic and proinflammatory states. The metabolic syndrome is associated with the prediction of both diabetes and cardiovascular disease independent of other factors. It is hypothesized that clinical improvement in these factors may prevent or delay the onset of diabetes and cardiovascular disease.

DIAGNOSIS

The diagnosis of type 1 diabetes is fairly straightforward. Type 1 diabetes often, though by no means always, has its onset in childhood. Classically the child will have symptoms of excessive thirst (polydipsia), excessive urination (polyuria), and weight loss. In a child with high blood sugar, these symptoms almost invariably point to type 1 diabetes. Patients lose virtually all capacity to produce insulin and without treatment they develop severe metabolic disturbances, including ketoacidosis and dehydration, which can lead to death. As death from ketoacidosis is largely preventable, the continuing though small number of deaths from this cause represents a challenge to our preventive health services. In an international study, wide variations in mortality from acute diabetes complications were noted, with high rates in Japan and low rates in Finland. This variation was thought to reflect disease incidence (low in Japan and high in Finland) and resulting availability of skilled health care.

Type 2 diabetes usually presents in adulthood. In the past, the terms non-insulin-dependent, maturity-onset, and mild diabetes have been used. These terms are somewhat misleading, since type 2 diabetes may present in youth and the complications may be far from mild. Patients with type 2 diabetes, however, produce some insulin, although its secretion is often delayed, and there is usually some resistance to its action in the peripheral tissues. This resistance is often associated with elevated concentrations of insulin, particularly in newly recognized cases. However, concentrations are now recognized to be low in many type 2 diabetes subjects, especially after accounting for obesity and using more specific assays. In type 2 diabetes, often the diagnosis is not made on the basis of classic symptoms of diabetes but rather on the presentation of one of the complications. Such complications can be macrovascular (accelerated atherosclerosis with coronary artery, peripheral vascular or cerebrovascular manifestations), microvascular (with disease of the small vessels in the kidneys or the eyes), or neuropathic (which may take the form of a variety of neurological syndromes). In addition, the disease may also be recognized as a result of routine screening for elevated blood glucose or by the presence of glucose in the urine. Some cases, however, may be diagnosed because of classic symptoms. (Table 64-1)

Over the years, both the diagnostic criteria and dose of glucose in the standard test for type 2 diabetes (i.e., the oral glucose tolerance test (OGTT)) have varied. Current diagnostic criteria from the American Diabetes Association (ADA) and the World Health Organization (WHO) are presented in Table 64-2. The WHO and ADA criteria differ in that the ADA relies on IFG while the WHO relies on both fasting and post challenge (2 hour) glucose levels. The preference for using a fasting test only, rather than a full OGTT is largely based on the concept that diagnostic testing would be easier and therefore more frequent.

The controversy surrounding these tests is based on the fact that these diagnostic tests may identify somewhat different populations. Further, data from the Cardiovascular Health Study (CHS) in older Americans suggests that IGT is more predictive of CVD than its fasting corollary IFG. The impact of these different criteria on the prevalence of diabetes has been studied by many investigators.
Because of changes in the criteria for the diagnosis of type 2 diabetes, estimates of the prevalence and temporal trends of type 2 diabetes are difficult, if not impossible, to evaluate. Furthermore, the different criteria for type 2 diabetes used by different research groups and countries make geographical comparisons difficult. As major efforts are made to identify the specific genetic abnormalities in diabetes and to define the disease on the basis of genotypic rather than phenotypic expression, such as hyperglycemia and insulin levels, there may soon be yet another way of classifying diabetes. Furthermore the development of the glycosylated hemoglobin (GHB) test, which provides an integrated measure of hyperglycemia over the prior two to three months, represents another dimension that may add to the ability to define diabetes. Currently, clinicians use hemoglobin A1c for this test, although it is not accepted for diagnostic purposes due to methodological variation and other considerations.

### Heterogeneity in Primary Diabetes

Although the two different primary types of diabetes have been described, the classification of diabetes into these groups is not simple. For example, children classified with type 1 diabetes may actually have Maturity-Onset Diabetes (MODY), which is characterized by an autosomal dominant pattern of inheritance and a low frequency ketoacidosis. Children in such families, however, are often treated with insulin, although they do not depend on insulin for their survival and actually have type 2 diabetes. Since MODY is uncommon, accounting for <5% of all type 2 diabetes cases, this section will focus on type 1 diabetes and type 2 diabetes. Similarly 5–10% of adults with presumed type 2 diabetes, have evidence of autoantibodies seen in type 1 diabetes, and may have an incomplete form of type 1 diabetes, sometimes called LADA (latent autoimmune diabetes of adulthood).  

#### Type 1 Diabetes

**Descriptive Epidemiology.** Type 1 diabetes is caused by the autoimmune destruction of the beta cells of the pancreas, and represents approximately 10% of all cases with diabetes. At present, lifelong insulin therapy is the only treatment for the disease. Without exogenous insulin injections, individuals with type 1 diabetes will not survive. Although the prevalence of type 1 diabetes is <1% in most populations, the geographic variation in incidence is enormous, ranging from <1/100,000 per year in China to approximately 40/100,000 per year in Finland (Fig. 64-2). The only chronic childhood disorder more prevalent than type 1 diabetes is asthma. It has been estimated that approximately 20 million people worldwide, mostly children and young adults, have type 1 diabetes. The incidence of type 1 diabetes is increasing worldwide at a rate of about 3% per year. This trend appears to be most dramatic in the youngest age groups, and is completely unrelated to the current increase in type 2 diabetes in children. More children with beta cell autoantibodies, a hallmark of type 1 diabetes, are being diagnosed with the type 1 diabetes around the world each year. Although the peak age at onset is at puberty, type 1 diabetes can also develop in adults. Epidemiologic studies have revealed no significant gender differences in incidence among individuals diagnosed before age 15. However, after age 25, the male-to-female incidence ratio is approximately 1:5. Significant differences have also been reported depending on socioeconomic status, however results have been conflicting. Incidence of type 1 diabetes in Lithuanians aged 0–39 years varies by the urban-rural setting, and the time change differs for men and women during 1991–2000. There is also a notable seasonal variation in the incidence of type 1 diabetes in many countries, with lower rates in the warm summer months, and higher rates during the cold winter.

#### Genetic Susceptibility.

First degree relatives have a higher risk of developing type 1 diabetes than unrelated individuals from the general population (approximately 6% vs. <1%, respectively). These data suggest that genetic factors are involved with the development of the disease. At present, there is evidence that more than 20 regions of the genome may be involved in genetic susceptibility to type 1 diabetes. However, none of the candidates identified have a greater influence on type 1 diabetes risk than that conferred by genes in the HLA (Human Leukocyte Antigens) region of chromosome 6. This region contains several hundred genes known to be involved in immune response. Those most strongly associated with the disease are the HLA class II genes (i.e., HLA-DR, DQ, DP). These molecules are involved in the processing of antigens from inside the cell to its surface in order to stimulate an immune response. However, it has become apparent that neither genetic nor environmental risk factors alone contribute to the development of type 1 diabetes. Rather, it is clear that gene-environmental interactions are involved.

#### Table: Stages of glycemia

<table>
<thead>
<tr>
<th>Stages</th>
<th>Normoglycaemia</th>
<th>Hyperglycaemia</th>
</tr>
</thead>
<tbody>
<tr>
<td>Types</td>
<td>Normal glucose tolerance</td>
<td>Impaired glucose regulation (IGT and/or IFG)</td>
</tr>
<tr>
<td>Type 1</td>
<td>−</td>
<td>−</td>
</tr>
<tr>
<td>• Autoimmune</td>
<td>• Idiopathic</td>
<td></td>
</tr>
<tr>
<td>Type 2*</td>
<td>• Predominantly insulin resistance</td>
<td>• Predominantly insulin secretory defects</td>
</tr>
<tr>
<td>Other specific types</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gestational diabetes</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*In rare instances patients in these categories (e.g., Vacor Toxicity, Type 1 presenting in pregnancy, etc.) may require insulin for survival.

(Source: Adapted from the World Health Organization)
TABLE 64-1. PERCENT OF POPULATION WITH PHYSICIAN DIAGNOSED AND UNDIAGNOSED DIABETES AND IMPAIRED GLUCOSE TOLERANCE IN THE U.S. POPULATION AGE ≥ 20 YEARS (NHANES III) FROM 1988 TO 1994:

<table>
<thead>
<tr>
<th>Age</th>
<th>All Races</th>
<th>White</th>
<th>Black</th>
</tr>
</thead>
<tbody>
<tr>
<td>≥ 20</td>
<td>5.1</td>
<td>5.0</td>
<td>6.9</td>
</tr>
<tr>
<td>20-39</td>
<td>1.1</td>
<td>1.0</td>
<td>1.6</td>
</tr>
<tr>
<td>40-49</td>
<td>3.9</td>
<td>3.3</td>
<td>6.2</td>
</tr>
<tr>
<td>50-59</td>
<td>8.0</td>
<td>7.5</td>
<td>13.8</td>
</tr>
<tr>
<td>60-74</td>
<td>12.6</td>
<td>11.3</td>
<td>20.9</td>
</tr>
<tr>
<td>≥ 75</td>
<td>13.2</td>
<td>12.6</td>
<td>17.5</td>
</tr>
</tbody>
</table>

*Diagnosed Diabetes

All Races
- Both Sexes: 5.1, Male: 4.9, Female: 5.4
- White: Both Sexes: 5.0, Male: 5.0, Female: 5.4
- Black: Both Sexes: 6.9, Male: 5.9, Female: 7.8

**Undiagnosed Diabetes FPG ≥ 126mg/dL

All Races
- Both Sexes: 2.7, Male: 3.0, Female: 2.4
- White: Both Sexes: 2.5, Male: 2.9, Female: 2.1
- Black: Both Sexes: 3.4, Male: 2.6, Female: 4.0

**Impaired Fasting Glucose (110-125 mg/dL)

All Races
- Both Sexes: 6.9, Male: 8.7, Female: 5.2
- White: Both Sexes: 6.9, Male: 9.0, Female: 5.0
- Black: Both Sexes: 6.2, Male: 6.7, Female: 5.8

Table 64-2. Criteria for the Classification of Diabetes

**Diabetes**
- Symptoms (polyuria, polydipsia, unexplained weight loss) of diabetes and casual (anytime of day without regard to meals) plasma glucose ≥ 126 mg/dL
- Fasting plasma glucose ≥ 200 mg/dL

**Prediabetes**
- Impaired fasting glucose
- Fasting glucose 100 mg/dL to 125 mg/dL

**Gestational diabetes**
- Two or more of the following values after a 100-g oral glucose load after an overnight fast (8-14 h)
  - Fasting glucose ≥ 95 mg/dL (plasma)
  - 1 h ≥ 180 mg/dL (plasma)
  - 2 h ≥ 155 mg/dL (plasma)
  - 3 h ≥ 140 mg/dL (plasma)

Figure 64-2. Type 1 diabetes incidence rates worldwide.

*Based on self-report that the persons had been told by a doctor that they had diabetes, plus current or past use of diabetic therapy.

**Type 1 diabetes risk independent of HLA class II genes.**

Children with two high risk DRB1-DQA1-DQB1 haplotypes have a significantly higher type 1 diabetes risk than individuals with no high risk haplotype. The type 1 diabetes risk among those with only one susceptibility haplotype is increased, but the effect is more modest. As shown in Table 64-3, relative risk estimates range from 10 to 45 and 3 to 7, respectively, for these groups, depending on race.
TABLE 64-3. SEVERAL TYPE 1 DIABETES SUSCEPTIBILITY GENES

<table>
<thead>
<tr>
<th>Gene</th>
<th>Locus</th>
<th>Variant</th>
<th>Estimated RR</th>
</tr>
</thead>
<tbody>
<tr>
<td>HLA-DQB1</td>
<td>6p21.3</td>
<td>*0201 &amp; *0302</td>
<td>3–45</td>
</tr>
<tr>
<td>INS</td>
<td>1p15.5</td>
<td>Class I</td>
<td>1–2</td>
</tr>
<tr>
<td>CTLA4</td>
<td>2q31–35</td>
<td>Thr17Ala</td>
<td>1–2</td>
</tr>
</tbody>
</table>

†RR = relative risk

In terms of absolute risk, Caucasian individuals with two susceptibility haplotypes have an approximately 6% chance of developing type 1 diabetes through age 35 years. However, this figure is substantially lower in populations where type 1 diabetes is rare (i.e., <1% among Asians). In addition to IDDM1, two other genes are now known to influence type 1 diabetes risk. These include insulin (INS) and cytotoxic T lymphocyte-associated 4 (CTLA-4).

B. INS. The INS gene, located on chromosome 1p15.5, has been designated as IDDM2. Positive associations have been observed with a nontranscribed variable number of tandem repeat (VNTR) in the 5' flanking region. Two are common variants. The shorter class I variant predisposes to type 1 diabetes (approximate relative increase: 1–2), whereas the longer class III variant appears to be dominantly protective. The biological plausibility of these associations may relate to the expression of insulin mRNA in the thymus. Class III variants appear to generate higher levels of insulin mRNA than class I variants. Such differences could contribute to a better immune tolerance for class III-positive individuals by increasing the likelihood of negative selection for autoreactive T-cell clones. The effect of INS appears to vary by ethnicity, with lesser effects in non-Caucasian populations.

C. CTLA-4. The CTLA-4 gene is located on chromosome 2q31–35, where multiple type 1 diabetes genes may be located. CTLA-4 variants have been associated with type 1 diabetes, as well as other autoimmune diseases. CTLA-4 negatively regulates T-cell function. However, impaired activity, which has been associated with the Thr17Ala variant, may increase type 1 diabetes risk. Overall, the relative increase in risk for the CTLA-4Ala17 variant has been estimated as approximately 1.5.

Environmental Risk Factors. The epidemiological patterns described above suggest that environmental factors contribute to the etiology of the type 1 diabetes. In particular, the recent temporal increase in type 1 diabetes incidence points to a changing global environment rather than variation in the gene pool, which require the passage of multiple generations. Twin studies also provide evidence for the importance of environmental risk factors for type 1 diabetes. Type 1 diabetes concordance rates for monozygous twins remain discordant. Thus, type 1 diabetes cannot be completely genetically determined. Environmental risk factors are thought to act as either "initiators" or "accelerators" of beta cell autoimmunity, or "precipitators" of overt symptoms in individuals who already have evidence of beta cell destruction. They also may function by mechanisms that are directly harmful to the pancreas, or by indirect methods that produce an abnormal immune response to proteins normally present in cells. The type 1 diabetes environmental risk factors that have received most attention are viruses, infant nutrition, and hygiene.

A. Viruses. Enteroviruses, especially Coxsackie virus B (CVB), have been the focus of numerous ecologic and case-control studies. CVB infections are frequent during childhood and are known to have systemic effects on the pancreas. Recent prospective studies are helping to elucidate the role of viruses to the etiology of type 1 diabetes. For example, enteroviral infections occurring as early as in utero appear to increase a child’s subsequent risk of developing the disease. Other viruses, including mumps, cytomegalovirus, rotavirus, and rubella, have also been associated with the disease.

B. Nutrition. Another hypothesis that has been the subject of considerable interest relates to early exposure to cow’s milk protein and the subsequent development of type 1 diabetes. The first epidemiologic observation of such a relationship was by Borch-Johnsen et al., who found that type 1 diabetes children were breast-fed for shorter periods of time than their non-diabetic siblings or children from the general population. The authors postulated that the lack of immunologic protection from insufficient breast-feeding may increase risk for type 1 diabetes later during childhood. It was also postulated that shorter duration of breast-feeding may indirectly reflect early exposure to dietary proteins that stimulate an abnormal immune response in newborns. Most recently it has been hypothesized that the protective effect of breast-feeding may be due, in part, to its role in gut maturation. Breast-feeding also protects against enteric infections during infancy, and promotes proper colonization of the gut. Interestingly, enteroviral infections can also interfere with gut immunoregulation, which may explain the epidemiologic associations between viral infections and type 1 diabetes.

C. Hygiene. The role of hygiene in the etiology of type 1 diabetes is also currently being explored. It has been hypothesized that delayed exposure to microorganisms due to improvements in standard of living hinders the development of the immune system, such that it is more likely to respond inappropriately when introduced to such agents at older (compared to younger) ages. This explanation is consistent with recent reports indicating that factors such as day care attendance, sharing a bedroom with a sibling, and contact with pets are protective against type 1 diabetes. Further studies are needed to determine if improved hygiene can explain the temporal increase in the incidence of type 1 diabetes worldwide.

Treatment and Prevention of Type 1 Diabetes. At the present time, there is no way to prevent type 1 diabetes. Lifelong insulin injections are the only available treatment for the disease. Although a cure for type 1 diabetes is currently unavailable, several large multinational investigations have been designed to evaluate a variety of primary and secondary disease interventions. The tested interventions have included prophylactic nasal insulin (Diabetes Prediction and Prevention Project [DIPP] in Finland); oral and injected insulin (Diabetes Prevention Trial-1 [DPT-1] in the U.S.); as well as high doses of nicotinamide (European Nicotinamide Diabetes Intervention Trial [ENDIT]), and the avoidance of cow’s milk exposure during the first six months of life (trial to reduce in genetically at-risk [TRIGR] in Finland, U.S. and other countries). These investigations focus on “prediabetic” individuals identified from families with at least one child with type 1 diabetes. DIPP and TRIGR use HLA-DQB1 screening and recruit only individuals at increased genetic risk. The remaining trials recruit relatives with evidence of beta cell autoimmunity as a pre-clinical marker for disease. To date, none of these interventions have prevented or delayed the onset of type 1 diabetes. However, with the formation of Type 1 Diabetes TrialNet® a collaborative network of clinical centers and experts in diabetes and immunology, new intervention strategies are currently being planned. It is ultimately hoped that through genetic testing, individuals at high risk for type 1 diabetes could be identified prior to the onset of the disease—at a time when primary prevention strategies could be safely administered. It is most likely that such predictive genetic testing would be offered to families with an affected individual before it was made available to the general population.
Type 2 diabetes

Epidemiology. Type 2 diabetes is more difficult to define than type 1 diabetes. The rates among and within countries vary dramatically, partially depending on the specific classification criteria used for type 2 diabetes. Worldwide, it is estimated that in 2000, 171 million people had diabetes. The prevalence is expected to increase to 366 million by 2030 according to estimates from the WHO. Type 2 diabetes occurs in all races, but the prevalence tends to be higher among American Indians, Micronesians, Polynesians, African-Americans, and Mexican Americans. The prevalence of diabetes is higher in developed countries compared to developing countries, however a considerable increase in prevalence is already being observed in developing nations due to urbanization and westernization. For example, in communities where there has been rapid economic development, such as in Korea and among the Pima Indians there appears to be a marked and rapid increase in the incidence and prevalence of type 2 diabetes. In 2005, 14.6 million persons in the United States were estimated to have diagnosed diabetes according to the National Health Interview Survey. This represents an increase from 5.8 million in 1980. It is also estimated that almost one-third as many cases (6.2 million) of type 2 diabetes are undiagnosed. This is made clear by data from the National Health and Examination Survey where the overall prevalence of diagnosed and detected diabetes in the adult U.S. population (≥20 years) is estimated to be about 7% (~20.8 million), with 1.4 million newly diagnosed cases each year.

Risk Factors. A pattern of increasing mean weight of the population parallels the increasing prevalence of type 2 diabetes. Similarly, within a population there is a strong correlation between degree of obesity and risk of type 2 diabetes. The prevalence of obesity in the United States, defined as a Body Mass Index (BMI) of greater than 30 kg/m², has increased from 12% in 1991 to 19.8% in 2000, for a total of 44.3 million obese adults. The highest prevalence for obesity was reported in Mississippi at 25.9% in 2001. A corresponding increase is reported in diabetes prevalence from 4.9% in 1990 to 7.3% and 7.9% in 2000 and 2001 respectively. Interestingly, within a country such as the United States, one generally finds an inverse relationship between obesity and socioeconomic class, with higher rates of type 2 diabetes in lower socioeconomic groups. However, a risk factor associated with higher socioeconomic status is decreased physical activity. As socioeconomic status increases, the overall level of physical activity generally declines, especially that related to work. Further, lower rates of physical activity are found in ethnic minorities. Thus, at the same time that caloric intake is increasing, physical activity is decreasing, most likely leading to an increased prevalence of obesity within the population. Data from the South Pacific suggest that physical activity itself may be an independent risk factor for type 2 diabetes, separate from obesity, while a recent prospective study in the U.S. also suggests reduced physical activity predicts type 2 diabetes. According to national data from 2003, approximately one-half of U.S. adults age 18–44 achieved recommended levels of physical activity (at least 30 min/day at least 5 days per week). Nutrition plays a role in both diabetes risk and prevention, while no clear evidence exists supporting a low fat diet for diabetes risk or prevention, the type and quality of fat may be more important than total fat intake. Substituting unsaturated fat for saturated and trans fats are important, however, for prevention strategies. Also, substituting complex carbohydrates such as whole grains for refined grain foods will help individuals achieve a healthy body weight and thus prevention of diabetes and/or cardiovascular disease.

Genetic Factors. Genetic factors play an extremely important role in the development of type 2 diabetes. In a large study of twins Pyke found that the concordance rates for type 2 diabetes among monozygotic twins was over 90% compared to 50% for type 1 diabetes. Twin studies, however, do not provide the complete story. In recent years there have been numerous studies of the relationship of genetic markers to the development of type 2 diabetes as well as of type 1 diabetes. Although HLA genes are related primarily to the risk of developing type 1 diabetes, they may also play a role in type 2 diabetes. Several candidate genes have been found to contribute to type 2 diabetes susceptibility, including mutations in the insulin gene, the glucokinase gene, and mitochondrial gene. However, it is unlikely that any of these alterations explain the genetic susceptibility to type 2 diabetes on a population basis. Thus family and pedigree studies are still needed to determine the contribution of these genetic markers to the development of type 2 diabetes.

Diabetes Prevention. The development of type 2 diabetes is a two-stage process, with the first stage being resistance to insulin’s action (likely exacerbated by obesity and physical inactivity) and the second stage being failure of the pancreas to increase insulin secretion enough to overcome this resistance. This theory receives support from a number of reports including one from the Pima Indians, which showed differing predictive values of fasting and post challenge insulin values for developing type 2 diabetes consistent with a hyperinsulinemic phase followed by eventual insulinopenia. The interaction between obesity and physical inactivity in relation to the prevention of type 2 diabetes has been studied recently through well-conducted randomized controlled trials. These trials applied sound methods for implementing diabetes prevention strategies, and will be briefly reviewed. The focus of these trials was lifestyle modification including weight loss and increased physical activity. The Da Qing study followed 577 subjects with IGT from local clinics. Subjects were randomized at the clinic level to diet, exercise, diet and exercise, or a control group and followed for six years. Intervention groups experienced a significantly lower incidence of type 2 diabetes compared to controls (31%, 46%, 42%, and 67.7% respectively). A lower incidence of diabetes was also seen in those with lower BMIs. Similar to the Da Qing trial, the Finnish Diabetes Prevention Study examined whether the onset of type 2 diabetes could be prevented through lifestyle modification in subjects with IGT. Five hundred twenty-two subjects were randomized to an intervention group that received individualized counseling aimed at weight reduction, dietary fat reduction, saturated fat reduction, increased dietary fiber, and increased physical activity. The trial demonstrated that lifestyle changes significantly reduced the risk of diabetes in middle-aged, overweight subjects. After a modest (4.7%) weight loss, those in the intervention group experienced a 58% reduction in incidence of diabetes over a mean follow-up of 3.2 years. Moreover, blood pressure, triglycerides, and high-density lipoprotein cholesterol levels also improved significantly. The study to prevent non-insulin-dependent diabetes mellitus (STOP-NIDDM) trial followed 571 (IGT) subjects to acarbose and 715 subjects to a control group. After a mean follow-up of 3.3 years, compared to controls, there was a 25% relative risk reduction in the incidence of diabetes. Finally, in the Diabetes Prevention Program (DPP) 3,234 subjects with IGT were randomized to placebo, metformin (850 mg twice daily) or intensive lifestyle modification. The lifestyle modification consisted of weekly one-on-one counseling for a 16-week curriculum during the first 24 weeks of the study. Subsequent visits were held about once per month. The goal of the lifestyle arm was 7% weight loss and 150 minutes per week of physical activity. Intensive lifestyle modification reduced the incidence of type 2 diabetes in persons at high risk by 58% in comparison to the metformin study group in which incidence was reduced by 31%. The DPP has also shown that these interventions reduce the incidence of new metabolic syndrome by 41% (lifestyle) and 17% (metformin) compared with placebo.

Screening

The recent emphasis on diabetes prevention has prompted a growing number of blood glucose screenings. The purpose of screening is to identify asymptomatic individuals who may have diabetes, however, screening is not the same as diagnosis, as diagnostic tests are performed in individuals with signs and symptoms of the disease. Further, the effectiveness of diagnosing an asymptomatic individual is still speculative. Screening in the community setting outside a health care setting may not be completely effective because of the
possibility of inadequate follow-up after a positive test, or repeat testing in those who are negative. Therefore this type of screening is currently not recommended. Screening by a health care professional or within the health care setting for pre-diabetes and diabetes should be considered in those ≥45 years of age, particularly in those with a BMI ≥25 kg/m². In those <45 years of age, screening should be considered if they have another risk factor for diabetes (e.g., physically inactive, first-degree relative with diabetes, member of a high-risk ethnic population, delivered a baby weighing >9 pounds or diagnosed with gestational diabetes, have hypertension ≥140/90 mmHg, high-density lipoprotein cholesterol (HDLc) level <35 mg/dL, and/or a triglyceride level >250 mg/dL, have polycystic ovarian syndrome (PCOS), previously tested and had IGT or IFG, other clinical conditions associated with insulin resistance, or a history of vascular disease). Any screening should be followed by education about results and risk for future disease. A policy ensuring adequate follow-up should also be in place.

MORBIDITY AND COMPLICATIONS OF DIABETES

Prior to the introduction of insulin in 1922 by Banting and Best, life expectancy of patients with type 1 diabetes was about 1–2 years. After the development and widespread use of insulin, there was a dramatic increase in life expectancy for patients with type 1 diabetes. Suddenly those with type 1 diabetes could lead relatively normal lives. However, 20–30 years later the long-term sequelae of type 1 diabetes began to become evident.

Both type 1 diabetes and type 2 diabetes patients are at risk for these long-term complications. Complications come mainly from disorders of the circulation, either macrovascular, including accelerated atherosclerosis resulting in stroke, heart and peripheral vascular disease, or microvascular disorders of the kidney and retina, as well as neuropathy. The complications appear to be similar for both type 1 diabetes and type 2 diabetes, although the prevalence may be somewhat higher in type 1 diabetes mainly due to longer diabetes duration in those with type 1. The relationships with age and duration also vary between the two types of diabetes, partly because of the younger age of onset of type 1 diabetes (which leads to complications at a younger age) and the difficulty of determining the onset of type 2 diabetes (which means complications are often present at the onset of known disease).

Mortality

Mortality rates for people with diabetes are two- to threefold higher than those without diabetes, with cardiovascular disease as the leading cause of death. In an international study, Diabetes Epidemiology Research International (DERI), mortality in young cohorts of type 1 diabetes cases from four different countries (the United States, Israel, Japan, and Finland) was investigated. The study showed tremendous variation in diabetes-related mortality. In addition to the high mortality from acute complications, the Japanese cohort also had a high mortality from renal disease (276/100,000/y) compared to Finland (16/100,000/y, p <0.05). Data from the Children’s Hospital of Pittsburgh diabetes registry as of 1982, demonstrated a sevenfold increased risk of death overall, and a 20-fold increased risk in those over the age of 20 compared to the general population. While over half of the deaths were due to renal disease, there was an 11-fold increased risk of death from CVD compared to the general population of the same age. These findings were particularly significant in the 30+ age group. The Steno group further demonstrated the strong effect of renal disease with those developing proteinuria, having an eightfold greater risk of coronary heart disease (CHD) than a matched group who did not develop proteinuria. These results were supported by Krolevski et al., where in type 1 diabetes subjects seen at the Joslin Clinic, CHD deaths occurred early after the third decade of age, and over the next 25 years. One-half died of or had CHD. The Allegheny County registry has more recently shown an improvement in 20-year survival by diagnosis cohort (1965–69, 1970–74, 1975–79). When cause-specific mortality was examined, the County cohort combined with mortality from the Epidemiology of Diabetes Complications Study cohort, a significant decline in renal and acute complications was noted. There were, however, differential results by race where African-Americans experienced a fivefold excess mortality due to acute complications. This decline in survival may be explained by only a decline in acute complications, but microvascular complications as well. Data from the Steno Clinic in Denmark showed declining trends in microvascular complications by diagnosis cohort at 20 year duration. Similar results were also shown in the EDC cohort in those who had reached 20 years of diabetes duration; however there was not a corresponding decline in CHD, although the number of events was relatively small. Longer follow-up is necessary to determine any definitive trends in microvascular disease.

Diabetic Retinopathy

Epidemiology. The prevalence of diabetic retinopathy is highly related to diabetes duration for both type 1 and type 2 diabetes. After 20 years of type 1 diabetes, virtually 100% of patients show some evidence of damage to the retina called background retinopathy. Similar prevalence rates are seen in type 2 diabetes for patients treated with insulin, although rates are lower (around 55%) for those not on insulin. In addition, as many as 70% of patients who have type 1 diabetes and 30% of patients who have type 2 diabetes on insulin may develop proliferative changes in the eyes that may lead to blindness.

In 2002, three million adults age 18 or greater reported some type of visual disturbance. In the 20–74 age group, diabetes is the leading cause of blindness in the United States, and is responsible for approximately 12,000–24,000 new cases of blindness yearly. The crude prevalence of retinopathy in people over the age of 40 is 40.3% in people with diabetes compared to 3.4% in the general population.

Prevention. Retinopathy was the primary outcome of a major U.S. study called Diabetes Control and Complications Trial (DCCT). This landmark study clearly demonstrated the value of intensive therapy (with normal blood sugars as a goal) for type 1 diabetes subjects in preventing or delaying the microvascular complications. Progression of retinopathy was reduced by 54% in the intensive therapy group compared to conventional therapy over a mean follow-up period of 6.5 years. In type 2 diabetes, the United Kingdom Prospective Diabetes Study (UKPDS) demonstrated that achieving near normal glycemic control, reduced the risk of two-step progression of diabetic retinopathy by 21%, while reducing blood pressures resulted in a 34% risk reduction for deterioration of retinopathy by two or more steps over 7.2 years of follow-up.

As diabetic retinopathy can be detected before it threatens vision, blindness due to diabetic retinopathy can be prevented in many cases. Detecting and treating diabetic eye disease can reduce vision loss by 50–60%. The Diabetic Retinopathy Study has demonstrated that individuals with severe diabetic retinopathy can be treated successfully and their vision preserved with laser photocoagulation therapy. It is thus important that patients and physicians be educated about the need for frequent eye examinations and that adequate clinical treatment for diabetic retinopathy be available in the community.

Renal Disease

Epidemiology. Diabetic renal disease is a major cause of morbidity and mortality among those with diabetes. Diabetes is currently the leading cause of treatment for end stage renal disease (ESRD), accounting for 44% of the 42,813 new ESRD cases during 2001. According to the 2001 data, 142,963 people with diabetes have ESRD and are living on chronic dialysis or with a kidney transplant. Diabetes increases the risk of renal failure 17- to 20-fold. Approximately 40% of people with type 1 diabetes eventually develop significant
clinical proteinuria and renal disease. Studies from Pittsburgh suggest that around 70% of type 1 diabetes subjects will eventually have some degree of renal damage (i.e., including those with microalbuminuria, a more modest degree of abnormal urinary albumin excretion that is predictive of more advanced disease). The relative risk of mortality from renal disease for persons with diabetes compared to the general population is highest for those in the 15- to 44-year age group, consistent with a higher prevalence and severity in type 1 diabetes. Prevalence rates are somewhat lower in type 2 diabetes overall, partly because the later age of onset means many patients may have died from heart disease before there has been sufficient duration to develop renal disease. Despite recent advances in the diagnosis and treatment of renal failure in diabetes, the problem has not been resolved. Prevention. The presence of microalbuminuria appears to predict the subsequent development of diabetic nephropathy and end stage renal failure. Of particular note is the value of ACE inhibitors and angiotensin receptor blockers (ARB) in slowing the progression of renal disease. The effect of ACE inhibitors appears to be independent of any blood pressure lowering effect. Hypertension, which may be primary or secondary to the renal disease, accelerates the development of renal failure. Lipid disturbances may also predict the development of microalbuminuria. The major predictor, however, of the development of early diabetic renal disease is poor glycemic control. The value of an intensive therapy regimen was also clearly demonstrated in the DCCT (54% reduction). Interestingly, in type 1 diabetes, insulin resistance is emerging as a powerful predictor of nephropathy as well as coronary artery disease (CAD), which may explain their association. Further, much attention is being paid to the genetic susceptibility to nephropathy, as there is clearly a major genetic component. Neuropathy Epidemiology. Another major complication of diabetes is neuropathy. Clinically significant neurological disability usually does not occur until at least five years after the diagnosis of diabetes. The major consequences of diabetic neuropathy are pain, weakness, and loss of sensation. Parallel disorders of the autonomic nervous system may lead to problems of sexual function and urinary and gastrointestinal abnormalities. Research has focused on the metabolic causes of the nerve damage and the specific biochemical lesions that lead to neurological changes. One recent epidemiological study has demonstrated both a high prevalence of distal symmetrical neuropathy in type 1 diabetes, 70% after 30 years, and a strong relationship with cardiovascular risk factors, for example, lipid disturbances, cigarette smoking and especially hypertension. A major problem in diabetic neuropathy is how to measure it. Multiple techniques are currently advocated. However, this further complicates determining the actual prevalence of this complication. Prevention. It has long been recognized that strict control of blood sugar may improve neural function, for example, peripheral nerve conduction. The DCCT and UKPDS results also confirm the value of lower blood sugar levels in preventing/delaying clinical neuropathy. The above findings concerning blood pressure and lipids suggest that studies to evaluate the benefits of controlling these factors may also be worthwhile. Another area that has been investigated recently is the role of a new group of drugs called aldose reductase inhibitors. Although the results have been variable, most trials to date have involved late-stage neuropathy. A greater benefit might be seen if these metabolically active drugs were used earlier. Macrovascular Disease and Atherosclerosis The most convincing epidemiological evidence for increased cardiovascular disease in diabetes comes from large-scale prospective studies, many of which were primarily designed to study cardiovascular disease in the general population. Studies like Framingham have demonstrated that the diabetic individual (uniquely defined in Framingham as “glucose intolerant”) has a greatly enhanced risk and that cardiovascular disease is the leading cause of death in those with diabetes. Diabetes leads to a greater than normal risk for all manifestations of atherosclerosis, including coronary, cerebrovascular, and peripheral vascular disease. The latter is so common in diabetes that half of all lower extremity amputations in the United States occur in persons with diabetes. In the general population women have a lower risk of CHD than men, but this advantage is lost in women with diabetes, who have rates approaching those of men. A meta-analysis suggests that a reduction in the gender differential for CHD in diabetes is true for CHD mortality but not for morbidity. The survival of diabetic patients, especially women, after a cardiac event also appears to be less than that seen in the general population. Although when it occurs, atherosclerosis is often more extensive in diabetic than in nondiabetic subjects, although not all studies show a clear relationship between blood sugar and CVD. For example in the UKPDS, HbA1c was a borderline predictor of myocardial infarction (MI) and intensive therapy had only a borderline (p = 0.052) 16% reduction in CHD events. Divergent opinions also are apparent in terms of the role of blood sugar in the nondiabetic range. Some studies have shown the group with IGT to have a greater than normal risk of CVD. Early studies failed to show a relationship between blood glucose levels in the nondiabetic range and CVD, however recent meta-regression analysis and pooled analyses show a relationship in the normal glucose range. Recently, investigators from the Epidemiology of Diabetes Interventions and Complications Study (follow-up of the DCCT) reported on the long-term benefit of early intensive glycemic control on the incidence of CVD. Among 1375 patients, the number of incident CVD events in those intensively treated during the DCCT compared to those on conventional therapy (46 compared to 98 events). The IGT stage is often characterized by hyperinsulinemia and insulin resistance. In the Paris study, in multivariate analysis insulin concentration rather than diabetic IGT status was the stronger predictor of CHD. A further factor linked with hyperinsulinemia is central adiposity, which was discussed earlier as a risk factor for the development of diabetes. Central adiposity is also a risk factor for CVD independent of obesity, a finding most clearly shown in women. Consequently a male-type of fat deposition (if found in women) may be associated with hyperinsulinemia and thus may provide a marker for a metabolic derangement predisposing to both diabetes and CVD generally, and the relatively poorer cardiovascular prognosis of diabetic women. This association of central adiposity with insulin resistance and the metabolic syndrome is thought to be the prime basis of the excess CVD in type 2 diabetes and glucose intolerance and also has been proposed as a leading feature of CVD in type 1 diabetes. Lipoproteins are altered in diabetes, it is tempting to hypothesize that these changes account for the increased CVD risk seen in diabetes. Many studies have shown that serum cholesterol levels relate to CVD risk in those with diabetes in a way similar to that seen in the general population. However, total and LDL cholesterol levels are not greatly elevated in many diabetics, so the role of cholesterol in explaining the increased risk in diabetes is limited. Data from the Multiple Risk Factor Intervention Study (MRFIT), which screened over 360,000 men for CVD risk factors and subsequently followed them for mortality, suggests diabetic men had rates three times higher than nondiabetics all along the cholesterol curve. The MRFIT data is exclusively type 2 diabetes. In type 1 diabetes, as indicated earlier, it appears that the major determinant of CVD risk is proteinuria although recent data suggest that hypertension, white blood cell count, HDLc, non-HDLc, diabetes duration and smoking are associated with incident CVD events. If cholesterol concentration has a limited role, other lipid measures may be of greater importance to diabetes. Reports suggest that triglyceride level is an independent risk factor for CVD in diabetes. Furthermore, alterations in HDL concentration and lipoprotein composition occur in diabetes, which may further increase cardiovascular risk. Insulin itself, beyond its effect on the lipids, can have direct effects on the arterial wall that promote
athrogenicity. Hyperinsulinemia has also been related to blood pressure elevation. The importance of insulin is also shown for the enhanced CVD risk in diabetes. Thus it is abundantly clear population, however distinguishing insulin effects per se from hyperinsulinemia representing insulin resistance is difficult. Many studies have demonstrated altered hemostatic factors including platelets and fibrinogen which may provide yet another mechanism for the enhanced CVD risk in diabetes. Thus it is abundantly clear that those with diabetes have severe handicaps to face in terms of cardiovascular risk above and beyond the lipoprotein disturbances.

**SUMMARY AND FUTURE**

The DCCT and UKPDS have put beyond question the value of intensive therapy to lower blood sugar levels in terms of the so-called triopatoplist of 23 nested 2 diabetes complications (retinopathy, nephropathy, and neuropathy). As intensive therapy with insulin also increases the risk of severe hypoglycemia and is difficult to translate into general practice, it would seem prudent to also focus on other CVD risk factors (e.g., hypertension and hyperlipidemia) to prevent these complications in type 2 diabetes. Studies examining cardiovascular events among people with type 2 diabetes demonstrate that controlling these risk factors can directly impact the occurrence of both new and repeat events. Two major trials are underway testing the value of intensive glycemic therapy in terms of CHD prevention and another trial (BARI2D) addresses the best means of treating patients with diabetes and heart disease.

While the evidence for the prevention of diabetes and its complications is clear, translation into the community of diabetes care providers and patients is difficult. The goal of prevention is to improve short and long term outcomes as well as the economic consequences of a disease. Models of chronic illness care that focus on a multilevel approach to primary and secondary prevention are necessary in order to prevent the morbidity and mortality associated with diabetes.
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Respiratory Disease Prevention
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Diseases of the respiratory system are an important public health problem in all countries. The respiratory system, which includes the lungs and the upper airway that joins the trachea to the larynx, is exposed to a wide range of potentially injurious agents (Table 65-1). On average, an adult inhales about 5 L of air per minute; with exercise, the amount may increase 20-fold or more. With 10,000–20,000 L of air inhaled daily, agents present even in low concentrations may be toxic. The respiratory system is equipped with a remarkably effective system of defense mechanisms against inhaled particles and gases. Disease may result, however, if an acute exposure overwhelms the defenses (e.g., toxic gas inhalation), if an agent is particularly toxic at low concentrations (e.g., toluene diisocyanate), if exposure is sustained (e.g., cigarette smoking), or if the exposed person is particularly susceptible (e.g., asthmatics).

Respiratory diseases are major causes of disability and death worldwide, with over 11 million deaths or about 20% of all deaths due to perinatal respiratory conditions, lower respiratory tract infections, chronic respiratory diseases, and lung cancer (Table 65-2). The distributions of causes-of-death from respiratory diseases varies between countries and regions with lower respiratory tract infections predominating in the developing countries of Africa, Eastern Mediterranean, and Southeast Asia; and chronic respiratory diseases such as chronic obstructive pulmonary disease (COPD) and asthma, and lung cancer deaths occurring more frequently in more developed regions including the Americas, Europe, and Western Pacific. Among children under 5 years of age, about 21% of all deaths, or 2.27 million deaths in 2000, were due to pneumonia; and about 90% of these deaths were among children from 42 developing countries. The markedly higher childhood mortality from acute respiratory tract infections in developing countries as compared with those in developed countries probably reflects poorer nutrition and immunization practices and more frequent low birth weight, crowding, and indoor and outdoor air pollution. Emerging infections (e.g., SARS) and increasing international travel are a growing public health concern for children and adults.

Chronic diseases of the respiratory system and respiratory tract cancer are major causes of morbidity and mortality among adults. Internationally, the rates of occurrence of respiratory tract cancer and of nonmalignant chronic diseases of the respiratory system can be directly related to patterns of cigarette smoking. However, inconsistencies in the association between mortality from COPD and patterns of cigarette smoking have been found. These inconsistencies may be partly explained by differences among countries in reporting of COPD mortality and smoking prevalence. Despite the limitations of available data, mortality from all tobacco-related diseases is estimated to increase dramatically over the next two decades. For example, in 1990, approximately 3 million total deaths were attributed to tobacco and the number is estimated to grow to 8.4 million in 2020, with the largest increases of tobacco-related deaths coming in India, China, and other parts of Asia. Other environmental and occupational respiratory exposures cause potentially preventable chronic respiratory diseases. Indoor air pollution from domestic wood burning for cooking has been associated with an increased risk of chronic bronchitis and chronic airflow obstruction. In many countries, environmental and occupational agents that cause disease have become subject to regulation to ensure that workplaces are healthful and that neither outdoor nor indoor air causes adverse effects. Such regulations are not in place throughout the world, however, and where they do exist, enforcement and compliance are variable.

PEDIATRIC RESPIRATORY DISEASES

Respiratory Distress Syndrome

Respiratory distress syndrome (RDS) in the newborn results primarily from surfactant deficiency associated with lung immaturity. Because of surfactant deficiency, the lung does not effectively exchange oxygen and carbon dioxide after birth, and positive pressure ventilation is frequently required to maintain life. Bronchopulmonary dysplasia or chronic lung disease of infancy is a frequent sequela of RDS and is characterized by persistent pulmonary dysfunction usually defined as need for ventilatory support or supplemental oxygen at 36 weeks after conception. The prognosis of BPD is variable and it may be a risk factor for chronic lung disease in childhood and adulthood.

In the late 1980s, between 60 and 70 thousand cases of RDS were reported annually in the United States and about 5000 children died per year from RDS, accounting for 20% of all neonatal deaths. With changes in obstetric and neonatal care mortality of very low birth weight infants (501–1500 g) RDS-related mortality has declined. However, among black infants RDS-related mortality declined less rapidly compared to white infants. Of infants who survive RDS, estimates of the proportion in whom BPD develops vary from 10 to 45%.

Several risk factors have been established for RDS, including prematurity, male sex, white race, cesarean section, and perinatal asphyxia. The incidence of RDS is inversely related to gestational age and birth weight, both measures of fetal prematurity. Among infants less than 28 weeks gestation, the incidence of RDS is approximately 80%, declining to about 60% after 29 weeks gestation, and is less than 1% 39 weeks gestation. Overall, about 70% of very low birth weight infants develop RDS.

Prevention of premature birth represents the most effective method for reducing morbidity and mortality associated with RDS. However, because prematurity is frequently a result of poor socioeconomic conditions, and therefore not directly amenable to medical intervention, prematurity and RDS will remain public health problems until underlying causes can be remedied. Medical interventions discussed below offer the best available methods for lessening morbidity and mortality from RDS.
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TABLE 65-1. MECHANISMS OF LUNG INJURY AND EXAMPLES OF INJURIOUS AGENTS AND ASSOCIATED DISEASES

<table>
<thead>
<tr>
<th>Mechanism of Injury</th>
<th>Agent</th>
<th>Disease</th>
</tr>
</thead>
<tbody>
<tr>
<td>Infection</td>
<td>Respiratory syncytial virus</td>
<td>Bronchiolitis</td>
</tr>
<tr>
<td></td>
<td>Streptococcus pneumonia</td>
<td>Pneumonia</td>
</tr>
<tr>
<td>Carcinogenesis</td>
<td>Cigarette smoke</td>
<td>Lung cancer</td>
</tr>
<tr>
<td></td>
<td>Asbestos</td>
<td>Mesothelioma</td>
</tr>
<tr>
<td>ImmunoLogic</td>
<td>Thermophilic actinomycetes</td>
<td>Hypersensitive pneumonitis</td>
</tr>
<tr>
<td>Inflammation</td>
<td>Cigarette smoke</td>
<td>COPD</td>
</tr>
<tr>
<td></td>
<td>Oxides of nitrogen</td>
<td>Silo-fillers' lung</td>
</tr>
<tr>
<td>Fibrogenesis</td>
<td>Asbestos</td>
<td>Asbestosis</td>
</tr>
<tr>
<td></td>
<td>Coal dust</td>
<td>Coal workers' pneumoconiosis</td>
</tr>
<tr>
<td>Other</td>
<td>Plicatic acid</td>
<td>Western red cedar workers' asthma</td>
</tr>
<tr>
<td></td>
<td>Cotton dust</td>
<td>Byssinosis</td>
</tr>
</tbody>
</table>

Prenatal identification of fetuses at high risk for RDS can be accomplished by analysis of amniotic fluid phospholipids. As the fetus matures, amniotic fluid lecithin concentration increases while sphingomyelin concentration remains constant. Ratios of lecithin to sphingomyelin (L/S) of 2:1 or greater are associated with low risk for RDS. The probability of RDS is 40% with a L/S ratio less than 1.5, 33% with a ratio of 1.5:2, and 10% with a ratio of 2 or greater. However, the L/S ratio may not predict lung maturity in diabetic mothers.

Medical interventions including antenatal corticosteroids and surfactant replacement provide partial solutions for the prevention of RDS and its complications. The administration of corticosteroids to the mother within seven days of delivery has been shown to decrease the frequency of RDS and mortality among infants delivered before 32–34 weeks gestation, but there is insufficient evidence that repeated doses beyond seven days are beneficial and may in fact be harmful. Moreover, while post-natal corticosteroids have been used to treat BPD, the available evidence suggests that the long-term complications outweigh the short-term benefits.

Surfactant replacement with either natural extracts or synthetic forms has proven effective for decreasing complications associated with RDS with an overall 40% reduction in mortality. Prophylactic treatment is most effective when delivered at the time of delivery compared to waiting until the development of symptoms in infants at risk for RDS, and natural extracts are more effective than synthetic forms.

Cystic fibrosis

In the United States, cystic fibrosis is the most common lethal genetic disease in whites of Northern European descent, estimated to occur in about 1 in 3500 live births in 1990. The disease occurs less frequently in other racial and ethnic groups in the United States with estimates of 1 in 14,000 black births; 1 in 11,500 Hispanic births; 1 in 10,500 American Indian and Alaska Native births; and 1 in 25,500 Asian births. Cystic fibrosis is transmitted as an autosomal recessive trait, and the heterozygote frequency in persons of Northern European descent is about 1 in 25.

More than 1000 mutations of the cystic fibrosis transmembrane conductance regulator (CFTR) gene on chromosome 7 have been characterized since the gene was identified in 1989, and one mutation (delta F508) accounts for about two-thirds of all CF alleles worldwide. The CFTR gene mutations result in an inability of epithelial cells to secrete chloride ions and the production of an abnormally thick mucus, and impaired binding and killing of bacteria. This defect affects the lungs, intestines, and exocrine glands and may result in diverse clinical manifestations, but patients invariably develop chronic obstructive pulmonary disease from repeated infections that destroy lung tissue. Pulmonary involvement has been reported in over 90% of all patients with cystic fibrosis and accounts for the majority of hospital admissions and deaths.

The prognosis for patients with cystic fibrosis has improved markedly over the last 35 years. Based on data from the National

TABLE 65-2. WORLDWIDE AND REGIONAL NUMBERS OF DEATHS (×1000) FROM RESPIRATORY DISEASES, 2002

<table>
<thead>
<tr>
<th>Condition</th>
<th>Americas</th>
<th>Europe</th>
<th>Western Pacific</th>
<th>Eastern Mediterranean</th>
<th>Africa</th>
<th>SE Asia</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Perinatal conditions</td>
<td>175 (3.2)</td>
<td>65 (0.7)</td>
<td>349 (2.9)</td>
<td>303 (7.3)</td>
<td>554 (5.2)</td>
<td>1012 (6.9)</td>
<td>2462 (4.3)</td>
</tr>
<tr>
<td>LRI</td>
<td>223 (3.0)</td>
<td>260 (2.9)</td>
<td>471 (3.9)</td>
<td>348 (8.4)</td>
<td>1104 (14.4)</td>
<td>1453 (9.9)</td>
<td>3884 (6.8)</td>
</tr>
<tr>
<td>Chronic respiratory disease</td>
<td>398 (7.3)</td>
<td>404 (4.2)</td>
<td>1609 (13.5)</td>
<td>155 (3.7)</td>
<td>257 (2.4)</td>
<td>874 (6.0)</td>
<td>3702 (6.5)</td>
</tr>
<tr>
<td>Asthma</td>
<td>18 (0.3)</td>
<td>43 (0.5)</td>
<td>42 (0.4)</td>
<td>16 (0.4)</td>
<td>26 (0.2)</td>
<td>99 (0.7)</td>
<td>240 (0.4)</td>
</tr>
<tr>
<td>COPD</td>
<td>241 (4.5)</td>
<td>261 (2.7)</td>
<td>1375 (11.5)</td>
<td>95 (2.3)</td>
<td>117 (1.1)</td>
<td>656 (4.5)</td>
<td>2748 (4.8)</td>
</tr>
<tr>
<td>Cancer of trachea/bronchus/lung</td>
<td>231 (4.3)</td>
<td>266 (3.8)</td>
<td>427 (3.6)</td>
<td>27 (0.7)</td>
<td>17 (0.2)</td>
<td>174 (1.2)</td>
<td>1243 (2.2)</td>
</tr>
<tr>
<td>All deaths</td>
<td>5421</td>
<td>9564</td>
<td>11,940</td>
<td>4152</td>
<td>10,664</td>
<td>14,657</td>
<td>57,029</td>
</tr>
</tbody>
</table>

*% of all deaths for region.
Source: www.who.int/whr/2004/annex/en/ (Annex Table 2)
Cystic Fibrosis Patient Registry, the median survival in the United States has increased from 14 years in 1969 to 33 years in 2001. The improving prognosis of cystic fibrosis probably reflects the beneficial effects of early nutrition, nutritional support, and antibiotic therapy.39,22

While associated with ethical and logistical challenges, screening for cystic fibrosis during the pre- and postnatal periods has received growing attention as a method for prevention of cystic fibrosis.20 However, because there are over 1000 mutations that may cause cystic fibrosis it is not feasible to conduct population-wide screening of all parents for these mutations. Therefore, prenatal screening programs have often focused on affected families and screening for the most common mutations. Since 80% of children with the disease are born into families without a history of cystic fibrosis,23 using this method of prenatal screening will have little impact on the incidence of the disease. Moreover, the sensitivity for detecting the 25 most common genetic mutations among affected couples varies widely between ethnic groups, and the predictive value for detecting affected fetuses is low.24

Because of the limitations of prenatal screening, most screening programs for cystic fibrosis have focused on early detection through screening of newborns. In 2003, the Centers for Disease Control and the Cystic Fibrosis Foundation conducted a workshop to review benefits and risks of newborn screening for cystic fibrosis,20 and concluded that “the magnitude of the health benefits from screening for cystic fibrosis is sufficient that states should consider including routine newborn screening for cystic fibrosis in conjunction with systems to ensure access to high-quality care.” An estimated 900,000 newborns will be screened in the United States by the end of 2004 through 11 statewide programs.20

The improving survival among persons with cystic fibrosis has been attributed to better medical care through comprehensive centers that provide a multidisciplinary approach to management.20 However, the relative contributions of the various components of care to the improvement cannot be readily established. The details of management of cystic fibrosis are beyond the scope of this review and have been discussed extensively elsewhere.25

Respiratory Tract Infection

Respiratory tract infections are the main cause of morbidity and mortality among children living in developing countries and, although a much less frequent cause of death, the predominant source of morbidity including hospitalizations among children living in developed countries.4,46,7–9 Respiratory viruses are responsible for most childhood respiratory tract infections, although bacteria, Mycoplasma and Chlamydia cause some infections at particular ages. Respiratory tract infections in childhood may plausibly have long-term sequelae, including loss of lung function after severe episodes of lower respiratory tract infection, the development of asthma, the development of bronchiectasis, and an increased risk of developing COPD in adulthood.7,21

In developed countries the predominant clinical syndromes associated with childhood respiratory tract infection include colds (infections of the upper respiratory tract), epiglottitis (infection of the epiglottis), croup or laryngotracheobronchitis (infection of the larynx and large airways), bronchiolitis (infection of the small airways), and pneumonia (infection of the lung tissues). Rhinoviruses are most closely associated with colds, parainfluenza viruses with croup, respiratory syncytial virus with bronchiolitis, and various viruses, including respiratory syncytial virus and the parainfluenza viruses with pneumonia.44,45 Bacteria cause epiglottitis, Epiglottitis, croup, bronchiolitis, and pneumonia may be severe and cause death through respiratory failure. In less developed countries, measles and whooping cough may be important causes of severe respiratory tract infection.34

Childhood respiratory tract infections are extremely common. Surveillance data for general population samples worldwide show that children experience five to nine respiratory illnesses during the first year of life;4 by the teenage years children still have about two or three respiratory illnesses annually.46 Mortality from childhood respiratory tract infections is low in the United States and other more developed countries, about 0.1 deaths annually per 1000 children from birth through the age of five years. However, mortality rates remain the same age group vary widely between developed and developing countries and are more than 1000 times greater in some developing countries.27 Moreover, under-five mortality rates within developing countries vary substantially.27

Many risk factors for respiratory tract infection have been identified. In developing countries, overcrowded dwellings, poor nutrition, low birth weight, and possibly intense smoke pollution underlie the high rates.4,46-37 Studies in developed countries have shown that males have higher rates of infection, as do younger siblings of school-age children who introduce infections into households. Children from homes of lower socioeconomic status also tend to have more respiratory infections. Maternal cigarette smoking has also been causally linked to increased occurrence of respiratory tract infections during the first years of life.48 Attendance at day care centers also increases the occurrence of respiratory tract infections among preschool children.4 Some studies indicate that breast-feeding decreases risk and that use of a gas-fueled stove increases risk, but the evidence on these associations is conflicting.40–41

Present understanding of risk factors for respiratory tract infection in childhood indicates several approaches for primary prevention. In developing countries, improved living conditions, better nutrition, breast feeding, and reduction of smoke pollution indoors should reduce the burden of morbidity and mortality associated with respiratory tract infections.32 In developed countries, mothers should be encouraged to stop smoking or to avoid smoking in the presence of their children. Effective vaccines are available for a limited number of bacteria (e.g., Streptococcus pneumoniae, Haemophilus influenzae)44 and viruses (e.g., influenza)48 that cause respiratory tract infections. However, the use of these vaccines as a public health intervention remains an active area of investigation and recommendations of expert groups are evolving. For example, the Advisory Committee on Immunization Practices now recommends influenza vaccination for children 6–23 months of age.49

Asthma

Asthma is a chronic condition characterized by airway inflammation and hyperresponsiveness; reversible airflow obstruction; and episodic wheezing, cough, and dyspnea. Asthma results from a number of genetic variations and environmental exposures in early childhood, and the phenotypic expression of the disorder is heterogeneous.47 Various methods are used to measure the occurrence of asthma making comparisons between studies difficult.48 Numerous investigations of the occurrence of asthma in children have been conducted worldwide, and data from cross-sectional and longitudinal investigations indicate a wide range in the prevalence and incidence of childhood asthma.40–42 The International Study of Asthma and Allergies in Childhood (ISAAC) used standardized questionnaires to determine the prevalence of asthma-related symptoms among children 6–7, and 13–14 years of age from 156 centers in 56 countries.50 More than 750,000 children were surveyed and the prevalence of self-reported wheezing in the previous 12 months ranged from 1.6 to 36.7%.48 In the United States, data from nationwide samples and survey populations using different measures of asthma (“during the past 12 months, have you had asthma?” or “episode of asthma or asthma attack during the preceding 12 months”) compared to the ISAAC study also indicates that asthma is a common disease in children and has increased over the period from 1980 through 1995 (Fig. 65-1).52 While explanations for these wide variations in the occurrence of asthma between countries and over time remain an active area of investigation, the lower prevalence of asthma in developing countries and variation in prevalence within populations with similar genetic backgrounds suggest a major role for environmental factors in the variation in the occurrence of asthma.

In cross-sectional and prospective investigations many personal, lifestyle, and environmental risk factors have been identified for asthma (Table 65-3).47,50 Among the personal factors, genetic
susceptibility likely plays a major role determined by a number of genetic variations, which control multiple biological mechanisms involved in asthma including allergic sensitization, inflammation, and bronchial hyperreactivity. Studies of familial aggregation of asthma and twins show a strong familial influence on the prevalence and incidence of asthma, but these studies do not separate genetic from common environmental effects.

While genetic susceptibility has a major role in the development of asthma and is an active area of investigation, many other personal characteristics have been associated with asthma (Table 65-3). Data from Tucson, Arizona, and Rochester, Minnesota, show a sharp decline in the incidence of asthma from early childhood to adolescence (Fig. 65-2) with a corresponding shift from a higher occurrence in males during early childhood to a higher occurrence in females in adolescence and young adulthood, which may be explained by differences in airway geometry. The occurrence may vary widely between racial and ethnic groups and is higher in blacks compared with whites. Atopy, defined by positive skin tests to common allergens, predicts increased risk of asthma if present in the parents or child. Similarly, in prospective investigations of persons without asthma at baseline, bronchial hyperresponsiveness is associated with development of recurrent wheezing or asthma.

In addition to personal characteristics a number of pre- and postnatal factors have been associated with the development of asthma (Table 65-3). Prenatal factors associated with an increased risk of asthma include younger maternal age (e.g., < 26 years) and maternal smoking during pregnancy. While the fetus may be sensitized to allergens in utero the risk of allergen exposures during pregnancy is uncertain. Low birth weight (< 2500 g) is associated with an increased risk of asthma. The role of breastfeeding as a risk factor for asthma is controversial; the mixed findings may be explained by methodological differences between studies. In several cohort studies, breastfeeding through the first four months of life is associated with a decreased risk of incident asthma. Childhood obesity has consistently been associated with an increased risk for development of asthma.

A wide range of environmental risk factors for asthma has been investigated including viral lower respiratory tract infections, and indoor and outdoor exposures. More severe episodes of lower respiratory tract infection are associated with subsequent asthma and increased airway reactivity. Involuntary exposure to tobacco smoke, particularly maternal smoking, is independently associated with asthma. Exposure to Aeroallergens such as house dust mite, cockroach, and fungi during infancy is associated with a marked excess risk of asthma. A number of infectious and environmental agents have been linked to the development of asthma, patterns of exposure to other infectious agents (e.g., bacteria) and bacterial components (e.g., endotoxin) during infancy more clearly explain the occurrence of asthma in developed countries with decreased exposure and the lower occurrence in developing countries where exposures are higher. This potential explanation for variations in the occurrence of asthma has been termed the "hygiene hypothesis."

Few investigations of the primary prevention of asthma through control of modifiable risk factors have been conducted. At least four randomized primary prevention trials are in progress, and results from one randomized trial in Canada of high risk infants enrolled before birth (n = 545) compared a multifaceted intervention (i.e., avoidance of house dust mite, pets, environmental tobacco smoke, day care until after the first year of life; delay of solid foods; and encouragement of breast feeding) to a control group has demonstrated a lower occurrence of asthma in the intervention group (16.3%) compared to the control group (23.0%) at two-years of age (odds ratio 0.60 [95 confidence interval 0.37–0.95]). In a similar study of 251 infants from the UK, investigators found a lower risk of asthma-related symptoms at three years of age, but the difference was not statistically significant. Moreover, there was no difference in the prevalence of physician-diagnosed asthma.

Table 65-3. Risk Factors for Childhood Asthma

<table>
<thead>
<tr>
<th>Personal and Genetic Factors</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age</td>
</tr>
<tr>
<td>Male gender</td>
</tr>
<tr>
<td>Race/ethnicity</td>
</tr>
<tr>
<td>Family history</td>
</tr>
<tr>
<td>Atopy</td>
</tr>
<tr>
<td>Obesity</td>
</tr>
<tr>
<td>Bronchial hyperreactivity</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Environmental and Lifestyle Factors</th>
</tr>
</thead>
<tbody>
<tr>
<td>Maternal smoking</td>
</tr>
<tr>
<td>Environmental tobacco smoke</td>
</tr>
<tr>
<td>Personal smoking</td>
</tr>
<tr>
<td>Respiratory tract infections</td>
</tr>
<tr>
<td>Allergen exposures</td>
</tr>
<tr>
<td>Breastfeeding</td>
</tr>
<tr>
<td>Ambient air pollution</td>
</tr>
</tbody>
</table>

Figure 65-1. Estimated annual prevalence of self-reported asthma by age group in the United States, 1980–1995. (Source: Adapted from Mannino et al. 2002.)

The natural history of wheezing illnesses and childhood asthma have been described in a number of longitudinal studies in developed countries. Asthma symptoms usually begin in infancy and early childhood, and persist over time. In a longitudinal study of 826 newborns, Martinez et al. found that about 30% of children develop a wheezing illness during the first 3 years of life, and of these children about 60 percent are symptom-free at age six and overall only about 15% develop persistent wheeze and asthma. In a study of more than 11,000 children from the UK, only 50% of children who had a diagnosis of asthma at age five years continued to have the diagnosis at age 10 years. Involuntary exposure to tobacco smoke, ambient air pollution, and infections have been shown to exacerbate asthma.

Most preventive strategies for asthma have been directed at secondary prevention with pharmacologic and other interventions to lessen morbidity. The use of bronchodilators, corticosteroids, and disodium cromoglycate greatly reduces morbidity from asthma. Many nonpharmacological interventions have been examined, including environmental control, prevention of sensitization in infancy and childhood, immunizations, allergen immunotherapy, physical training, chest physiotherapy, and education.

In the United States and internationally, strategies for asthma education have been developed to prevent morbidity and mortality from asthma. Death from childhood asthma, although infrequent, is well documented and potentially preventable. Childhood mortality rates from asthma vary from country to country and by age, sex, and race in the United States. In the United States, annual mortality rates for asthma among children 5–14 years of age increased 89% during the period 1980 through 1999, from 1.9 per million to 3.6 per million, respectively. There was little change in the mortality rate from asthma for children four years of age and less. During this period the mortality rates were consistently higher among blacks compared with whites.

Findings from retrospective studies suggest that clinical severity of asthma predicts risk of death. Factors that are susceptible to affect mortality include failure on the part of patients and physicians to recognize severity, behavioral patterns, underuse of inhaled or oral corticosteroids, overuse and overdependence on nebulizers, and additive toxicity from combined use of theophylline and beta-agonists. For individual children, however, the predictive value of these factors is limited.

**ADULT RESPIRATORY TRACT DISEASES**

**Asthma**

As in children, the occurrence of asthma varies widely worldwide and regionally. In the early 1990s, a standardized cross-sectional survey, the European Community Respiratory Health Survey, was conducted at 48 centers in 22 countries and 137,619 adults 20–44 years of age were enrolled. Overall, the median prevalence of reported current asthma was 4.5% with a range of 2.0–11.9%. This variation in the prevalence of asthma was further supported by measurement of bronchial hyperresponsiveness with overall prevalence of 13.0% and range of 3.4–27.8%. In the United States, the overall prevalence of self-reported current, health-professional-diagnosed asthma among adults 18 years of age and older was 7.5% in 2002, and ranged from 4.7% in the U.S. Virgin Islands to 11.5% in Puerto Rico. Moreover, during the period 1980 through 1996, the prevalence of asthma in the United States increased with the greatest increase (124%) among persons 15–34 years of age.

In addition to childhood asthma extending into adulthood, other risk factors for asthma in adults include personal characteristics, lifestyle, and environmental exposures. Among adolescents and adults, asthma is more common among females compared to children, where asthma is more common among males. This difference may be explained by differences in airway geometry and increased bronchial hyperresponsiveness among adult females compared to males. However, the higher incidence in older women may partly be explained by physician bias in labeling obstructive lung disease in women as asthma rather than COPD.

A number of lifestyle characteristics and environmental exposures have been investigated as potential factors contributing to the rising occurrence of asthma in adults including nutritional factors, and occupational exposures. Overall, results from longitudinal studies and randomized trials of dietary intake of various nutrients have been inconsistent. In contrast, a consistent finding in children and adults has been the association between increasing weight and increased risk for asthma. Among 135,000 Norwegians, 14–60 years of age, Nystad et al. found that among men and women, overweight and obesity were associated with an increased risk for asthma. For obesity (BMI ≥ 30 kg/m2) the relative risks (95% CI) for asthma among men and women were 1.78 (1.35–2.34) and 1.99 (1.67–2.37), respectively, adjusted for smoking, education, and physical activity. Evidence on the association between active smoking and development of asthma has been inconsistent, and the inconsistency may be partly attributed to methodological differences between studies. Longitudinal studies provide the strongest evidence for making causal inferences. In a recent prospective case-control study of incident asthma in Finland, the adjusted risk of asthma was increased among current (OR = 1.3, 95% CI = 1.0–1.8) and former smokers (OR = 1.5, 95% CI = 1.1–2.0) compared to non-smokers. Occupational asthma is of special concern, with approximately 250 causative agents identified. The population attributable risk for occupational exposures has ranged from 5 to 30% depending on the methods used to define asthma and exposure.

The economic impact of asthma is greatest among persons 18 years of age and older. In 1985, the overall costs for asthma in the United States were estimated at $4.5 billion with approximately 66% of the costs associated with persons 18 years of age and older. Emergency room use, hospitalizations, and death accounted for 43% of the total economic impact of asthma, suggesting that asthma costs could be reduced by interventions targeting these three areas.

Overall, strategies for asthma management and education in adults differ little from those in children and incorporate pharmacological and other interventions. However, many asthmatics do not receive optimal medical management. Control of exposure to house dust mite allergen has not been effective in adult asthmatics. Early recognition of the relationship between an occupational exposure and asthma is important since prompt removal of exposure correlates best with full resolution of asthma. Certain occupations may be associated with an increased risk of death from asthma.

While death from asthma is uncommon, the majority of asthma deaths occur in adults and asthma mortality rates among adults have increased worldwide, however, since 1996 mortality rates among adults in the United States have started to decline. Mortality rates are highest among females and blacks. Among asthmatics fewer than 5% die from asthma. Population-based investigations have provided conflicting results on survival among adults with asthma that may be partly explained by methodological differences. Impaired lung function is associated with increased mortality.

**Chronic Obstructive Pulmonary Disease**

COPD is a clinically applied term for persistent and generally symptomatic obstruction to airflow within the lungs. The lungs of most persons with COPD display a mixture of emphysema, enlargement and destruction of the air spaces, and inflammation and narrowing of the smaller airways, although in some persons emphysema or airspace abnormalities may predominate. Emphysema reduces the driving pressure for airflow, and the airway abnormalities increase the resistance to airflow.

A small number of cases of COPD, distinguished by severe emphysema, occur in smokers and nonsmokers with deficiency of alpha-1-antitrypsin, a substance that defends against injury by proteolytic enzymes; however, most cases result from cigarette smoking. Occupational agents can also contribute to the development of COPD. Other postulated risk factors for COPD include childhood respiratory tract infection and hyperresponsiveness of the airways of the lung.
The natural history of COPD generally follows a slow but progressive course that offers a lengthy time window for intervention. The results of epidemiological studies suggest that impaired lung growth from smoking during childhood and adolescence\textsuperscript{101} and sustained loss of ventilatory function beyond that expected from aging alone causes clinically evident COPD (Fig. 65-3).\textsuperscript{85,96} The rate of decline in smokers tends to increase with the amount smoked, and smoking cessation results in a slower rate of decline compared with that in smokers unable to quit.\textsuperscript{65} Among smokers with mild airflow obstruction, moderate to marked airways hyperreactivity is more common in women (48%) compared with men (25%)\textsuperscript{102} and is associated with accelerated decline in lung function.\textsuperscript{100}

Clinicians make the diagnosis of COPD in patients with sufficient chronic airflow obstruction to result in shortness of breath and limitation of exercise capacity. In epidemiological studies COPD is considered to be present if lung function tests demonstrate a specified degree of impairment or if a physician’s diagnosis is reported. Although prevalence can be readily assessed with the use of these criteria, a physician’s diagnosis may result in substantial diagnostic misclassification.\textsuperscript{103} Moreover, incidence cannot be described over short periods because of the slow evolution of impairment in persons developing COPD. Epidemiological data from throughout the world show that COPD is common among adults, with wide variation in prevalence estimates.\textsuperscript{86,104,105} While differences in the definition of COPD partly contribute to the variation in prevalence, population differences in the distribution of risk factors also explain differences in prevalence.\textsuperscript{104} The prevalence is greater among men than among women, and increases with age and the extent of smoking.\textsuperscript{106}

Mortality rates for COPD, although subject to well-described limitations,\textsuperscript{107} provide another measure of occurrence.\textsuperscript{104} Unfortunately, procedures and codes for classifying COPD as the underlying cause of death have not been consistent across this century. Consequently, mortality trends must be interpreted cautiously. Moreover, attribution of a death to COPD ordinarily requires contact with a clinician and diagnosis of the disease. In spite of the limitations of death certificates in investigating COPD, mortality data for the United States document a dramatic increase in deaths from COPD.\textsuperscript{104} In 1980, 52,193 deaths were attributed to categories related to COPD; by 2000 the number of deaths from COPD was 119,054.\textsuperscript{104} Mortality rates have been consistently higher among whites compared to blacks, and while men have had higher mortality rates than women, during the period from 1980 through 2000, women experienced a greater increase in mortality rates and in 2000, the number of deaths from COPD was higher among women (n = 59,636) compared to men (n = 59,118).\textsuperscript{104} Worldwide, mortality rates among countries are highly variable, but overall, mortality from COPD has been increasing. In 1990 COPD was ranked as the sixth leading cause of death in the world and by 2020 it is estimated to be the third leading cause of death.\textsuperscript{1}

The 1984 Report of the Surgeon General concluded that 80–90% of COPD in the United States is attributable to cigarette smoking.\textsuperscript{16} The slow evolution of COPD provides an opportunity to identify and target for intervention the smokers in whom the disease is developing. With sustained smoking, lung function in smokers, declining at a more rapid rate (Fig. 65-3), tends to drop below normal levels. Lung function testing of chronic smokers can identify individuals whose function has dropped below the range of normal values but not yet reached the degree of impairment associated with frank COPD.\textsuperscript{108} These at-risk persons could then be targeted for intensive smoking cessation interventions.\textsuperscript{100}

**Acute Respiratory Distress Syndrome**

The clinical syndrome of acute respiratory distress syndrome (ARDS) was originally described in the late 1960s; it represents a diffuse response of the lung to a wide variety of causative factors including pneumonia, aspiration and other inhalational injuries, sepsis, trauma, pancreatitis, multiple transfusions, and drug overdose.\textsuperscript{110} The clinical picture comprises pulmonary edema that does not have a cardiac basis and respiratory failure.

---

**Figure 65-3.** Decline of FEV\textsubscript{1} at normal rate (solid line) and at an accelerated rate (dashed line). **A**, Person who has attained a “normal” maximal FEV\textsubscript{1} during lung growth and development; **B**, Person whose maximal FEV\textsubscript{1} has been reduced by childhood respiratory infection, CAO = chronic airflow obstruction (Source: From U.S. Department of Health and Human Services: The Health Consequences of Smoking. Chronic Obstructive Pulmonary Disease. DHHS Publication No. (PHS) 84-50205, Rockville, MD: Office on Smoking and Health, 1984.)
Because of the multiple causes of ARDS and the lack of a consistent definition, the incidence of ARDS has been difficult to determine. Estimates of the incidence of ARDS in the United States from an ARDS research network range from 17.3 to 64.2 per 100,000 inhabitants per year. Overall, about 25% of patients with any one of the risk factors will develop ARDS, ranging from 13% among patients with drug overdose to 43% among patients with sepsis. Increasing age and active smoking have been associated with increased risk for development of ARDS. Mortality from ARDS is high, with 40–60% of patients dying from complications including sepsis and multi-organ failure.

In summary, acute respiratory distress syndrome occurs as a consequence of severe lung injury by diverse and distinct agents. Preventive strategies must be directed toward the causative factors (e.g., pneumonia, sepsis, and motor vehicle accidents).

**Pulmonary Thromboembolism**

The diagnosis of pulmonary thromboembolism presents a number of diagnostic challenges and thus frequently goes undetected. Therefore, available estimates of incidence, which range from 1.2 to 1.8 per 1000 persons/year underestimate the true occurrence of the condition.

While pulmonary thromboembolism is associated with high mortality, differences between study populations and follow-up contribute to wide variations in reported case fatality (2.3–28%). Overall, mortality rates for pulmonary thromboembolism in the United States have declined during the period 1979 through 1998, from 191 per million to 94 per million, respectively. A number of patient characteristics have been associated with increased mortality including increasing age, being male and black, and associated comorbid conditions (e.g., trauma, cancer). Identification of risk factors for pulmonary thromboembolism is key for making a correct diagnosis. Several recent reports have highlighted the importance of long-distance air travel as a cause of thromboembolic disease. However, about 50% of patients with pulmonary embolism do not have clinically evident risk factors (i.e., trauma, surgery, marked immobility, or active cancer). Therefore, a high index of suspicion is necessary for making the diagnosis of pulmonary thromboembolism.

**TABLE 65-4. RISK FACTORS FOR VENOUS THROMBOEMBOLISM**

<table>
<thead>
<tr>
<th>Category</th>
<th>Risk Factors</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Personal and Genetic Factors</strong></td>
<td>Increasing age, Obesity, Inherited thrombophilias (e.g., Factor V Leiden mutation)</td>
</tr>
<tr>
<td><strong>Lifestyle and Environmental</strong></td>
<td>Cigarette smoking, Long-haul air travel, Immobility</td>
</tr>
<tr>
<td><strong>Women's Health</strong></td>
<td>Pregnancy, Oral contraceptives, Hormone replacement therapy</td>
</tr>
<tr>
<td><strong>Medical Illness</strong></td>
<td>Previous venous thromboembolism, Cancer, Hypertension, Congestive heart failure, Stroke</td>
</tr>
<tr>
<td><strong>Surgical</strong></td>
<td>Trauma, Orthopedic surgery, Other major surgeries, especially for cancer</td>
</tr>
</tbody>
</table>


Because of the high frequency of pulmonary thromboembolism and the difficulties of diagnosis, prevention has been a major area of investigation, and the evidence and recommendations for prevention have been extensively reviewed elsewhere. Both pharmacological and mechanical methods are available for prevention of thromboembolism, and the selection of specific preventive interventions is determined based on the patient’s risk for thromboembolism and for bleeding complications from the pharmacological agents used for prevention.

**Diffuse Parenchymal Lung Diseases**

The diffuse parenchymal lung diseases, also referred to as interstitial lung diseases, are a heterogeneous group of disorders comprising more than 200 entities, many of which are rare with no known cause, and result from injury to the pulmonary interstitium (Table 65-5). However, in the general population only five major diagnostic categories of these diseases are usually seen, including occupational and environmental, drug- and radiation-induced, connective tissue diseases, idiopathic interstitial pneumonias, and granulomatous disorders.

In a population-based investigation of the occurrence of interstitial lung diseases the overall prevalence was higher in men compared with that in women, 81 per 100,000 and 67 per 100,000, respectively. The overall incidence was 32 per 100,000/year among men and 26 per 100,000/year among women. Idiopathic pulmonary fibrosis is the single-largest category, accounting for 51% of all incident cases. Interstitial lung diseases of known cause (e.g., asbestosis, coal workers’ pneumoconiosis, silicosis, hypersensitivity pneumonitis, drug induced) compose only about 15% of incident cases in the general population.

While few etiological studies have been conducted, both endogenous and environmental factors have been proposed as determinants of interstitial lung diseases of unknown causes. With regard to endogenous factors, rare familial forms of diffuse parenchymal lung diseases provide evidence for genetic factors in the development of disease.
of these disorders, however, the genetic determinants of these diseases remain an active area of investigation.\textsuperscript{123,124}

Inhalation of environmental agents and exposure to drugs account for most interstitial lung diseases of known cause, and a growing number of recent investigations have found associations between environmental exposures and idiopathic pulmonary fibrosis.\textsuperscript{125–131} Examples of environmental factors that have been associated with idiopathic pulmonary fibrosis include cigarette smoking, working with livestock, wood dust, and metal dust. Infectious agents, viruses,\textsuperscript{127} and \textit{Mycobacteria}\textsuperscript{132} have been implicated as causes of pulmonary fibrosis, indistinguishable from idiopathic pulmonary fibrosis, but the importance of these agents as causes of interstitial lung disease in the general population is not known. The risk of sarcoidosis is increased with agricultural employment and work environments with mold/mildew exposure.\textsuperscript{130} Exposure to environmental agents may also alter risk of development of interstitial lung diseases of known or unknown cause; cigarette smoking decreases the risk of sarcoidosis\textsuperscript{131} and hypersensitivity pneumonitis,\textsuperscript{133} and increases the risk of other interstitial lung diseases.\textsuperscript{134}

Because most interstitial lung diseases are of unknown cause, little can be offered for prevention now. However, growing evidence suggests that exposure to environmental agents is associated with idiopathic pulmonary fibrosis, the most common interstitial lung disease. As evidence accumulates to fulfill the criteria for causation for specific exposures and determinants of individual susceptibility are identified, specific recommendations for prevention may be possible.

\textbf{Sleep Apnea}

The sleep apnea syndrome is characterized by excessive daytime sleepiness, snoring, and many episodes of cessation of breathing during sleep.\textsuperscript{135} In the majority of cases, the syndrome results from recurrent collapse of the pharynx with blockage of the passage of air.\textsuperscript{135} Because of recurrent apneas, significant lack of oxygen may develop and cause fragmented sleep and secondary complications. The excessive daytime sleepiness may result in a number of psychosocial problems and substantially increases the risk of automobile accidents.\textsuperscript{136} If untreated, moderate to severe sleep apnea syndrome results in excess mortality.\textsuperscript{135}

Based on a number of surveys that have been conducted worldwide, the prevalence of the sleep apnea syndrome in the general population is estimated to be less than 5%.\textsuperscript{130} The prevalence is higher among men, habitual snorers, and obese persons and increases with age. Because of the increasing occurrence of obesity and high prevalence of the syndrome in the general population, with the associated morbidity and mortality, the sleep apnea syndrome presents a major public health problem.

Little information is available on the prevention of morbidity and mortality from the sleep apnea syndrome, and the long-term benefits of treatment remain to be established.\textsuperscript{135} For moderate to severe sleep apnea, continuous positive airway pressure through a nasal mask is the main treatment modality. Because obesity is often associated with the syndrome, weight reduction is frequently recommended but offers limited improvement unless body weight is substantially reduced. Alcohol avoidance is recommended because it can cause sleep apnea in persons who simply snore and can worsen the severity of apnea among patients with the sleep apnea syndrome.

\textbf{CONCLUSIONS}

Respiratory diseases are common causes of morbidity and mortality worldwide, and many of these diseases can be prevented. Because the occurrence of the various respiratory diseases may vary widely in different geographic locations, epidemiological data are important for development of prevention strategies. Of particular public health concern is tobacco smoking, a major cause of avoidable respiratory disease from the prenatal period through adulthood.


Noncommunicable and Chronic Disabling Conditions


Musculoskeletal disorders are common, affect all age groups, and are associated with a great deal of disability, impairment, and handicap. More than 12 million people in the United States have their activity limited by musculoskeletal disorders, a figure greater than for any other disease category (Fig. 66-1). Musculoskeletal impairments affect about 14% of the population, with the spine most commonly involved, followed by the lower extremity or hip and the upper extremity or shoulder (Table 66-1). Each year about 11% of the population in the United States experience a musculoskeletal injury severe enough that medical care is sought or activity is restricted for at least half a day. The total economic cost to the United States of musculoskeletal conditions was estimated to be $284 billion in 2000, second only to diseases of the circulatory system. Indirect costs from lost earnings and services represent a particularly high proportion of this cost, since many people are affected during their most productive years.

**DISORDERS PRIMARILY OF ADULTS**

**Low Back and Neck Pain**

From 75 to 85% of people experience low back pain at some time during their lives. Most episodes of low back pain improve within a few weeks, but recurrences are common, and low back pain often becomes a chronic problem with intermittent, usually mild, exacerbations. In a study of English patients seen by general practitioners for low back pain, after one year only 25% had no pain or disability, even though the majority were no longer seeking care from their practitioner for their problem. In a small proportion of cases the pain becomes constant and severe, and such cases account for a high proportion of the cost; one study found that 25% of the cases accounted for 90% of the costs.

The specific lesion responsible for low back pain usually is not known. It is likely that the different conditions comprising the category “low back pain” (e.g., sprains and strains, disc herniations, spinal stenosis, spondylosis and spondylolisthesis, facet abnormalities) have in part different etiologies. However, until these specific conditions are identified and differentiated in epidemiologic investigations, the category “low back pain” as a whole must generally be considered as a single category. Techniques such as magnetic resonance imaging and computerized tomography are not particularly helpful in most instances because of the low correlation between symptomatology and the abnormalities seen on imaging.

Low back pain is more common in people who do heavy manual work than in those whose work is sedentary. Jobs that involve heavy lifting (e.g., of objects weighing 25 lb or more) are associated with an increase in risk for back pain. Components of lifting that appear to increase the risk for both herniated disc and low back pain in general include frequent lifting of heavy objects while bending and twisting the body, holding heavy objects away from the body while lifting, and failing to bend the knees while lifting. Several studies have found a modest association between cigarette smoking and low back pain and between smoking and herniated disc, probably because of the pressure exerted by frequent coughing or the decreased diffusion of nutrients into the intervertebral disc. Motor vehicle driving and exposure to other forms of whole body vibration are detrimental to the spine. Some evidence suggests that tallness is a risk factor for low back pain, that heavy body weight has little or no effect, and that a narrow spinal canal increases the risk, at least for lumbar disc herniation. Although psychological factors are often said to play a role in the etiology of low back pain, there is little firm evidence to support or refute this belief. Among possible psychological risk factors, the strongest evidence is for low social support in the workplace and low job satisfaction.

One useful approach to the prevention of low back pain is modification of factors in the work place. Although low back x-rays and medical examinations have not proved useful as routine screening tests for selection of workers, selection on the basis of strength testing for jobs involving heavy manual work appears to reduce the likelihood of back injury. Training workers to bend the knees while lifting does not seem to have reduced the number of back injuries, partly because of poor compliance. Educational programs implemented among postal workers and nurses have also not reduced the frequency of low back problems. Rather, redesigning jobs to minimize bending and twisting motions and to reduce the amount of weight lifted may be more likely to decrease the number of back injuries and also may allow an injured worker to return to work sooner. Wearing lumbar supports in some high-risk occupations is sometimes used for primary prevention, but the limited available evidence suggests that it is probably not effective.

Exercises to strengthen back and abdominal muscles and to improve overall fitness can somewhat decrease the incidence and duration of low back pain. Other possible methods of primary prevention include cessation of smoking, moving around from time to time in situations requiring prolonged exposure to one position, and vibration dampening. Use of motor vehicles with adjustable seat positioning and good lumbar support, reducing the amount of time professional drivers must drive, and improving the ergonomic properties of their driving situation may also be beneficial.

Most back pain improves without any specific therapy. Predictors of disability from low back pain include long duration of the pain; a history of previous low back pain, disability, and hospitalizations; low educational level and employment grade; psychosocial factors such as dissatisfaction with the job and low social support on the job; heavy physical demands on the job; heavy smoking; whether insurance payments are being received; the perception of fault; and whether a lawyer has been retained. Of considerable importance in tertiary prevention for many people with acute low back pain is a continuation of normal activities to the extent tolerated and a prompt
return to work (Table 66-2). On first returning to work, however, the worker should avoid lifting heavy objects, bending, twisting, sitting in a low chair, and remaining in the same position for long periods of time. Ergonomic redesign of physically demanding jobs may facilitate return to work. Because surgical treatment is often unsatisfactory, conservative approaches such as strengthening exercises, physical therapy, and back schools are frequently used for tertiary prevention. Evidence from randomized trials indicates that exercises that include aerobic conditioning and strengthening of the back and legs can reduce the likelihood of recurrences. Although back schools have different emphases, most (a) teach patients enough about spinal mechanics so that they can use their backs effectively and avoid pain and damage, (b) try to effect attitude changes through psychological approaches, and (c) offer exercise and physical fitness programs. There have been no definitive evaluations of the efficacy of back schools, and their effectiveness remains controversial. The percentage of the population having neck pain at some time during their lives is around 60–70%. As with low back pain, neck pain can be caused by a variety of different lesions, and recurrences are

**TABLE 66-1. PREVALENCE OF MUSCULOSKELETAL IMPAIRMENTS IN THE UNITED STATES IN 1995**

<table>
<thead>
<tr>
<th>Type of Impairment</th>
<th>Estimated No. of Affected Individuals</th>
<th>% of Population</th>
</tr>
</thead>
<tbody>
<tr>
<td>All musculoskeletal impairments</td>
<td>36,438,000</td>
<td>13.7</td>
</tr>
<tr>
<td>Back or spine</td>
<td>18,454,000</td>
<td>7.0</td>
</tr>
<tr>
<td>Lower extremity or hip</td>
<td>13,421,000</td>
<td>5.1</td>
</tr>
<tr>
<td>Upper extremity or shoulder</td>
<td>4,563,000</td>
<td>1.7</td>
</tr>
</tbody>
</table>


**TABLE 66-2. SELECTED OUTCOMES AT 12 WEEKS IN A RANDOMIZED TRIAL OF BED-REST FOR 2 DAYS, BACK MOBILIZING EXERCISES, AND CONTINUATION OF NORMAL ACTIVITIES AS TOLERATED, IN PATIENTS WITH ACUTE LOW BACK PAIN**

<table>
<thead>
<tr>
<th>Outcome Measure</th>
<th>Bed Rest (N = 59)</th>
<th>Exercises (N = 41)</th>
<th>Normal Activities (N = 62)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of sick days</td>
<td>9.2</td>
<td>7.2</td>
<td>4.7</td>
</tr>
<tr>
<td>Intensity of pain (11-point scale)</td>
<td>2.1</td>
<td>1.8</td>
<td>1.3</td>
</tr>
<tr>
<td>Ability to work (11-point scale)</td>
<td>7.7</td>
<td>7.8</td>
<td>8.5</td>
</tr>
<tr>
<td>Lumbar flexion (modified Schober method)</td>
<td>6.3</td>
<td>6.0</td>
<td>6.6</td>
</tr>
<tr>
<td>Oswestry back-disability index (range 0–100)</td>
<td>11.8</td>
<td>10.8</td>
<td>7.4</td>
</tr>
</tbody>
</table>

common. The number of people with neck pain appears to have been increasing. This increase is thought to be attributable to the lower percentage of the work force participating in heavy manual work and the greater number of people sitting for long periods in front of video display terminals.

Knowledge of risk factors for neck pain is scanty. Previous neck pain and low back pain are strong predictors. There have been a few reports that repetitive motions, forced exertions, prolonged neck flexion, handling tasks that involve reaching, pushing, and pulling, constrained positions, arm force, arm posture, and twisting and bending of the trunk may also be related to risk for neck or neck/shoulder pain. Several psychological factors have been associated with the development of neck pain, but results are inconclusive as to which are most important.

Little research has been undertaken on the primary prevention of neck pain or on ways to reduce the likelihood of disability among those with neck pain. However, it would be expected that reductions in the amount of heavy lifting, reaching, pushing, and pulling, cigarette smoking, prolonged time spent in awkward positions such as a video display terminal, motor vehicle driving, and exposure to other forms of whole-body vibration would result in decreased risks. Encouraging workers using video display terminals to take frequent breaks appears to enhance recovery from neck and upper-limb disorders, and might reduce the likelihood of developing neck pain in the first place.

**Osteoporosis**

Osteoporosis is characterized by low bone mass and microarchitectural deterioration of bone tissue, leading to enhanced bone fragility and a consequent increased risk of fracture. Fractures of the hip, vertebrae, and distal radius are particularly common. Although osteoporosis may occur secondarily to such conditions as hormonal defects, connective tissue disorders, or certain drug therapies, most cases are idiopathic.

Males have higher bone mass than females, and American Blacks have higher bone mass than non-Hispanic whites, Hispanic whites, and Asian-Americans. After about age 40–50 years, bone mass is lost in both men and women of all racial and ethnic groups, but a particularly rapid decrease occurs in women in the years around and following menopause. Most research on osteoporosis has been undertaken in women, and unless specifically indicated, the material presented in this section pertains mainly to women. It has been estimated that a white woman of age 50 has a 17% chance of fracturing a hip, a 16% chance of fracturing a distal forearm, and a 16% chance of having a clinically diagnosed vertebral fracture during the remainder of her lifetime.

Bone mass in later adulthood, when osteoporotic fractures are most common, depends on bone mass in young adulthood, when bone mass is at its peak, and on the extent of bone loss after the peak is reached. Heredity is an important determinant of bone mass in childhood, adolescence, and early adulthood, but the role of genetics on rates of bone loss with aging or in association with menopause is less clear. Most osteoporosis is considered to be polygenic, resulting from the interaction of common polymorphic alleles with multiple environmental factors. Although evidence is not definitive, it appears that weight, physical activity, calcium intake, and possibly other nutrients also affect bone mass in childhood, adolescence, and early adulthood, but to a lesser extent than heredity. In some adolescents and young adults, disruptions of the reproductive hormone axis from anorexia, intense athletic activity, and use of progestin-only injectable contraceptives can lead to lower than normal bone mass.

The relatively rapid rate of bone loss in middle-aged and older women has been related to a decrease in estrogen production. Women who have had an oophorectomy have earlier loss of bone mass than other women. On the average, the lower the endogenous estrogen concentration around the time of menopause, the higher the rate of bone loss. Thin women are at higher risk than obese women, partly because of their lower estrogen production, their lower concentration of circulating estrogens, and the decreased mechanical stress on their bone.

In the adult years a low level of dietary calcium consumption is modestly associated with lower bone mass, and calcium supplementation affords some protection against loss of bone mass. The role of other dietary constituents is less clear. It is known that prolonged immobilization may result in loss of bone mass. The effect of light physical activities like walking is uncertain, but more vigorous impact and nonimpact exercise programs have been shown to have a modest protective effect against loss of bone mass in the lumbar spine and probably the hip as well. Whether exercise reduces the risk for fractures is unclear. Cigarette smoking after menopause increases the risk for osteoporosis and hip fracture. Heavy, but not moderate, alcohol consumption and corticosteroid use are associated with lower bone mass and an increased risk for fracture at all ages, while use of thiazide diuretics is associated with increased bone mass and decreased risk of hip fracture.

Recommended prevention strategies start with measures that will promote adequate bone mass at an early age, such as a diet adequate in calcium accompanied by adequate vitamin D acquired through diet or sunlight exposure, sufficient physical activity, and not smoking. In adulthood, randomized trials indicate that supplemental calcium affords a small amount of protection against loss of bone mass. Vitamin D formulations have a positive effect on bone mass, and probably reduce the frequency of vertebral fractures, but whether they also reduce the incidence of nonvertebral fractures is less certain. Randomized trials have shown that exercise programs involving aerobic activity, weight bearing activity, resistance exercises, and endurance and strength training result in less loss of bone mass.

Additional research is needed to determine the intensity and types of exercise that are most beneficial.

Because dietary calcium, calcium supplements, vitamin D and physical activity have only modest beneficial effects on the preservation of bone mass in perimenopausal and postmenopausal women, pharmaceutical agents may be recommended to prevent or retard loss of bone mass. Although menopausal hormone therapy with estrogen alone or estrogen with progesterin protects against loss of bone mass and the occurrence of fractures while it is taken, it is no longer recommended for prevention because of the conclusion by the Women’s Health Initiative that its long-term risks outweigh its long-term benefits. Bisphosphonates such as alendronate (Fosamax) prevent or retard loss of bone mass, but alendronate has been shown to protect against fractures only in women who already have very low bone mass. Trials with newer bisphosphonates, including etidronate and risedronate, show similar results. Some users experience gastrointestinal side effects, and, in addition, the long-term effects of the bisphosphonates are not known. The selective estrogen receptor modulator raloxifene (Evista) has been shown to retard loss of bone mass and to reduce the occurrence of vertebral fractures, but not to reduce the risk for nonvertebral fractures, including hip fracture. Calcitonin in both intranasal and injectable forms has been shown to reduce somewhat the likelihood of new vertebral fractures, and is sometimes recommended for women who cannot take the other agents. Teriparatide, a recombinant human parathyroid hormone that acts through increasing bone formation, reduces the risk for both vertebral and nonvertebral fractures. Its long-term effects are not known, however, and it is approved for use for a maximum of two years in patients at high risk for fracture. In summary, the usefulness of pharmaceutical agents in the prevention of osteoporosis and osteoporotic fractures in women without very low bone mass has not been clearly demonstrated, as each of these drugs has limitations.

In recent years, screening apparently healthy perimenopausal and postmenopausal women for high fracture risk by measuring their bone mineral density has been undertaken, most commonly by dual energy x-ray absorptiometry. However, many questions remain about the
appropriateness of screening, such as who should be screened, what skeletal sites should be screened, whether multiple measurements over time are needed, what other information on risk should be obtained along with the measurement of bone mass, and what therapy should be recommended for those with various degrees of low bone mass.69 Because of the uncertainties associated with available therapies, it is not clear what should be done as a result of findings on screening, unless bone mass is found to be very low. Ultrasoundography, which is usually applied to the heel bone and which may provide information about the architecture and elasticity of bone as well as about bone mineral density, has been found to predict hip fracture.68 Since ultrasound is less expensive, faster, and radiation-free compared to other methods commonly used to measure bone density, it may be increasingly used as a screening tool. Because ultrasound and bone densitometry predict fractures, in part independently, it has been suggested that using both measures would likely predict fracture occurrence better than either one alone.70 However, questions remain about the utility of screening by any means.

Reducing the likelihood of falls among both women and men with osteoporosis may be an important way to prevent fractures. Risk factors for falls include increasing age, female sex, functional limitations (including problems with balance and gait and poor muscle strength), arthritis, symptoms of depression, orthostatic hypotension, cognitive impairment, visual impairment, various other chronic illnesses, and use of multiple prescription medications.70,71 The greater the number of these risk factors, the higher the rate of falling. Table 66-3 shows strategies demonstrated in randomized controlled trials to reduce the likelihood of falling among elderly women and men living in the community. Nonspecific advice about modification of home hazards has not proved effective,70,72 but standardized home assessment by an occupational therapist coupled with specific recommendations to correct home hazards has effectiveness that is consistent with a 20% reduction in risk of falls both inside and outside the home among people who have a history of falling in the previous year.73,74

Whether a fracture results from a fall and the site of the fracture will depend on such factors as the orientation of the fall, a person’s ability to initiate protective responses, the presence of shock absorbers such as a person’s fat, and bone strength.71,73,74 Falling sideways or straight down greatly increases the risk for a hip fracture, while breaking the fall with an outstretched hand decreases the risk of fracture.74 Falls from heights or on to hard surfaces increase the risk for fractures.74 A history of falls, a recent increase in the number of falls, and previous fractures are predictive of hip fracture.75 Architectural and geometrical properties of bone also affect the likelihood of a fracture.76,77 Randomized trials in nursing homes and in certain other institutional populations at high risk for hip fracture have shown that institutions with programs in which hip protectors are provided have reduced risks for hip fracture, although compliance is a problem.78

### Osteoarthritis

Osteoarthritis, a heterogeneous condition of poorly understood etiology, is characterized by focal loss of articular cartilage with proliferation and remodeling of subchondral bone. Manifestations include pain and stiffness accompanied by loss of function. The presence and severity of osteoarthritis in most population studies has been classified using radiographic criteria defined in the Atlas of Standard Radiographs of Arthritis.79 These criteria include osteophytes, bony spurs, joint space narrowing, subchondral cysts, and bony remodeling. Newer imaging technologies characterize other important attributes of the disease processes, including bone marrow edema and irregularities of articular cartilage.80,81

Idiopathic osteoarthritis may affect single joint groups (most commonly the knees, hands, feet, hips, and spine) or may present as generalized osteoarthritis, characterized by involvement of three or more joint groups and typically affecting perimenopausal and postmenopausal women.72 Secondary osteoarthritis follows the occurrence of traumatic, congenital, developmental, or systemic disorders involving the joints.

The etiology of osteoarthritis is multifactorial and associated with systemic factors, including obesity, aging, gender, and heritability. Obesity is known to increase the risk for osteoarthritis of several joints.82,83 Even in middle-age, obesity is associated with more than a twofold increase in knee osteoarthritis.73 The prevalence of osteoarthritis and the proportion of cases that are moderate or severe increase with age.76 Under age 45, the age-specific prevalence is higher in men than women, while over age 55, the age specific prevalence is greater in women than men. Women have a greater number of joints involved and more frequently report morning stiffness, joint swelling, and nocturnal pain.77 The more common occurrence of Heberden’s nodes in women is believed to be related to a single autosomal gene that is dominant in women and recessive in men.88 Heritability estimates from twin studies range from 0.39 to 0.65, and are independent of known risk factors including obesity.89 Studies using techniques of recombinant DNA analysis have demonstrated linkage of a polymorphism of the type II collagen gene (Col2A1) with generalized osteoarthritis in the knee.89

Repetitive joint trauma associated with occupational activity predisposes to osteoarthritis. For instance, high prevalence is found in the elbows and knees of miners,91 in the fingers of cotton pickers,92 in the hips of farmers,93 and in the fingers, elbows, and knees of dock workers.94 Jobs requiring a great deal of knee bending, squatting, kneeling, stair climbing, heavy lifting, and mechanical loading increase the risk for knee osteoarthritis.95

The knee is among the commonly affected joints. Radiographic evidence of knee osteoarthritis, defined as grade two or greater, is estimated to be present in about 30% of people over the age of 65 years, and of those with radiographic evidence, one-third are symptomatic.96 The frequency of radiographic knee osteoarthritis is rarely evaluated in persons younger than age 55, but one study reported that in women aged 40–55, the prevalence is 15%.97 Disabling symptoms in the knee occur in about 10% of persons older than age 55, and of these, about one quarter are severely disabled.98 On a population basis, the magnitude of the disability from knee osteoarthritis is considered to be as great as the disability associated with heart disease, and is greater than the disability from any other medical condition among the elderly.99 A World Health Organization report predicts that in the next 15 years knee osteoarthritis will become the fourth most important global cause of disability in women and eighth most important cause in men.96 Studies in persons with radiologic evidence of knee osteoarthritis have identified the following factors to be predictive of knee pain: severity of radiographic changes, presence of morning stiffness, crepits, or passive range of motion, and a feeling of low spirits.100

In addition to obesity, other nonoccupational risk factors for osteoarthritis of the knee include knee injury, meniscectomy, and also the presence of Heberden’s nodes.101 Several studies have noted an inverse association between osteoporosis and osteoarthritis of the knee and hip.102 A history of unilateral knee injury has been strongly associated with ipsilateral but not contralateral osteoarthritis of the knee.103 Recreational, low-impact physical activity, including running, does not appear to be associated with knee osteoarthritis in most people, but elite athletes and recreational runners who already have abnormal or injured joints are at increased risk for osteoarthritis.104

### TABLE 66-3. STRATEGIES DEMONSTRATED IN RANDOMIZED TRIALS TO BE EFFECTIVE IN REDUCING THE OCCURRENCE OF FALLS AMONG ELDERLY PEOPLE LIVING IN THE COMMUNITY

- **Health Care-Based Strategies**
  - Balance and gait training and strengthening exercises
  - Reduction in home hazards after hospitalization
  - Discontinuation of psychotropic medications
  - Multifactorial risk assessment with targeted management

- **Community-Based Strategy**
  - Specific balance and strength exercise programs

Osteoarthritis of the hip is more weakly associated than the knee with obesity, hip injury, and Heberden's nodes, but is rather strongly associated with developmental disorders that may affect the shape of the hip joint, including developmental dislocation of the hip and slipped capital femoral epiphysis.102

Osteoarthritis of the knee is associated with decreased survival in persons aged 55 and older.104 Likely explanations for this observation include the association of obesity with both osteoarthritis and mortality and possibly the adverse effects of treatment with non-steroidal anti-inflammatory drugs (NSAIDs). One study noted excess proportionate mortality from gastrointestinal diseases in persons with osteoarthritis,104 while another demonstrated an increased incidence of gastroduodenal ulcers in subjects with osteoarthritis and knee pain.105 Finally, osteoarthritis of the knee, especially with concomitant pain, often results in long-term activity and mobility limitation.105

Regarding primary prevention, several potentially modifiable risk factors have been identified, including obesity and repetitive joint usage and trauma. Weight loss can lower risk for the development of osteoarthritis and probably also slows disease progression.106 Reduction in the number of injuries and reduction of exposure to repetitive mechanical stress on the joints in the workplace should be beneficial. While early treatment of conditions such as developmental dislocation of the hip, slipped epiphysis, and various other developmental and acquired bone and joint disorders may curtail the development of, or limit the extent of, osteoarthritis, studies suggest the importance of prevention of these disorders in the first place rather than relying on treatment alone. For example, Pinczewski and colleagues107 reported that 70% of persons with anterior cruciate ligament injuries treated surgically with a patellar tendon graft developed radiological evidence of osteoarthritis within seven years.

Screening tests for osteoarthritis are not presently available. However, two biomarkers may emerge as candidates for screening. Elevated levels of cartilage oligomeric matrix protein (COMP), a glycoprotein found in cartilage as well as in ligaments, tendons, menisci, and synovial tissue, have been identified in persons with knee osteoarthritis compared with those unaffected, as well as persons with osteoarthritis-related collagen gene mutations, synovitis, and inflammatory arthropathy due to rheumatoid arthritis.108,109 Sowers and colleagues110 reported that baseline hsC-reactive protein (hsC-RP) concentrations increased in a progressive manner with each interval of the Kellgren-Lawrence scale for prevalent knee osteoarthritis or incident osteoarthritis and in women with bilateral knee osteoarthritis compared with unilateral osteoarthritis of the knee. Unfortunately, neither COMP nor hsC-RP is specific for osteoarthritis.

Intervention strategies aimed at controlling the symptoms of pain, stiffness, and the functional limitations associated with knee osteoarthritis have been organized into a set of clinical recommendations (Table 66-4).111 The first recommendation indicates that optimal management incorporates a combination of nonpharmacological and pharmacological modality. Recommended nonpharmacological modalities include exercise programs and physical therapy, weight loss, and wedged insoles, frequently accompanied by a pharmacological intervention. Educational activities include learning appropriate methods of lifting and bending to maintain and improve muscle strength, flexibility, and range of motion.112-115 Whether acupuncture is effective as a treatment for osteoarthritis remains an open question.116

If medication is used, acetaminophen (paracetamol) is generally the first choice rather than NSAIDs because of its better overall gastrointestinal system safety profile.117 Recently, the use of therapeutic agents for osteoarthritis has become more complex in regard to weighing the benefits from relief of pain and disability versus the possibility of adverse events. There is support for the use of NSAIDs, although the addition of a gastroprotective agent, such as a histamine-2 receptor antagonist, may be required to reduce the risk of duodenal and gastric ulcers.118 Until recently, alternative recommendations to NSAIDs would have included COX 2 selective inhibitors,119 but recent reports of adverse cardiovascular events have led to a worldwide withdrawal of some products.119 Slow-acting agents for osteoarthritis, including glucosamine sulfate, chondroitin sulfate, diacerein, and hyaluronic acid, have been evaluated largely in terms of their effect on pain rather than structure.120,121 This has led to the conclusion that these agents have efficacy in the treatment of pain, but at this time there is minimal knowledge of their effect on structure.121 Joint replacement has become the intervention of choice for individuals with severe pain and disability refractory to nonsurgical treatment.111,122 The success of total hip replacement has been recognized for many years, while more recently it has been concluded that total knee replacement is also safe and effective in reducing pain and improving function and quality of life.122
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Rheumatoid Arthritis

Rheumatoid arthritis is a chronic inflammatory disease thought to be of autoimmune etiology, characterized by proliferative synovitis that results in bony erosion and destruction of articular cartilage; these processes give rise to typical articular deformities. The clinical symptoms include stiffness, pain, and swelling of multiple joints, most commonly the small joints of the hands and wrists. Rheumatoid arthritis usually develops over time in a symmetric fashion. It also may be associated with a variety of extra-articular manifestations that incorporate many characteristics of a systemic disease including vascular, renal, and eye disease complications. The clinical course is highly variable. Persistent rheumatoid arthritis is associated with progressive disability and earlier mortality.134 Although some studies suggest that, overall, the disease course may be more benign than previously thought,128 other studies indicate that the impact of inflammation on the vasculature is substantial, and that the use of treatments to control inflammation may improve quality of life and functioning but not vascular integrity.125

The lifetime incidence of rheumatoid arthritis is between 0.5% and 1.0%, with an annual incidence of 25–50 new cases per 100,000.127 Prevalence and incidence estimates of rheumatoid arthritis have been limited by the absence of a gold standard against which classification systems can be evaluated. Current classification systems have evolved over time from the 1958 American Rheumatism Association (ARA) criteria135 and the New York criteria136 to the current 1987 criteria of the American College of Rheumatology (ACR).137 A recent study used data from the Third National Health and Nutrition Examination Study (NHANES III) to compare rheumatoid arthritis prevalence estimates in persons over the age of 60 using three different rheumatoid arthritis classifications.131 The prevalence was about 2% using each set of criteria. In NHANES III, the prevalence of rheumatoid arthritis was approximately 1.5 times greater in older women than older men.128 Prevalence increased with age, with 1.6–1.9% affected in the 60–70 year age range compared to 2.5–2.8% in persons 70–80, suggesting there is more rheumatoid arthritis in older birth cohorts.127 In the Olmsted County, Minnesota, catchment area, the incidence of severe extra-articular manifestations was 1 per 100 person-years of follow-up; approximately 15% of rheumatoid arthritis patients had these manifestations at any given time.138 Several American Indian tribes have particularly high prevalences of rheumatoid arthritis, including the Yakima of central Washington State and the Mille-Lac Band of Chippewa in Minnesota. Asians, including Japanese and Chinese, appear to have lower prevalences than Whites.139 Genetic factors have an important etiologic role in rheumatoid arthritis.140 The disease exhibits familial aggregation and a higher concordance rate in monozygotic than in dizygotic twins. Studies have demonstrated a strong association between the class II major histocompatibility antigen HLA-DR4 and rheumatoid arthritis; in whites, the relative risk for this association exceeds 4.0.135,136 This association occurs across race/ethnic groups, with the exceptions of the Yakima Indians of Washington State, Asian Indians, Greeks, and Israeli Jews. Further, the HLA-DR4 subtype has been associated with the extra-articular manifestations.141 In those who lack HLA-DR4, there is frequently an association between rheumatoid arthritis and HLA-DR1, HLA-DR10 and HLA-DR14 may also be associated with rheumatoid arthritis.142 Other genetic markers of immunologic status are being investigated.143 The role of infectious agents as etiologic factors in rheumatoid arthritis has been extensively explored, but no specific agent has been implicated.144 Declining incidence among women, but not men, was noted between the periods 1960 through 2000; these findings were consistent with a protective effect of oral contraceptives first reported by the Royal College of General Practitioners Oral Contraceptive Study.145 A meta-analysis confirmed a protective effect of oral contraceptive use on the development of rheumatoid arthritis, with a pooled relative risk of 0.70.146 It is thought that oral contraceptives, and possibly non-steroidal anti-inflammatory drugs, might modify the course of rheumatoid arthritis by preventing the progression of mild to severe disease, rather than preventing the development of disease. Non-steroidal anti-inflammatory drugs (NSAIDs) are more frequent in persons with rheumatoid arthritis who have respiratory and infectious diseases and gastrointestinal disorders. It is likely that some of the excess mortality is related to complications of therapy. Persistent synovitis, the presence of a rheumatoid factor, extra-articular involvement, functional losses, low levels of education, and the HLA-DR4 epitope have been associated with increased mortality and excess disability.142,143 Disability is a major concern among persons with persistent rheumatoid arthritis. A meta-analysis found that physical demands of the job, older age, low functional capacity, and lower educational attainment are factors that predict work disability. There was little evidence that biomedical factors, personal factors (i.e., coping strategies) and adaptive programs at work are important in contributing to or ameliorating work disability.144

Methods of primary prevention or screening for rheumatoid arthritis are not currently available. First-line medical therapy incorporates salicylates or NSAIDs. These drugs are anti-inflammatory, analgesic, and antipyretic, and lead to improvement in pain and swelling. However, there is no evidence that they affect the underlying disease process. It is now recommended that second-line therapies that modify the course of the disease be initiated early in persons with persistent synovitis.145 Such therapies include antimalarial drugs, sulfasalazine, methotrexate, intramuscular gold, D-penicillamine, azathioprine, and cyclosporin A. Oral corticosteroids probably have a role in management of the rheumatoid arthritis patient as an adjunct to remittive therapy.145

Foot Disorders in Older Adults

About three-fourths of fully active older adults complain of painful feet.146 Among institutionalized adults, foot problems are one-fifth as common, indicating an important social problem for the feet from ordinary physical activity. In a survey in which feet were professionally examined in a sample of community-dwelling older adults in Massachusetts,148 the prevalence of foot disorders was higher still, including 75% for toenail disorders, 60% for lesser toe deformities, 58% for corns and calluses, 37% for bunions, and 36% for signs of fungal infection, cracked/fissured, or maceration between toes. Toenail conditions, fungal symptoms, and ulcers or lacerations were more common in men, while bunions and corns and calluses were more frequent in women. Foot pain, especially if chronic and severe, can be a significant cause of disability.149,150 In addition, even slight deformities of the foot can lead to impaired proprioception, skeletal problems, changes in gait and balance, and pain, resulting in increased risks for falls and foot fracture.151 The prevalence and severity of foot conditions increase with age, as the aging process can result in neuropathy, ischemia, and atrophy of the planter fat pad.152 With age, the skin of the foot may become dry, scaly, thin, and less elastic, the dermis may atrophy, and the nail plate tends to become thin. These changes predispose to a variety of conditions, such as callus formation, plantar keratosis, heel pain, susceptibility to infection, and other skin and nail problems. Chronic conditions such as diabetes, peripheral vascular disease, and arthritis often involve the feet, and obesity has been reported to be a risk factor for foot pain.153 A variety of static and functional deformities of the feet, such as hallus valgus, digiti flexus, and trophic changes, are related to degenerative disease. The majority of painful conditions of the foot seen by orthopedists originate in soft tissues such as muscles, ligaments, tendons, nerves, and blood vessels. Articular and skeletal disorders of the feet may result from congenital abnormalities, infections, neoplasms, and trauma, as well as from osteoarthritis, rheumatoid arthritis, and, less commonly, gout. Improperly fitting shoes and other stresses on the foot can lead to bunions, hammer toes, and claw toes.

Prevention at all levels includes appropriate treatment of diseases that can involve the feet, the wearing of proper shoes, wearing socks or stockings, bathing the feet frequently, avoidance of obesity, protection against infection and trauma to the feet, and proper care of toenails.155 Once foot problems occur, soft, well-padded shoes should
be worn to relieve pressure in sore areas. Pads, moleskin, lamb’s wool, and hammer-toe pads applied to localized areas of soreness may be helpful. In most instances, these simple methods can reduce much of the discomfort associated with foot problems. In some cases, rest, application of heat and cold, specific exercises, and use of special corrective shoes may be needed. Almost half of all people with foot disorders are not receiving care for the problem.\textsuperscript{155}

**Paraplegia and Quadriplegia**

The most common cause of paraplegia and quadriplegia in Western countries is vertebral fractures and dislocation from trauma. Complete transection of the spinal cord results in paralysis of all muscles supplied by motor neurons below the level of the lesion and in the loss of skin sensation in all areas supplied by sensory neurons below the lesion. Because neurons in the central nervous system do not regenerate, both motor and sensory paralysis is permanent.

The effect on the patient, family, and friends is immediate and enormous. Most affected individuals were previously independent and must learn to cope with partial or complete paralysis, loss of sensation in major parts of the body, and loss of voluntary control over body functions, frequently including bowel and bladder dysfunction and loss of sexual function. The patient’s work, marriage, family, and social relationships are likely to be substantially altered.\textsuperscript{156}

In the United States, nearly 200,000 people are disabled with spinal cord injuries, with 11,000 new cases occurring each year.\textsuperscript{157} Spinal cord injuries occur most frequently in persons ages 15–40 years, are 3–4 times more common in males than females, and are more frequent in blacks than whites.\textsuperscript{157–159} In developed countries, motor vehicle accidents, especially those involving motorcycles, are by far the leading cause of these injuries. One study in the United States\textsuperscript{160} found that among those whose spinal cord injury occurred as a result of being in a motor vehicle, 70% were involved in a vehicle rollover, and 39% were ejected from the vehicle. Only 25% reported using seatbelts. In another study\textsuperscript{143} drugs and alcohol had been used before the injury in at least 25% of cases. Other major causes are falls (especially in the elderly); sports and recreational activities such as diving in shallow water, injuries sustained during gymnastics and hard contact sports; violence-related injuries; and self-inflicted injuries.\textsuperscript{159,161,162} In developed countries the proportion of spinal cord injuries attributable to sports and recreational activities has increased in recent years, while the proportion of work-related accidents has decreased in many countries as safer work practices have been implemented. In developing countries, other common causes include falling from trees, carts, and bicycles, and carrying heavy loads on the head; violence has become a more common cause in recent years.\textsuperscript{158}

The most important primary prevention measures in developed countries are those that reduce the likelihood of motor vehicle accidents and lessen the risk of injury if accidents do occur. These measures include not driving after drinking alcoholic beverages; reduced speed limits; use of seat belts, headrests and airbags; and wearing of helmets by motorcyclists. Prevention of falls in the elderly and safety measures in occupational and recreational settings are also important. For instance, in high school and collegiate football, rules banning “spearing” or initial contact with the top of the helmet when making a tackle have markedly reduced the frequency of permanent cervical quadriplegia resulting from participation in that sport.\textsuperscript{163} In Canada, a decline in the number of major spinal cord injuries has been noted in ice hockey following the implementation of educational programs and rules changes; injuries from being checked or pushed from behind into boards were especially affected.\textsuperscript{164} In developing countries, education on safe tree climbing and on carrying heavy objects is needed.\textsuperscript{158}

The number of survivors with paraplegia and quadriplegia has increased because of medical and surgical advances. Since most of those injured are in their late teens and early adult years, enormous costs and very long-term severe disability ensued. Lifetime costs per patient generally range from about $500,000 to over $2 million.\textsuperscript{155} In addition to psychological problems, the greatest difficulties are in self-care, locomotion, obtaining employment, and medical complications. Common medical complications include urinary tract infections, pressure sores, cardiac and vascular problems, and autonomic dysreflexia.\textsuperscript{165} Patient education and good nursing care can reduce the likelihood of many of these complications, especially pressure sores and urinary tract infections.\textsuperscript{158}

The main object of tertiary prevention is to return the affected person to maximum physical and social functioning. Both physical and psychological adjustments are needed. Accordingly, in addition to specialists in orthopedic and neurological surgery, other specialists that should be involved in therapy of these patients include occupational and physical therapists, psychiatrists, orthotics specialists, urologists, and vocational counselors. Long leg braces, crutches, and gait training may help highly motivated paraplegics with low-level lesions return to walking and may even enable them to become self-supporting. Because many paraplegics drive cars, wheelchair accessibility of public buildings is becoming increasingly important.\textsuperscript{156} Sexual counseling also may be helpful for many.

**Disorders Primarily of Children**

**Scoliosis**

Scoliosis, or abnormal lateral curvature of the spine associated with rotation of the vertebrae, is the most common cause of spinal deformity in North American children.\textsuperscript{157} Of the various forms of scoliosis, the most common and serious is adolescent idiopathic scoliosis. About 2–3% of children develop curves of 10° or more before growth ceases, and about 2–3 per 1000 children develop curves of 30° or more.\textsuperscript{164,169} Persons left with significant curvature frequently develop spinal osteoarthritides in adulthood; lung and heart complications may occur. Also, further curve progression sometimes takes place in adults.

Scoliosis is most frequently diagnosed around the ages of 1–14 years in girls and 14–16 years in boys. The ratio of female to male cases seen at surgery is as high as 5–1, but mild curves of less than 15° are found with almost equal frequency in both sexes. Once girls have reached menarche, their risk for developing scoliosis is reduced.\textsuperscript{170} Although surgical series have indicated that scoliotic curves are most common at the thoracic level, screening programs identifying children who do not necessarily seek medical care have found that the peak frequency is at the thoracolumbar level.\textsuperscript{171}

The risk for scoliosis in first-degree relatives of cases is about 3–4 times higher than in other children.\textsuperscript{172} Twin studies indicate a genetic etiology for both the development and progression of scoliosis,\textsuperscript{173} but the mode of inheritance is uncertain. Little is known of other risk factors for development of the disease. Some evidence suggests that prepubertal standing height, sitting height, recent increase in sitting height, and early age at gain in sitting height are predictive,\textsuperscript{174} and that children who are skeletally more mature, taller, and leaner at the onset but not at the end of puberty are most likely to be affected.\textsuperscript{176,177} These observations suggest that the scoliotic spine grows faster and earlier than the normal spine.\textsuperscript{170,178,179} Impaired visual and vestibular functioning, defects in proprioceptive postural control, asymmetric muscle activity, unequal leg length, high concentrations of calcium in paraspinal muscles, collagen disorders, and defects of the elastic fiber system may be etiologically involved, but evidence is not conclusive.\textsuperscript{178,179} These observations suggest that the scoliotic spine grows faster and earlier than the normal spine.\textsuperscript{170,178,179} Impaired visual and vestibular functioning, defects in proprioceptive postural control, asymmetric muscle activity, unequal leg length, high concentrations of calcium in paraspinal muscles, collagen disorders, and defects of the elastic fiber system may be etiologically involved, but evidence is not conclusive.\textsuperscript{178,179} Most curves do not progress. The main risk factors for progression of existing curves are double curves as opposed to single curves, thoracic curves as opposed to curves at lower levels, curves of greater magnitude, absence of a sacral tilt, limb length inequality, early chronological age, skeletal immaturity, and female sex.\textsuperscript{159,161}

Because so little is known of the etiology of adolescent idiopathic scoliosis, primary prevention is not feasible. However, detection of early disease by screening is being undertaken in many places and screening for scoliosis is required by law in some states in the United States. It is assumed that with early detection, affected children can be treated by conservative means and thereby avoid surgery. The traditional screening test for scoliosis has been the forward-bend test, in which the child’s back is examined while he
or she bends forward from the waist. The rotation that accompanies the lateral curvature in scoliosis results in posterior prominence of the ribs on the concave side of the curvature, so that a “rib hump” is often apparent on forward bending. The forward-bend test has good specificity but fairly low sensitivity. Moiré topography, in which a photograph of the back is used to measure the degree of topographic asymmetry, and the humpometer, which measures back contour and shape, are not recommended as screening procedures; despite their high sensitivity, their relatively low specificity results in excessive numbers of false positives. The inclinometer (scoliometer), which measures trunk asymmetry as an indicator of trunk rotation, has been reported to have high sensitivity and fairly good specificity, but it has not been used much and only limited evaluation has been undertaken. Most school screening programs use the forward-bend test.

In the United States, school screening programs are identifying large numbers of children with possible spinal curvatures. Positive screening tests are followed up with x-ray examination for more definitive diagnosis. Curves of over 5° are monitored by further x-ray examination every few months. Should a curve progress to 20°–25°, treatment is generally indicated to try to prevent further progression. Braces are commonly used for curves of 25°–40°, while surgery to correct at least part of the deformity and to halt further progression is often indicated for curves of 40° or greater, particularly in children who are likely to continue growing.

Many questions have arisen about the desirability of widespread screening for scoliosis. First, it is uncertain that school screening programs have brought about a reduction in the prevalence of severe deformities and thereby the number of operations needed. In particular, the efficacy of conservative treatment in preventing progression is uncertain. Also, many children screened as positive are not subsequently seen for definitive diagnosis. On the other hand, many false positives occur, resulting in referral for far too many x-ray examinations as well as a great deal of medical expense and anxiety. Better training and evaluation of the staff who do the screening may be needed. The optimal ages for screening and whether males should be screened at all have not been determined. Because of these uncertainties about the effectiveness of screening for scoliosis, the U.S. Preventive Services Task Force was unable to recommend for or against routine screening of adolescents for scoliosis.

### Slipped Capital Femoral Epiphysis

Slipped epiphysis of the head of the femur, in which epiphysis of the head of the femur is displaced backward and downward off the diaphysis, is primarily a disease of adolescents. It is closely related to adolescent growth spurt and does not occur once the epiphysis is fused to the shaft of the femur. In the northeastern United States about 1 in 800 males and 1 in 2000 females will be diagnosed as having a slipped epiphysis before they reach 25 years of age. The magnitude of the male excess varies from one geographical area to another and appears to have decreased over time. The median age at diagnosis is 13 years for males and 11–12 years for females; the earlier age in females corresponding to their earlier onset of puberty. Blacks are affected more frequently than whites. In most studies in northern latitudes, symptoms begin more frequently in spring and summer than in fall and winter.

A large proportion of children with slipped epiphysis are markedly overweight, about half are at or above the 95th percentile for their age. Children with slipped epiphysis tend to have undergone slower-than-average skeletal maturation and to be tall for their age at the time of diagnosis. Familial aggregation of cases has been reported, but it is not clear whether this aggregation is primarily attributable to inherited characteristics or to common environmental factors. Many of these risk factors are related either to a worsening of the epiphyseal plate, such as occurs during periods of rapid growth, or to increased shearing stress on the plate. Animal experiments indicate that a deficit of sex hormones relative to growth hormone brings about a widening of the epiphyseal plate and a reduction in the shearing force necessary to displace the epiphysis. Higher body weight increases the shearing stress on the epiphyseal plate, and also is associated with an increased tilting backwards of the femur, further increasing the shearing stress. Children with the unusual combination of being overweight and undergoing slow maturation would appear to be at high risk, and these children should be carefully watched for slipped epiphysis.

The only known means of primary prevention is avoidance of obesity in adolescents. No screening tests for slipped epiphysis exist, but the diagnosis should be suspected in adolescents who have a limp and hip or knee discomfort, especially if there is restriction of internal rotation of the hip. X-ray examination should be performed immediately to confirm the diagnosis. The condition is bilateral in 20–25% of cases. Decision analysis has indicated that prophylactic pinning of the asymptomatic contralateral hip should be considered in children with a slipped epiphysis in one hip. At a minimum, the contralateral hip should be carefully monitored, especially for those whose first slipped epiphysis occurred at an early age. Slippage that is stable, meaning that weight bearing is possible with or without crutches, and slight degrees of slippage that are treated early by hip pinning have a favorable prognosis, whereas cases diagnosed late and that involve severe displacement are more likely to result in early onset of osteoarthritis of the hip and permanent disability despite treatment.

### Fractures in Children

Each year about 1 in 20–25 children fracture or dislocate a bone. One-third of children fracture at least one bone before 17 years of age. In childhood, fracture incidence rates increase until about ages 11 years in females and 14 years in males, with males at higher risk throughout childhood and adolescence. In one series, more than one-half of childhood fractures occurred while the child was at play, participating in a sport, or in a traffic accident. In another series, 36% of childhood fractures occurred during sports and leisure-time activities, and 3.5% were the result of assaults. The U.S. Health Interview Survey indicates that the bones most frequently fractured in children are the hand, radius and ulna, carpals, skull and face, clavicle, foot and ankle, and humerus.

Fractures of the phalanges of the hands often occur during contact sports, skating, playing and fighting, while fractures of the distal forearm tend to result from a fall on an outstretched hand, particularly during ball games, and bicycle, playground, and skateboard accidents. Carpal and metacarpal fractures most often result from fighting, falls, bicycle accidents, ball games, skiing, and skateboarding. Fractures of the clavicle frequently occur during falls, ball games, and contact sports. Ankle fractures most often result from the foot being caught in a bicycle wheel and from falls, and also from ball games, skateboards, roller skates, mopeds, motorcycles, skiing, skating, cycling, and playing. Tall and heavy children as well as those who smoke may be at elevated risk for childhood fractures.
The primary prevention of fractures in children depends mainly upon reducing the number of sports and recreational injuries, automobile and bicycle accidents, falls, child-battering injuries, and other traumas. The use of impact absorbing surfaces in playgrounds could reduce the frequency of fractures at many sites, and wearing wrist guards during certain sports could reduce the risk of fractures of the radius and ulna.208

Fractures usually heal rapidly in children; the younger the age, the more rapid the healing. However, if the growth plate is involved in the fracture, growth in that bone may be adversely affected, particularly if a crushing injury has occurred. Other complications are rare but may include infection, delayed union, nonunion, avascular necrosis, and malunion. Prevention of these complications involves thorough cleansing and removal of all dead and contaminated tissue from an open (compound) fracture and competent initial treatment of the fracture.

**Developmental Dysplasia/Dislocation of the Hip**

In developmental dysplasia/dislocation of the hip the head of the femur is displaced completely or partially out of the acetabulum. Partial displacement is sometimes referred to as subluxation of the hip. Because many dislocations tend to occur immediately after birth or occasionally later during the first year of life, the term “developmental dislocation/dysplasia of the hip” is now frequently used instead of the older term “congenital dislocation of the hip.”207 In about 80% of cases the diagnosis is made shortly after birth, and in the remaining cases the diagnosis is made later, especially when the child starts to walk. Although it is possible that some of these late-diagnosed cases represent dislocations missed around the time of birth, there is good evidence that some dislocations do develop after birth.207

Developmental dislocation/displacement of the hip includes the following categories: (a) dislocated hips, which are hips dislocated in a resting position, with the dislocation present at birth; (b) located but unstable or dislocatable hips, which are hips that rest in a located position but are unstable or dislocatable on clinical examination and provocative maneuvers; (c) dysplastic hips, in which the acetabulum is shallow or dysplastic.207

The prevalence of developmental dysplasia/dislocation of the hip varies considerably from one geographic area to another. Frequencies ranging from 1 per 1000 to 10 per 1000 births have been reported in most North American and Western European populations and in Israel, Australia, and New Zealand. Higher rates of from 10 per 1000 to 100 per 1000 have been observed in the Navajo, Apache, and Cree-Ojibwa Indians of North America, in the Lapps, and in the populations of Hungary, northern Italy, Brittany, and the Faroe Islands. Developmental dysplasia/dislocation of the hip is rare among blacks in South Africa, the West Indies, and Uganda, as well as among Chinese living in Hong Kong.176 Although the frequency of developmental dysplasia/dislocation of the hip has been reported to be rising in certain areas, much of the apparent rise may be attributable to more extensive screening after birth and to increased awareness by physicians.

In North America, girls are affected more frequently than boys in the ratio of about 6 to 1. Rates are also higher in whites than blacks. In most areas, a greater than expected number of cases are encountered in children born in late fall and winter than in summer.209 Familial aggregation of cases occurs; both hereditary and environmental factors contribute to the familial excess.209,214 On the average, infants with developmental dysplasia/dislocation of the hip have had longer gestation periods than other infants and are considerably more likely to have been born by breech delivery than other infants.208,209 Position in utero may be involved in the etiology, since breech position in utero elongates the ligament of the hip joint capsule by persistent upward pressure of the greater trochanter.211 Ligamentous and capsular laxity are also probably predisposing factors.212

No feasible methods of primary prevention are known. In regard to secondary prevention, it is now routine to examine newborn infants for developmental dysplasia/dislocation of the hip. Without prompt treatment the affected leg may be shorter, the child may limp, gait abnormalities may develop, surgery may be required, and osteoarthrits of the hip is likely to occur in young adulthood. Two screening tests have generally been used: the Ortolani and the Barlow. The Ortolani test involves placing the hip in flexion and gently adducting and then abducting the hip. The test is considered positive if a palpable jerk and audible clunk are heard as the head of the femur returns to the acetabulum. Some practitioners also consider an audible click to constitute a positive test. In the Barlow test, gentle downward pressure is exerted over the lesser trochanter with the hip in flexion and adduction; the unstable hip shifts from the acetabulum, and a sensation similar to the Ortolani sign is produced. When the leg is allowed to abducted, the hip is reduced.

About half of the hips noted to be unstable or dislocatable immediately after birth become stable within a few days;213 thus, these tests are often repeated at around three weeks. Infants showing positive results then are treated with braces, splints, or harnesses for 2–4 months. X-ray examination of the hip is of limited value in the newborn, but is an important diagnostic tool in children past the age of 3 months. Routine checks on hips of these infants should be done until they are walking well. If the disease is diagnosed after the neonatal period, surgery is generally required, and the prognosis is poorer.214

Despite the routine use in many locales of screening tests for developmental dysplasia/dislocation of the hip, many questions have arisen regarding the effectiveness of screening by the Ortolani and Barlow tests.215–217 For instance, it appears that incidence rates of developmental dysplasia/dislocation of the hip requiring prolonged treatment are no lower now than they were before screening became widespread. Both the sensitivity and specificity of the screening tests are poor. In one study,215 only one-third of genuine cases were detected, and the ratio of false positives to true positives was 10 to 1. Thus, for every one infant who benefits from splinting as a result of a positive test, 10 infants undergo unnecessary splinting. Furthermore, there is no consensus on indications for treatment, the timing of treatment, and the type of splint to be used. The question has arisen as to whether the screening procedures may themselves induce hip dislocation. Although these screening tests require experienced examiners for proper performance and interpretation, inexperienced examiners are often used, thus increasing both false-positive and false-negative rates. Better knowledge of which hips will spontaneously stabilize would allow better decisions about the cases who should receive immediate treatment. Disagreement exists about the significance of a soft audible or palpable click without evidence of abnormal movement between the femoral head and acetabulum.214 More data are needed to resolve these issues, but in the meantime, routine screening with these tests is recommended by most professional groups.216,217

In recent years, ultrasound, which provides a defined image of the bony and cartilaginous neonatal hip, has become widely available for screening for developmental dysplasia/dislocation of the hip. Although it was initially believed that it might alleviate some of the problems with the Barlow and Ortolani tests,211–217 its use as a routine screening test in all infants has not been found to be cost-effective. Even its use as a screening test in high-risk infants is controversial. Among its limitations are its high cost, the large proportion of hips testing positive on screening that develop normally, and the tendency of some cases to occur after the neonatal period.219–222 In addition, while adequate inter-observer agreement in reading ultrasound scans may be obtained with proper training, producing the scans is subject to even more variation. Thorough training and more attention to detail are needed to improve this situation.225 Although ultrasound may be of some value in following up infants who show instability on the Ortolani or Barlow test,217,226 professional groups do not recommend routine screening with ultrasound for either all infants or those at high risk.219,220

**CONCLUSION**

The extent to which musculoskeletal disorders may be prevented varies considerably from one disorder to another. Some methods of primary prevention are possible for back disorders, osteoporosis,
osteoarthritis, foot disorders, paraplegia and quadriplegia, slipped epiphysis, and fractures. However, these preventive measures frequently involve changes in individual behavior that are difficult to achieve. Screening tests for scoliosis, congenital dislocation of the hip, and osteoporosis are available. Although the tests for scoliosis and congenital dislocation of the hip are widely used at present, many questions regarding their efficacy remain unresolved.

Secondary and tertiary prevention are the levels more frequently used for the major musculoskeletal disorders of adults. However, with the exception of reconstructive joint surgery, secondary and tertiary prevention for such common problems as back pain and the arthritic disorders often have met with only limited success. Because of the chronicity of most of the common musculoskeletal conditions and the frequent reliance on only partially successful secondary and tertiary prevention measures, it is not surprising that musculoskeletal disorders have such a major effect on the quality of life and are associated with such high individual and societal costs. Improving the quality of life of affected individuals and further development and evaluation of screening tests will remain important in the management of musculoskeletal disorders, but it is also hoped that more emphasis will be placed on identification of feasible ways of preventing these disorders from occurring in the first place. Since the elderly are most frequently affected by musculoskeletal disorders and since the numbers of elderly will be increasing greatly over the next several decades, development of better methods of prevention at all levels is an urgent public health concern.
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INTRODUCTION

Neurological disorders include many diseases and conditions of acute and chronic development. The etiology of these disorders can be infectious, toxic, genetic, traumatic, and ischemic, and related to other chronic pathophysiology. The occurrence may be at birth, which may confer a lifelong disability, or may occur in middle or late life, which may result in progressive disability and death. Neurological disorders may have an insidious onset or have symptoms that are nonspecific, making classification difficult. Early stages of some disorders are characterized by a variable presentation or by subtle signs and symptoms that are difficult to detect or that go unrecognized. Individually often ignore symptoms until function is impaired. Some disorders in children may be developmental and may go undetected until the children reach the age at which deficits could be assessed. Hence, recognition, diagnosis, and progression of neurological symptoms may affect the true magnitude and onset of neurological disorders.

Diagnoses of neurological disorders require not only recognition of symptoms but confirmation with a neurological examination. The neurological examination may be specific to symptoms and onset. Diagnostic tests have changed with advances in imaging and electrophysiological testing. The use of computerized tomography (CT) scanning, magnetic resonance imaging (MRI), cerebral blood flow measurement and positron emission tomography (PET) have increased the certainty of diagnoses. Additional cognitive tests developed by neuropsychologists have aided in the diagnosis of cognitive decline. Hence the evaluation of incidence and prevalence over time is difficult due to changing diagnostic criteria and the likelihood of changing classifications and inclusion of milder or early-onset disease.

The burden of neurological disease is increasingly important as a determinant of health policy in costs and services. The Global Burden of Disease Study utilized the Disability Adjusted Life Years (DALYs) as an estimate of magnitude or burden of diseases. Brain diseases encompass a broad spectrum including neurological, neurosurgical, and psychiatric conditions. Thirty-three percent of the years lived with disability and 13% of the DALYs are from neurological and psychiatric disorders. The major impact of the aging related disorders of Parkinson’s disease, Alzheimer’s disease, and other dementias and cerebrovascular disease on the global burden is evident worldwide and also in North America (Table 67-1).

U.S. MORTALITY, INCIDENCE AND PREVALENCE OF NEUROLOGICAL DISORDERS

The International Classification of Diseases Version 10 was implemented in 1999. Comparability of the classification depends on the condition. Table 67-2 includes mortality data for the United States for 2002 for neurological conditions identified by the new ICD10 classification. Since 1999, crude mortality rates of neurological disorders have been increasing mainly due to the increasing number of older persons. Most are low with exception of cerebrovascular conditions, dementia and Alzheimer’s disease and Parkinson’s disease. Cerebrovascular disease remains a major cause of death with a rate of 56.4 per 100,000 persons. The mortality rate for cerebrovascular disease has been declining across both genders and all races groups. Rates of death from progressive neurological disorders such as Parkinson’s disease and Alzheimer’s disease have increased as the population becomes older.

Using discharge diagnoses as measures of the magnitude of neurological disorders on the health care system; from the National Hospital Discharge Survey of 2004 shows that discharge rates for epileptic seizures, migraine, multiple sclerosis (MS) and malignant brain neoplasms were highest when the first-listed diagnoses were used (Table 67-3) (Fig. 67-1). Increases in admissions from 1990 were observed in 2004 in HIV, brain neoplasm, Alzheimer’s disease, Parkinson’s disease, carpal tunnel syndrome, and cerebrovascular disease. These reflect the increasing incidence with aging and an increase in prevalence due to the chronic nature and successful treatment of some of these conditions. The use of CT and MRI has improved diagnoses and changes in classification are reflective of this.

The last national assessment of clinic use was the National Ambulatory Medical Care Survey (NAMCS) of 1991–1992. The NAMCS examined the 7,253,000 visits to neurologists that were reported by respondents. The rate of visits was 2.9 per 100 persons per year. Only 6% of the visits were referred, and 15.5% were new patients. Most of the visits (81%) were due to symptoms with 43% of those from nervous system problems and 23% from musculoskeletal complaints. The main reasons for the visits were headaches (18%), seizures (9%), and sensory disturbances (5.5%). Only 36% of the visits resulted in a diagnosis of nervous system disorders; 21% were symptoms and signs, 15% were musculoskeletal conditions, 8% were mental disorders, and 7% were injuries or poisonings. In the NAMCS of 1993, visits to neurologists increased to 8,393,000 (1.2% of total visits) but there were 22,556,000 (3.1%) total visits for symptoms from the nervous system, and 77,737,000 (10.8%) visits with a principal diagnosis of nervous system or sense organ disorders. Headaches accounted for 10,736,000 visits (1.5%).

The 2004 National Health Interview Survey asked respondents about conditions causing the highest percentage of limitation of activity. Stroke was reported in 2.6%. Prevalence varied by gender, age, race, education, and income. Pain disorders reported were migraine headaches, 15.3% of adults in the last three months. Low back pain was prevalent in 27.1% and neck pain in 14.6%. Migraine was more common in younger women. Back and neck pain were also more in women.

The magnitude of neurological disorders worldwide and in the United States is wide ranging in incidence, prevalence, and mortality.
as well as across ages and etiologies. The remainder of the chapter describes several neurological disorders that are an increasing public health problem and with some the etiology is yet to be identified.

### CEREBRAL PALSY

Cerebral palsy (CP) is a group of nonprogressive motor impairment syndromes that arise during brain development and is recognized early in life as the child develops. CP is classified based on the extremities involved and the neurological dysfunction (spastic, athetotic, hypotonic, dystonic, or combined). The most common form is spastic CP which is present in about 80% of prevalent cases. The presence of other neurological disabilities, such as mental retardation, seizure disorders, and sensory problems, are more common in persons with CP. The Metropolitan Atlanta Developmental Disabilities Surveillance Program in 1991 found that 48% of 599 CP children in their study had vision impairment, 8% had hearing impairment, and 17% had mental retardation. CP occurs between 1.5–3.0 of every 1000 live births. However, this rate depends on definition and inclusion based on impairment.

Because CP is developmental, it may present in a variety of forms and severities and may disappear with growth. Case ascertainment may require surveillance using multiple sources. The Disabilities Education Act allows surveillance through special education programs in school systems. In Atlanta over 90% of children with developmental disabilities could be identified through education sources. Prevalence then may be a better measure than incidence. CP has been identified by early school age in 1.4–5.1 per 1000 children. In Atlanta the prevalence rate was 2.4 per 1000 in ages 3–10 years and the rate was lowest in the younger ages (2.0/1000) for both disabling and nondisabling CP. There is a slight excess of males and blacks among affected persons in Atlanta. Ethnicity is not consistently related, however to CP.

Prenatality is the most important risk factor with weight at birth the surrogate measure. Nearly one-fourth of children with CP are less than 1500 grams at birth and one-half are less than 2500 grams.

Innate genetic factors may play role in CP occurrence. Several studies have reported positive familial history and genetic risk in CP children. Twins are at higher risk but they share a common pregnancy and birthing process. Other risk factors include maternal factors prior to pregnancy such as long menstrual cycles and a history of spontaneous abortions and stillbirths. Low socioeconomic status increases the risk of CP. During pregnancy, factors that may increase risk include hyperthyroidism, thyroid hormone drugs, and exogenous estrogen. There is an association with occurrence of other congenital malformations which has also been observed. At birth, low birth weight and immaturity are among the most consistent risk factors for CP. Several factors may contribute to early delivery or low birth weight. These include intrauterine infection and congenital malformations. A number of markers of maternal infection have been linked to CP, including chorioamnionitis, maternal fever, antibiotic use, uterine tenderness, and neonatal sepsis. Intracranial hemorrhage in premature infants is associated with CP. The increase in survival of infants with very low birth weight may account for about 10% of all CP. Severe asphyxia at birth may account for about 10% of all CP. At birth, low birth weight and immaturity are among the most consistent risk factors for CP. Several factors may contribute to early delivery or low birth weight. These include intrauterine infection and congenital malformations. A number of markers of maternal infection have been linked to CP, including chorioamnionitis, maternal fever, antibiotic use, uterine tenderness, and neonatal sepsis. Intracranial hemorrhage in premature infants is associated with CP. The increase in survival of infants with very low birth weight, has increased the causal distribution of CP. A study by Pharoah et al showed that low birth weight infants account for nearly 50% of cases of CP.

Physical injury during the perinatal and postnatal periods such as intrauterine exposure to heavy metals, neonatal hyperbilirubinemia, and exposure to benzyl alcohol may be related to CP occurrence. Severe asphyxia at birth may account for about 10% of all CP. Difficulty birth is associated with increased risk of CP only among children who have neurological symptoms in the neonatal period. Postnatal causes of CP include neonatal encephalopathy, trauma, or occlusion of a cerebral artery or vein. These may account for 12–21% of cases.

---

**TABLE 67-1. GLOBAL ESTIMATES OF DEATHS AND DALYS FROM GLOBAL BURDEN OF DISEASE STUDY, 2000**

<table>
<thead>
<tr>
<th>Cause</th>
<th>Global Deaths</th>
<th>% Deaths</th>
<th>DALYS</th>
<th>% DALYS</th>
<th>U.S., Canada Deaths</th>
<th>Cuba % Deaths</th>
<th>DALYS</th>
<th>Cuba %</th>
</tr>
</thead>
<tbody>
<tr>
<td>Japanese encephalitis</td>
<td>4</td>
<td>0.01</td>
<td>426</td>
<td>0.03</td>
<td>0</td>
<td>0.00</td>
<td>0</td>
<td>0.00</td>
</tr>
<tr>
<td>Parkinson’s disease</td>
<td>90</td>
<td>0.16</td>
<td>1473</td>
<td>0.10</td>
<td>16</td>
<td>0.58</td>
<td>227</td>
<td>0.49</td>
</tr>
<tr>
<td>Multiple sclerosis</td>
<td>17</td>
<td>0.03</td>
<td>1475</td>
<td>0.10</td>
<td>3</td>
<td>0.11</td>
<td>110</td>
<td>0.24</td>
</tr>
<tr>
<td>Meningitis</td>
<td>156</td>
<td>0.28</td>
<td>5751</td>
<td>0.39</td>
<td>1</td>
<td>0.04</td>
<td>47</td>
<td>0.10</td>
</tr>
<tr>
<td>Epilepsy</td>
<td>98</td>
<td>0.18</td>
<td>7067</td>
<td>0.48</td>
<td>2</td>
<td>0.07</td>
<td>26</td>
<td>0.57</td>
</tr>
<tr>
<td>Migraine</td>
<td>0</td>
<td>0.00</td>
<td>7539</td>
<td>0.51</td>
<td>0</td>
<td>0.00</td>
<td>490</td>
<td>1.07</td>
</tr>
<tr>
<td>Alzheimer’s disease</td>
<td>276</td>
<td>0.50</td>
<td>12464</td>
<td>0.85</td>
<td>61</td>
<td>2.20</td>
<td>1415</td>
<td>3.08</td>
</tr>
<tr>
<td>Cerebrovascular disease</td>
<td>5101</td>
<td>9.16</td>
<td>45677</td>
<td>3.10</td>
<td>197</td>
<td>7.09</td>
<td>1594</td>
<td>3.47</td>
</tr>
</tbody>
</table>

* In thousands.


**TABLE 67-2. NUMBER OF DEATHS AND DEATH RATE IN U.S. POPULATION OF NEUROLOGICAL DISORDERS, 2002**

<table>
<thead>
<tr>
<th>ICD10</th>
<th>Disorder</th>
<th>Number</th>
<th>Rate per 100,000</th>
</tr>
</thead>
<tbody>
<tr>
<td>G00–G03</td>
<td>Meningitis</td>
<td>700</td>
<td>0.24</td>
</tr>
<tr>
<td>G04–05</td>
<td>Encephalitis</td>
<td>365</td>
<td>0.13</td>
</tr>
<tr>
<td>G10</td>
<td>Huntington’s disease</td>
<td>741</td>
<td>0.26</td>
</tr>
<tr>
<td>G12.2</td>
<td>Motor neuron disease</td>
<td>5723</td>
<td>1.98</td>
</tr>
<tr>
<td>G20</td>
<td>Parkinson’s disease</td>
<td>16857</td>
<td>5.85</td>
</tr>
<tr>
<td>G30</td>
<td>Alzheimer’s disease</td>
<td>58866</td>
<td>20.41</td>
</tr>
<tr>
<td>G35</td>
<td>Multiple sclerosis</td>
<td>3124</td>
<td>1.08</td>
</tr>
<tr>
<td>G40–G41</td>
<td>Epilepsy</td>
<td>1380</td>
<td>0.48</td>
</tr>
<tr>
<td>G47</td>
<td>Sleep disorders</td>
<td>480</td>
<td>0.17</td>
</tr>
<tr>
<td>G61–G63</td>
<td>Guillain-Barre syndrome and other Neuropathies</td>
<td>513</td>
<td>0.18</td>
</tr>
<tr>
<td>G70</td>
<td>Myasthenia gravis</td>
<td>752</td>
<td>0.26</td>
</tr>
<tr>
<td>G71</td>
<td>Muscular dystrophy and other myopathies</td>
<td>1212</td>
<td>0.42</td>
</tr>
<tr>
<td>G80</td>
<td>Cerebral palsy</td>
<td>1200</td>
<td>0.42</td>
</tr>
<tr>
<td>G81–G83</td>
<td>Piegias and paralisis</td>
<td>1139</td>
<td>0.39</td>
</tr>
<tr>
<td>G91</td>
<td>Hydrocephalus</td>
<td>692</td>
<td>0.24</td>
</tr>
<tr>
<td>G90–G99</td>
<td>Neurological disorders</td>
<td>103064</td>
<td>35.74</td>
</tr>
<tr>
<td>C70–C72</td>
<td>Brain pathology</td>
<td>12830</td>
<td>4.45</td>
</tr>
<tr>
<td>M46–M51</td>
<td>Spinal disorders</td>
<td>500</td>
<td>0.17</td>
</tr>
<tr>
<td>Q04</td>
<td>Congenital malformations</td>
<td>375</td>
<td>0.13</td>
</tr>
<tr>
<td>B22</td>
<td>HIV with encephalopathy</td>
<td>160</td>
<td>0.06</td>
</tr>
<tr>
<td>F90–F03</td>
<td>Dementia</td>
<td>41794</td>
<td>14.49</td>
</tr>
<tr>
<td>I60–I69</td>
<td>Cerebrovascular disease</td>
<td>162672</td>
<td>56.41</td>
</tr>
<tr>
<td>A81</td>
<td>CNS slow infections</td>
<td>220</td>
<td>0.08</td>
</tr>
</tbody>
</table>

Source: http://wonder.cdc.gov/wonder/data/mortSQL.html
TABLE 67.3. NATIONAL HOSPITAL DISCHARGE SURVEY, 2004

<table>
<thead>
<tr>
<th>ICD9</th>
<th>DESCRIPTION</th>
<th>2004</th>
</tr>
</thead>
<tbody>
<tr>
<td>42</td>
<td>HIV</td>
<td>65</td>
</tr>
<tr>
<td>191</td>
<td>Malignant neoplasm of brain</td>
<td>84</td>
</tr>
<tr>
<td>225</td>
<td>Benign neoplasm of brain to other parts of nervous system</td>
<td>23</td>
</tr>
<tr>
<td>225.2</td>
<td>Benign neoplasm of cerebral meninges</td>
<td></td>
</tr>
<tr>
<td>320</td>
<td>Bacterial meningitis</td>
<td>6</td>
</tr>
<tr>
<td>322</td>
<td>Meningitis of unspecified cause</td>
<td>7</td>
</tr>
<tr>
<td>323</td>
<td>Encephalitis, myelitis, and encephalomyelitis</td>
<td>4</td>
</tr>
<tr>
<td>331</td>
<td>Alzheimer’s disease</td>
<td>65</td>
</tr>
<tr>
<td>332</td>
<td>Parkinson’s disease</td>
<td>22</td>
</tr>
<tr>
<td>333</td>
<td>Other extrapyramidal disease and abnormal movement disorders</td>
<td>11</td>
</tr>
<tr>
<td>340</td>
<td>Multiple sclerosis</td>
<td>28</td>
</tr>
<tr>
<td>342</td>
<td>Hemiplegia</td>
<td>4</td>
</tr>
<tr>
<td>343</td>
<td>Infantile cerebral palsy</td>
<td>6</td>
</tr>
<tr>
<td>344</td>
<td>Other paralytic syndromes</td>
<td>7</td>
</tr>
<tr>
<td>345</td>
<td>Epilepsy</td>
<td>60</td>
</tr>
<tr>
<td>346</td>
<td>Migraine</td>
<td>59</td>
</tr>
<tr>
<td>347</td>
<td>Other and unspecified disorders of nervous system</td>
<td>12</td>
</tr>
<tr>
<td>351</td>
<td>Facial nerve disorders</td>
<td>6</td>
</tr>
<tr>
<td>352</td>
<td>Nerve root and plexus disorders</td>
<td>4</td>
</tr>
<tr>
<td>353</td>
<td>Carpal tunnel syndrome</td>
<td>49</td>
</tr>
<tr>
<td>354.2</td>
<td>Lesion of ulnar nerve</td>
<td></td>
</tr>
<tr>
<td>355</td>
<td>Mononeuropathies of lower limb</td>
<td>9</td>
</tr>
<tr>
<td>356</td>
<td>Hereditary and idiopathic peripheral neuropathy</td>
<td></td>
</tr>
<tr>
<td>357</td>
<td>Inflammatory and toxic neuropathy</td>
<td>10</td>
</tr>
<tr>
<td>358</td>
<td>Myoneural disorders</td>
<td>8</td>
</tr>
<tr>
<td>359</td>
<td>Muscular dystrophies and other myopathies</td>
<td>5</td>
</tr>
<tr>
<td>430</td>
<td>Subarachnoid hemorrhage</td>
<td>25</td>
</tr>
<tr>
<td>431</td>
<td>Intracerebral hemorrhage</td>
<td>65</td>
</tr>
<tr>
<td>432</td>
<td>Other and unspecified intracranial hemorrhage</td>
<td>26</td>
</tr>
<tr>
<td>433</td>
<td>Occlusion and stenosis of precerebral arteries</td>
<td>144</td>
</tr>
<tr>
<td>434</td>
<td>Occlusion of cerebral arteries</td>
<td>318</td>
</tr>
<tr>
<td>435</td>
<td>Transient cerebral ischemia</td>
<td>180</td>
</tr>
<tr>
<td>436</td>
<td>Acute but ill-defined cerebrovascular disease</td>
<td>82</td>
</tr>
<tr>
<td>437</td>
<td>Other and ill-defined cerebrovascular disease</td>
<td>35</td>
</tr>
<tr>
<td>438</td>
<td>Late effects of cerebrovascular disease</td>
<td>31</td>
</tr>
<tr>
<td>721</td>
<td>Spondylosis and allied disorders</td>
<td>98</td>
</tr>
<tr>
<td>722</td>
<td>Intervertebral disc disorders</td>
<td>37</td>
</tr>
<tr>
<td>723</td>
<td>Other disorders of cervical region</td>
<td>27</td>
</tr>
<tr>
<td>724</td>
<td>Other and unspecified disorders of back</td>
<td>155</td>
</tr>
<tr>
<td>742</td>
<td>Other and congenital anomalies of nervous system</td>
<td></td>
</tr>
<tr>
<td>756</td>
<td>Other congenital musculoskeletal anomalies</td>
<td>16</td>
</tr>
<tr>
<td>800</td>
<td>Fracture of vault of skull</td>
<td>16</td>
</tr>
<tr>
<td>801</td>
<td>Fracture of base of skull</td>
<td>29</td>
</tr>
<tr>
<td>803</td>
<td>Other and unqualified skull fractures</td>
<td>4</td>
</tr>
<tr>
<td>805</td>
<td>Fracture of vertebral column without spinal cord injury</td>
<td>83</td>
</tr>
<tr>
<td>806</td>
<td>Fracture of vertebral column with spinal cord injury</td>
<td>9</td>
</tr>
<tr>
<td>847</td>
<td>Sprains and stains of joints and adjacent muscles</td>
<td>8</td>
</tr>
<tr>
<td>850</td>
<td>Concussion</td>
<td>57</td>
</tr>
<tr>
<td>851</td>
<td>Cerebral laceration and contusion</td>
<td>24</td>
</tr>
<tr>
<td>852</td>
<td>Subarachnoid subdural, and extradural hemorrhage, following injury</td>
<td>50</td>
</tr>
<tr>
<td>853</td>
<td>Other and unspecified intracranial hemorrhage following injury</td>
<td>11</td>
</tr>
<tr>
<td>854</td>
<td>Intracranial injury of other and unspecified nature</td>
<td>5</td>
</tr>
</tbody>
</table>

Source: Centers for Disease Control and Prevention http://www.cdc.gov/nchs/about/major/hdsad/hdsad.htm#Publications

Most of the risk factors for CP are in the prenatal period. The decreased use of isoinmunization for Rh factors has been associated with a decrease of CP of the athetoid type. Improvements in obstetric and neonatal care and an increasing frequency of obstetric interventions have not been associated with a decrease in incidence of CP.3,24,25 Abnormalities of coagulation such as factor V Leiden and antiphospholipid antibodies have been associated with CP in full-term infants.26,27

Studies have shown a possible protective effect of administration preceding delivery of magnesium sulfate for protection against neonatal hemorrhage and development of CP.28 The paucity of information about and the variety of causal factors for the majority of CP that is not attributable to birth events severely limits the development of strategies for prevention.

HIV INFECTION

Since 1981 when the human immunodeficiency virus (HIV) type I and the acquired immunodeficiency syndrome (AIDS) first appeared in the United States the epidemic has increased to nearly a half million people.29 Almost half have died from this devastating infection. HIV has manifestations in neurological disorders also. Neurological manifestations include HIV dementia, myelopathies, neuromuscular disorders, and CNS infections of cryptococcal meningitis, toxoplasmosis, progressive multifocal leukoencephalopathy, cytomegalovirus, Mycobacterium tuberculosis, and primary CNS lymphoma. Meningitis, neuropathy, and myopathy can occur before the AIDS-related complex is present. Dementia, myelopathies, and opportunistic infections are present as the disease progresses into AIDS.30,31

Estimates of incidence and prevalence of the neurological manifestation of HIV are problematic. Many of the studies are retrospective based on autopsy or clinical populations.32 The estimates vary widely depending on the population and the definition used. Most often the diagnosis is based on clinical findings without verification. Some estimates are based on HIV-AIDS cohorts but generalizations between locations and severity of illness is problematic. With the introduction of highly active antiretroviral therapy (HAART) in the 1990s, there has been a significant decline in opportunistic infections. HAART has increased survival for individuals with HIV/AIDS.32,33 HIV-associated dementia (HIV-D) has decreased by 40–50%.34 The prevalence of sensory neuropathies however is in excess of 20%.35 Prolonged HAART may further increase this rate. HIV-D and HIV-related sensory neuropathies (HIV-SN) have a combined prevalence between 30–50% in advanced HIV disease, suggesting that HAART does not provide complete protection against neurological damage.36 HIV dementia is characterized by cognitive and memory impairment. It is associated with the onset of AIDS and it is estimated that approximately 5% of AIDS patients present with dementia as their first symptom. The prevalence varies by type of study from 7 to 66%.35,36,37 An estimate derived from CDC data is that 2.8% of AIDS cases have dementia.37 The Multicenter AIDS Cohort Study found a 3.3% figure. They also found that after AIDS has developed there was an indication of improvement with zidovudine treatment.40,41

Inflammatory demyelinating polyneuropathies may occur either in acute or chronic form. The estimates are from 0.5 to 3.0% of patients have these conditions.38,39 Other neuropathies may occur. Sensory neuropathy occurs in the later stages of HIV infection.9 Toxoplasma neuropathy associated with antiretroviral agents also occurs.44–45 The manifestation of these disorders is severe pain and impaired walking ability. It is estimated from a clinical population that 13% of the patients may be affected.46,47

Opportunistic infections are a hallmark of AIDS progression. Infections can affect the central nervous system. Cryptococcal meningitis is present in about 10% of AIDS cases and is associated with meningitis, encephalitis, and other infections of the nervous system 12

Infections can affect the central nervous system. Cryptococcal meningitis is present in about 10% of AIDS cases and is associated...
with a drop in CD4+ count below 200 cells/mm³. A common cause of mass lesion abscesses is toxoplasmosis. The prevalence varies between locations. CNS infection is a result of latent reactivation and may be inhibited by prophylactic treatment of pneumonia. CMV infection can lead to retinitis and encephalitis in patients with HIV. CMV retinitis is common in patients with CMV infection causing visual loss or blindness in 15–28% of AIDS patients. Encephalitis presents with confusion, disorientation, and memory loss and may occur in approximately 2% of AIDS patients. Primary CNS lymphoma is rare but has been increasing due to immunosuppression frequency. Up to 3% of AIDS patients develop CNS lymphoma. Many of these patients are diagnosed at autopsy. Prior AIDS-related illness and low CD4+ counts are linked to lymphoma occurrence. The public health burden of HIV and AIDS remains a challenge. With increasing survival, the prevalence of HIV or AIDS neurological conditions will increase. HIV-associated dementia (HIV-D) remains a common problem of dementia worldwide and with the magnitude of HIV in Africa, the rates of dementia may be a pending epidemic. HIV-related sensory neuropathies (HIV-SN) represent the most common neurological disorders associated with AIDS and may also increase.

**CREUTZFELDT-JAKOB DISEASE**

Creutzfeldt-Jakob disease (CJD) is a rare, degenerative, invariably fatal brain disorder. There are three major types of CJD: sporadic CJD, hereditary CJD, and acquired CJD. In the United States the incidence is from 250 to 300 new cases per year. There is no treatment that can cure or control CJD. Current treatment is aimed at alleviating symptoms and making the patient as comfortable as possible. About 90% of patients die within one year. Patients progress through failing memory, behavioral changes, lack of coordination and visual disturbances toward mental deterioration, involuntary movements, blindness, weakness of extremities, and coma. The cause of CJD is a type of protein called a prion. Prions exist as harmless proteins but can take the infectious form which has a different folded shape than the normal protein. In the mid 1980s bovine spongiform encephalopathy (BSE) emerged in the United Kingdom in cattle. Infected animals may have consumed contaminated cattle feed, perhaps with scrapie leading to the silent spread of the BSE epidemic. Acquired CJD called variant (vCJD) has been identified in young people. This form of CJD is different than sporadic CJD in age of onset and symptomatology. The clinical manifestations in vCJD patients include psychiatric symptoms such as anxiety, depression, and withdrawal. The development of neurological signs, such as myoclonus and extrapyramidal dysfunction, is often delayed for several months after illness onset. The most striking early neurological sign in some vCJD patients is persistent dysesthesia or paresthesia. vCJD has been linked to ingestion of beef tainted with BSE; most cases have occurred in the United Kingdom and Europe. Cases may still occur because of the long latency of the abnormal prion in the manifestation of symptoms. An interesting finding is the susceptibility for vCJD. All vCJD patients to date have been homozygous for methionine at the polymorphic codon 129 of the human prion protein gene. Although the scientific basis is unknown, researchers have suggested that methionine homozygosity may be associated...
with a shorter incubation period, younger age distribution, and specific clinicopathologic profile. The possibility exists that vCJD could potentially occur in persons who are heterozygous or homozygous for valine at codon 129 after a longer incubation period. While the possibility of vCJD exists in the United States, only one human case has been reported in a person who spent time in the United Kingdom. The United States Department of Agriculture (USDA) has conducted a large, nationwide survey of cattle for slaughter and there is a very low probability of bovine or human CJD in the United States. The bloodborne transmission of vCJD has long been possible. A probable bloodborne, person-to-person transmission of vCJD was reported in the United Kingdom in a 69-year-old man who had vCJD onset in late 2002. Both the donor and recipient died of pathologically confirmed vCJD. The patient was the first ever with methionine and valine heterozygosity at the polymorphic codon 129 of the prion protein gene, which indicates that persons who are not homozygous for methionine can be susceptible to infection by the BSE agent. The FDA has recommended a blood donor deferral policy to exclude donors who have spent specific periods of time in the United Kingdom and other European countries. This policy was implemented in 1999. Further surveillance for vCJD in Europe is warranted due to the long incubation period and the possibility of a delay in codon 129 heterozygote persons. In the United States little risk is estimated from cattle due to the limited number of infected cattle.

WEST NILE VIRUS

West Nile Virus (WNV) was first discovered in the West Nile District of Uganda in 1937. WNV spread across areas of Africa, Eastern Europe, West Asia, and the Middle East. It eventually began appearing in the Eastern United States in 1999. In 2005, WNV spread into areas of the western United States. Over 2700 human cases were observed, representing 19% of the counties of the United States. However, the largest number of cases occurred in California. Cases occurred from June to November with the peak period in August and September. WNV is transmitted by a mosquito vector and can result in encephalitis in infected humans and equine. WNV can also result in wild and domestic bird mortality. Certain birds (e.g., corvids, common grackles, house finches, and house sparrows) develop high-titer WNV viremia, making them highly infectious to feeding mosquitoes. Many of these species also have high (>40%) mortality from WNV infection. The Culex species of mosquito is the most prevalent in case pools. Neurological symptoms of meningitis, encephalitis, or acute flaccid paralysis occurred in 42.5% of the symptomatic cases. West Nile fever was present in 52.2% of the cases and 5.3% had unspecified illnesses. It is estimated that 80% of cases are asymptomatic. The severe symptoms can include high fever, headache, neck stiffness, stupor, disorientation, coma, tremors, convulsions, muscle weakness, vision loss, numbness, and paralysis. These symptoms may last several weeks, and neurological effects may be permanent.

Ongoing WNV surveillance monitors the spread of the virus and helps target prevention and control strategies. Increased arboviral diagnosis, testing, and reporting, through the ArboNET surveillance system detects increased transmission of all endemic and foreign arboviruses. No effective vaccine exists for humans; hence prevention of WNV disease is dependant upon community mosquito control and personal protection against mosquito bites by use of repellents and minimization of outdoor exposure.

SEIZURE DISORDERS

Seizures are alterations in consciousness associated with an above-normal discharge of neurons of the brain. Seizures can be classified based on etiology as acute symptomatic (provoked) seizures and unprovoked seizures. Unprovoked, recurrent seizures are considered epilepsy. Seizures are classified by onset as simple or complex partial seizures, or generalized major motor, absence, or myoclonic seizures. EEGs are used to verify the diagnosis and to determine the electrical activity pattern. Epilepsy occurs mostly in the young and the old. The overall incidence in the Rochester, Minnesota population studies for 50 years was 44 per 100,000 persons. All convulsive disorders had an incidence of 130 per 100,000 persons. The incidence of partial seizures cases was observed to be 25 per 100,000 and generalized onset to be 19 per 100,000. Generalized seizures are highest during the first year of life, then diminish throughout childhood and increase again in the elderly. Partial seizures have a relatively constant rate up to age 65 and then increase sharply. For generalized seizures with onset in early life, females are at higher risk, and for later life seizures, males are at higher risk. For partial seizures, the rates are similar until age 65 when men are at higher risk. There has been a slight decrease in incidence of epilepsy over time, but an increase in incidence in the elderly. The prevalence of epilepsy varies widely among populations, from 27 to 40 per 1000. In Rochester, the prevalence in 1980 was 6.8 per 1000. Sixty percent were partial seizures and 75% were of unknown etiology. The prevalence in several studies is higher in blacks in the 20–66 year age range.

A number of factors have been associated with epilepsy and are related to development of definable brain lesions. These include severe head injury, stroke, CNS infection, brain tumors, and CNS degenerative diseases. Factors that have a causal pathway are associated with birth with brain development, such as mental retardation and cerebral palsy. Febrile seizures are related to increased seizure risk. These may occur in 2.3–4.7% of children. Other factors that have shown a relationship, but without a direct causal pathway, are drug abuse—for example, heroin—and medical conditions such as asthma, hypertension, and depression. Suggested but unproven risk factors include pre- or perinatal adverse events and immunizations. Positive family history has also been associated with development of epilepsy. Familial aggregation is strongest for juvenile seizures. Twin studies have shown a higher concordance for monozygotic compared to dizygotic twins. The role of genetics in partial epilepsy is being explored but will require further studies of gene-environment interaction.

Seizure control can be obtained in a majority of patients. Recurrence rates show that 25% will suffer a recurrence in the two years following the first seizure but this rate varies by the presence of risk factors.

HEADACHES

Headache is the most common neurological disorder. Based on a telephone interview in a population-based study, 90% of men and 95% of women reported a headache in the last year. From 65 to 71% of women and 48–50% of men report one headache per month. Headache is one of the most common symptoms prompting people to seek medical care. It is estimated that 5.5 million days of activity restriction can be attributed to headache each year by adults in the United States. From the National Health Interview Survey in 2003, 15.1% of adults reported a severe headache or migraine in the previous three months. Headaches may be primary or secondary to another disorder such as brain tumor, stroke, or vasculitis. Primary headaches can be classified into tension-type, migraine, and cluster. Diagnosis is based on clinical presentation. Classification criteria were established by the International Headache Society. Distinguishing aspects of migraine include unilateral onset with associated anorexia and sometimes nausea and vomiting. The presence of a warning (aura) has also been described as a prodromal change in mood and is used as part of the diagnosis. The incidence of migraine depends on gender, age, and type. The lifetime prevalence of migraine has been estimated to be 8% with women having a prevalence of 25%. A one-year prevalence is 6% for men and 15% for women. In general, women have more migraines than men do, particularly with aura occurring most frequently in young adult life. The incidence of migraines from the Rochester, Minnesota population was 294 per 100,000 for women and 137 per 100,000 for men using data from 1979 to 1981. Between age five and puberty the incidence probably approximates 10% per year.
The incidence increases in females with the onset of menses. The peak age for women is between 20 and 24 years of age. The incidence returns to the male level at about the age of 40. In both women and men, incidence appears to decrease, beginning in the early 40s.

Prevalence of migraine headache may vary in populations and may be increasing. This could be due to varying definitions. Using the International Headache Society criteria, the prevalence of migraine in four population-based studies was from 13 to 15% in women and 4–6% in men. Data from Rochester, Minnesota showed an increased from 25.8 per 1000 to 41 per 1000 from 1981 to 1989 in both sexes combined.

While migraine was thought to occur more often in high socioeconomic groups, data from the American Migraine Society shows the opposite. Data from the National Health Interview Survey also showed the low socioeconomic and middle economic groups may have similar rates. Rates of clinically diagnosed migraine may be higher due to higher rates of physician diagnoses in the high socioeconomic population.

The risk of migraine may be familial but may be overestimated due to biases in ascertainment. The strongest evidence of a genetic association is from the higher concordance in monzygotic than in dizygotic twins. If genetic factors contribute to a person’s propensity for migraine, then other factors, usually environmental, are likely to play an important role in determining the occurrence and frequency. Risk factors for headache onset in women are related to menstrual flow or the use of oral contraceptives. Other factors include ingestion of some foods (those with tyramine, including chocolate and aged cheeses) or alcoholic beverages (red wines, particularly). Psychosocial characteristics also appear to be associated with headache occurrence. These include characteristics of perfectionism, inflexibility, and hypochondriasis, as well as propensity to anxiety and depression. Stress and psychosocial events may be important. The consequence is that migraine are not viewed as life-threatening but migraine may be associated with hypertension, atherosclerotic heart disease, and stroke.

In contrast to migraine are cluster headaches which occur in groups most often in the spring and fall. These occur more in men than women. Onset is also in midlife but later than migraine. The incidence is 15.6 per 100,000 for men and 4.0 per 100,000 for women. Smoking may be associated with cluster headaches but personality characteristics may also play a role. Cluster headache occurrence appears to be related to peptic ulcer occurrence as well as cancer-related deaths.

The cost of headaches is enormous. The restricted activity and disability, the use of medications, and the number of physician visits for diagnosis and treatment is large. Annual productivity lost due to migraine alone is estimated at $1 billion per year.

**NEUROTOXIC DISORDERS**

Classic heavy metal exposures and solvents have led to neurologic disorders. Occupational exposures have also been reported for acute neurological disease following exposure to industrial chemicals. Neurotoxic effects of organophosphorus insecticides include paralysis.

Implications of chemicals for chronic diseases are being evaluated. For Parkinson’s disease the relationship of 1-methyl-4-phenyl tetrahydropyridine (MPTP) to parkinsonism symptoms demonstrated the influence of acute ingestion. Similar compounds such as paraquat and rotenone have caused parkinsonism in animals. Pesticides have been observed in several human studies to be related to neurological symptoms. A meta-analysis found a combined odds ratio of 1.94 (CI = 1.49–2.53). Chemicals in herbicides, insecticides, alkylated phosphates, organochlorines, and wood preservatives have also demonstrated increased risk.

Alzheimer’s disease has been speculated to be potentially of neurotoxic origin but studies have not been conclusive. Chemicals implicated include aluminum, and solvents and electromagnetic fields. Further research is needed to provide evidence.

Amiotrophic lateral sclerosis (ALS) has been investigated particularly in the geographical cluster of the Western Pacific. Considerable research into the role of cycad derivatives and ALS has been done. Other studies have examined the association of heavy metals and ALS. Occupations with heavy metal exposure may be of higher risk. The role of agricultural chemicals has also been postulated because of a higher risk observed in farmers. Recently Persian Gulf War veterans were observed to have a higher rate of ALS. The source of the exposure is unknown.

**MULTIPLE SCLEROSIS**

Multiple sclerosis (MS) is one of the demyelinating diseases and is characterized by white matter lesions. Classification of MS is dependent on clinical criteria that feature multiple lesions in the CNS separated in multiple locations and symptomatic attacks. Clinical presentation occurs in midlife and is highly variable. The spectrum of MS ranges from benign disease to rapidly fatal cerebral demyelination. Symptoms include sensory, visual, and motor dysfunction. The disease is generally progressive and is characterized by clinical remissions and exacerbations. Diagnosis of MS has been aided by the use of MRI which may detect early lesions.

Onset of MS occurs between ages 15 and 65 years. The median ages at onset for cases identified in Rochester, Minnesota were 34 years for men and 32 years for women. Women had an incidence of 7.7 per 100,000, and 3.4 per 100,000 for men. MS shows a north-south geographical distribution. Another disease, which had a differential geographic pattern, was poliomyelitis. However with MS the northern hemisphere has distinct high risk zones. Prevalence increases as latitude increases. This has been observed in the United States and Europe. High-risk areas have prevalence rates of MS of greater than 50 per 100,000; low-risk areas have less than 5 per 100,000.

Studies among migrants suggest that persons who move from an area of high prevalence to one of low prevalence take on the risk level of their new environment. The country (latitude) and the age of migration appear to an important determinant in MS risk. Migration before early adolescence (before age of 15) shifts the risk to the new country. With migration after 15 years, the individual has the risk of the former country. Kurtzke in studies of the Faroe Islands, felt that a minimum exposure time of two years was necessary to confer susceptibility.

After 50 years of studying MS the causes are still unknown. The hypothesis is that gene and environmental factors for MS occurrence. Ethnic background may play a role since the highest rates are in areas populated by those with a northern European/Scandinavian background. Clusters and epidemics of MS have been reported. Clusters have been reported in Canada, Norway, and Florida. Epidemics have occurred in the Faroe Islands and in Iceland. No cases of MS were apparent before 1945. Since then cases have been reported with peaks in 1945, 1955, and 1965.

Infectious agents have been studied extensively, but no single agent has yet been identified. Measles virus and canine distemper virus has received the most attention. Case-control studies have demonstrated a relationship with dog ownership. Infection may also be related to immunologic changed to increase susceptibility. Ecological studies have shown associations with low temperature, plants, soil, industrialization, meat consumption, type of meats, and dairy foods. Other factors that have been investigated with conflicting results include trauma, and exposure to trace elements and heavy metals, such as zinc and lead. Cigarette smoking may exacerbate the MS symptoms. Studies have demonstrated an increased risk in long-term smokers.

A possible role for genetic factors in the etiology of MS has also been investigated. Caucasians of European descent are at highest risk. There has been familial aggregation of MS reported in several studies. Familial aggregation may be due to shared environment or genetic susceptibility. Twin studies have generally found a greater concordance for MS among monzygotic twins than among dizygotic twins. The risk to family members is low with 4% for siblings and
2–4% for children depending on gender. Since northern Europeans have a higher frequency of HLA-DR2, haplotype studies of HLA in MS have been the most consistent. Further candidate genes are peptidase transporter genes and genes encoding tumor necrosis factor. The incidence of MS may be increasing as reported in Rochester, Minnesota. Changes in diagnostic studies may lead to improved ascertainment but few longitudinal, population-based databases exist.

Survival is longer for women than men. Approximately 75% of MS patients will survive 25 years or more. The rate of progression and disability is variable. Many patients, even with progression, remain ambulatory for many years. There is currently no definitive therapy for MS that affects the ultimate course of the disease but steroid or ACTH therapy is used for acute exacerbations. Beta-interferon and azathioprine may be helpful in preventing relapses but data on rate of progression are inconclusive.

▶ STROKE

Stroke is as the third leading cause of death and a major cause of long-term disability in the United States. It is estimated from population studies that strokes occur in 500,000 new cases and 200,000 recurrent cases each year. The total prevalence of stroke is estimated to be 4.7 million people in the United States. Stroke costs approximately $51.2 billion every year for acute care and long-term consequences. Stroke has declined over the past 30 years and has slowed in the most recent decade. Blood pressure control has been responsible for most of the major decline. Hence, stroke incidence and mortality reduction still remain as one of the health targets for the U.S. population.

There has been a major recognition of stroke subtypes in classification, epidemiology and treatment. In the International Classification of Diseases, etiology, and pathology divides stroke into nine major groupings. Hemorrhagic stroke includes subarachnoid and intracerebral hemorrhage and well as other or unspecified intracranial hemorrhage. Ischemic stroke classification is based upon the location and duration of the occlusion. In addition, nonspecific categories of acute but ill-defined, and late effects of cerebrovascular disease are also used. New codes in ICD-10 were developed but the classification is similar. The comparability of ICD-9 and ICD-10 for cerebrovascular disease showed an increase by 6% for ICD-10 due to the inclusion of deaths from pneumonia secondary to stroke.

The further classification is based upon stroke etiology, that is, occlusive disease and embolic origin. Large vessel occlusive disease and small vessel disease have differential causation and prognosis. Nearly one-third of strokes are of embolic origin, small-vessel thrombotic comprise 20%, and large vessel at 31%. Hemorrhagic stroke accounts for the remainder at 17%. Stroke mortality differentially affects individuals by race and gender. The highest risk group is black males. In 2000, the rate for black males was 87.1, for black females it was 78.1, with white males at 58.6 and white females at 57.6. Hispanics and Asian/Pacific Islanders and American Indian/Alaskan Native groups have lower rates of stroke mortality. From 1990 to 2000, the stroke mortality rate fell 12.3%. However, the actual number of strokes rose by 9.9%. With the increasing number of persons 65 years and older, the number of stroke deaths will continue to increase.

There is a geographic variation in stroke. Mortality rates for stroke are higher in the southeast part of the United States. This is known as the stroke belt. Lowest rates are found in the mountain states. Differences may be due to risk factors such as hypertension and diabetes and suggested differences in access and type of care for stroke.

Stroke risk factors can be classified in terms of nonmodifiable risk factors and modifiable risk factors. Those not modifiable include age, gender, race, and family history. Nonmodifiable risk factors alert us to those populations that we can target for modifiable risk factors. Those modifiable risk factors include hypertension, smoking, diabetes, cardiac disease, hyperlipidemia, physical activity, obesity, nutrition, drug abuse, hormone therapy, inflammatory disease, and biomarkers of risk.

High blood pressure remains as the major modifiable risk factor for heart disease and stroke. The Multiple Risk Factor Intervention Trial (MRFIT) examined 350,000 men from 1973 to 1975 and followed for major fatal outcomes. An eightfold increased risk across systolic blood pressure (SBP) deciles and a fourfold risk for diastolic blood pressure (DBP) were observed. A comprehensive analysis of risk by blood pressure by MacMahon et al., showed that the associations of DBP with stroke demonstrated a “positive, continuous, and apparently independent association” which was consistent across all studies. Within the range of DBP (70–110 mm Hg), there was no evidence of any threshold. Approximately 50 million adults in the United States have high blood pressure. There has been an increase in the awareness of high blood pressure. The National High Blood Pressure Education Program began in 1972 and it has increased awareness of the importance of detection and control of blood pressure which has resulted in not only more hypertension control but also in the reduction of heart disease and stroke.

Stroke risk increases with cigarette smoking independent of hypertension or age. The general increase is nearly 40% for men and 60% for women. The risk for smokers of two packs per day is approximately twice that of smokers who smoke less than half a pack per day. Evidence suggests that smokers decrease their risk when they quit and is back at the risk of nonsmokers 5 years after quitting.

The risk for stroke is greater with the presence of diabetes. Studies have demonstrated a 1.5- to 3.0-fold increase in risk. Diabetes has been shown to be a consistent factor for atherothrombotic stroke. For hemorrhagic stroke the risk is reversed. Diabetics have age-adjusted stroke mortality and morbidity rates higher than nondiabetics. As evidence of the progression of atherosclerosis and increased risk for stroke, carotid stenosis is an important indicator. The risk of carotid disease was clearly demonstrated in the prospective follow-up of the North American Symptomatic Carotid Endarterectomy Trial (NASCET). The follow-up of patients with 70–99% stenosis demonstrated the risk of any ipsilateral stroke at three years was 28.3% for medically randomized arm and the combined disabling or fatal ipsilateral stroke risk was 14.0%. Over 80% of the first strokes were of large-artery origin. Clearly, the debate is what the magic cutoff for risk is and should patients be screened.

Cardiac disease and abnormalities including coronary artery disease, congestive heart failure, left ventricular hypertrophy, valvular heart disease, atrial fibrillation, and cardiac thrombosis increase the risk of stroke. In Rochester, Minnesota the relative risk estimate for stroke was 2.2 and in Framingham the magnitude was similar with 1.9 for men and 2.2 for women.

Atrial fibrillation affects close to 2 million individuals in the United States. Fifteen percent of the strokes occur in patients with atrial fibrillation. Data from Rochester, Minnesota indicated that atrial fibrillation has been increasing as a cause of ischemic stroke for both men and women and is independent of age.

Cerebral infarction from sickle cell disease may be preventable according to a randomized clinical trial (stroke prevention in sickle cell anemia) to evaluate the prevention of a first stroke in children with sickle cell disease. Regular red cell transfusions sufficient to reduce the percentage of Hb S gene product from over 90 to less than 30 of total hemoglobin was associated with a marked reduction in stroke. High plasma levels of lipids are an important modifiable risk factor for coronary heart disease. In the Atherosclerosis Risk in Communities (ARIC) study cohort in 505 subjects with clinical ischemic stroke, the analyses demonstrated weak and inconsistent associations with each of the five lipid factors. Only among women was high HDL cholesterol associated with decreased risk of stroke.

Overweight adults are a major epidemic and these adults are at an increased risk of developing numerous chronic diseases. In the women of the Nurses’ Health Study, and the men in the Health Professionals Follow-up Study, the risk of developing stroke increased with levels of overweight among both women and men.

In a study of stroke subtype, the incidence of ischemic stroke, hemorrhagic stroke (subarachnoid or intraparenchymal hemorrhage), and total stroke was examined in the Nurses Health Study. During
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16 years of follow-up, 866 total strokes (including 403 ischemic strokes and 269 hemorrhagic strokes) occurred. Women with increased BMI (≥27 kg/m²) had significantly increased risk of ischemic stroke, with relative risks of 1.75, for BMI of 27–28.9 kg/m²; 1.90 for BMI of 29–31.9 kg/m²; and 2.37 for BMI of 32 kg/m² or more. For hemorrhagic stroke there was a nonsignificant inverse relation between obesity and hemorrhagic stroke. Weight gain from age 18 years until 1976 was associated with an RR for ischemic stroke of 1.69 for a gain of 11–19.9 kg and 2.52 for a gain of 20 kg or more. Also weight change was not related to risk of hemorrhagic stroke.

Physical inactivity has been demonstrated to increase the risk of stroke two- to threefold. Recently, in a cohort study in Finland of 2011 men the risk of low cardiorespiratory fitness was evaluated with the maximum oxygen consumption. The relative risk was 3.2 for all strokes and 3.5 for ischemic stroke.

Another controversial risk factor has been the use of exogenous estrogens. Use of oral contraceptives has increased, and there is uncertainty about the stroke risk associated with their use. In case-control study techniques of women with ischemic stroke from four Melbourne hospitals, the current use of the oral contraceptives, in doses of < or = 50 µg estrogen, was not associated with an increased risk of ischemic stroke. In female members of the California Kaiser Permanente Medical Care Program, the odds ratio for ischemic stroke among current users of oral contraceptives, as compared with former users and women who had never used such drugs, was 1.18. The adjusted odds ratio for hemorrhagic stroke was 1.1. However with respect to the risk of hemorrhagic stroke, there was a positive interaction between the current use of oral contraceptives and smoking.

For postmenopausal estrogens the observational studies warranted prospective trials. The Women’s Health Initiative (WHI) trial of estrogen plus progestin was stopped early because of adverse effects, including an increased risk of stroke in the estrogen plus progestin group. For combined ischemic and hemorrhagic strokes, the intention-to-treat hazard ratio (HR) for estrogen plus progestin versus placebo was 1.31. The HR for ischemic strokes was 1.44 and for hemorrhagic stroke, 0.82. Excess risk of all stroke was apparent in all age groups, in all categories of baseline stroke risk, and in women with and without hypertension, prior history of cardiovascular disease (CVD), use of hormones, statins, or aspirin. Another randomized, double-blind, placebo-controlled trial of estrogen therapy was done in postmenopausal women who had recently had an ischemic stroke or transient ischemic attack. With a mean follow-up period of 2.8 years, the women in the estrogen group compared to placebo group showed no benefit (relative risk in the estradiol group, 1.1). The women who were randomly assigned to receive estrogen therapy had a higher risk of fatal stroke (relative risk, 2.9). This therapy was shown not to be effective for the primary or secondary prevention of cerebrovascular disease.

Epidemiologic evidence, animal studies, angiographic and ultrasound studies in humans, and a limited number of clinical trials suggest that vitamins C and E may be protective and that folate, B6 and B12, by lowering homocysteine levels, may reduce stroke incidences. Few population-based studies have examined the relationship between dietary intake of folate and risk of stroke. In the National Health and Nutrition Examination Survey I Epidemiologic Follow-up Study (NHEFS), dietary intake of folate was assessed at baseline using a 24-hour dietary recall. Incidence data for stroke over an average of 19 years of follow-up showed a relative risk of 0.79.

Although hypercoagulable states are most often associated with venous thrombosis, arterial thromboses are reported in protein S, protein C, and antithrombin III deficiencies, factor V Leiden and prothrombin gene mutations, hyperhomocysteinemia, dysfibrinogenemia, plasminogen deficiency, sickle cell disease, and antiphospholipid antibody syndrome. Antiphospholipid antibodies have been associated with increased stroke risk. In the Stroke Prevention in Young Women Study, a positive anticoagulant antibody and/or lupus anticoagulant was found in a greater proportion of cases. The findings support the importance of more research to determine the role of antiphospholipid antibodies as an independent risk factor for stroke.

The role of C-reactive protein (CRP) in stroke was observed in several studies to predict incident stroke independent of LDL cholesterol. Statins have also been shown to reduce CRP independent of lipid changes. In the Physicians’ Health Study of healthy middle-aged men and in the Women’s Health Study of healthy postmenopausal women, total cholesterol and CRP both predict incident myocardial infarction and only CRP predicts incident stroke. Similar findings have been found in the National Health and Nutrition Examination Survey (NHANES), the Leiden 85-Plus Study and the Framingham Heart Study. In the Framingham Heart Study, CRP was found to be a strong predictor of stroke even after adjustment for other risk factors. The plaque stabilization concept through anti-inflammatory mechanisms provides a working hypothesis as to why statins might reduce cerebrovascular risk.

Primary prevention includes modifying risk factors of lifestyle and behavior such as not smoking; diet such as fish, fruits, and vegetables; adequate physical exercise; limiting alcohol; and adhering to physician recommendations for screening, monitoring, and treating blood pressure, cholesterol, and diabetes (blood glucose). Secondary prevention requires intervention by the health-care provider, which includes hypertension treatment, cholesterol treatment, for example, statins, TIA treatment, antiplatelets, anticoagulation for atrial fibrillation and other cardiac sources, ACS treatment, and carotid endarterectomy.

Recently the Antihypertensive and Lipid-Lowering Treatment to Prevent Heart Attack Trial (ALLHAT) completed double-blind, active-controlled trials. The study enrolled 42,448 patients, >55 years old, with hypertension (systolic BP >140 mmHg and/or diastolic BP >90 mmHg) and at least one other coronary heart disease (CHD) risk factor. Treatment comparison was with the diuretic chlorthalidone and three other agents. The doxazosin treatment arm of the blood pressure-lowering component of the trial had a higher incidence of major CVD events compared to chlorthalidone. The doxazosin arm, compared with the chlorthalidone arm, had a higher risk of stroke (RR, 1.19). For lisinopril versus chlorthalidone, lisinopril had higher six-year rates of combined stroke (6.5% vs. 5.6%; RR, 1.15). Thiazide-type diuretics were found to be superior.

In a meta-analysis the odd ratios for differences in systolic pressure between group in 62,605 hypertensive patients. Compared with old drugs (diuretics and beta-blockers), calcium-channel blockers and angiotensin converting-enzyme inhibitors offered similar overall cardiovascular protection, but calcium-channel blockers provided more reduction in the risk of stroke (13.5%). All of the antihypertensive drugs had similar long-term efficacy and safety but calcium-channel blockers were more effective in stroke prevention.

The Scandinavian Simvastatin Survival Study demonstrated with 5.4 years of follow-up a significant change in stroke risk by lowering cholesterol of 3.4% versus 4.6% (p = 0.03). The study showed that a 28% risk reduction in stroke and TIA could be achieved. It was noted in the study that 55% of the subjects also were on aspirin. Another study, the Long-term Intervention with Pravastatin in Ischemic Disease (LIPID), demonstrated a similar result of 3.4% compared to 4.4%; a p-value of 0.02. The risk reduction of 24% was found in nonhemorrhagic strokes; 84% of the patients were also on aspirin. A meta-analysis of 12 trials comprising 182 strokes in the statin group and 248 in the placebo group demonstrated that stroke was reduced in all trials or secondary prevention trials. However, subgroup analysis indicated that no difference in primary prevention was evident.

Aspirin has been studied in a number of trials with differing dosages. A meta-analysis of 16 trials with a dosage ranging from 75 to 1500 mg/day was done. The hemorrhagic stroke rate was 26% or an increased risk of 12% was found. However the ischemic stroke rate of 1.7% was associated with a 39% risk reduction. Hence there was greater benefit than risk with aspirin use.

Anticoagulants have been evaluated in stroke prevention. For patients with atrial fibrillation, Warfarin reduces stroke by 68%. The
annual stroke rate reduced from 4.5 to 1.4% per year. However, there is a tendency for cardioembolic stroke to undergo hemorrhagic transformation. Also, patients under 60 years old with lone atrial fibrillation without other stroke risk factor were observed to not need warfarin. Surgical prevention of stroke was shown to be efficacious through the North American Symptomatic Carotid Endarterectomy Trial (NASCET).149-150 Patients less than 80 years old with a recent hemispheric TIA or nondisabling stroke and atherosclerotic lesion were included in the trial. Patients with a stroke from a cardioembolic source or uncontrollable hypertension or diabetes were not included. The average age was 66 years (range 35–80 years) and one-third of the subjects were women. Thirty-two percent had a prior stroke. Most risk for surgery was early with a 5.8% incidence of stroke or death. However, at two years the risk of ipsilateral stroke was reduced by 65% in patients with a >70% carotid stenosis. The European Carotid Surgery Trial (ECST), and the VA Cooperative Study (VACS) also demonstrated that carotid endarterectomy decreases stroke in symptomatic patients with high-grade extracranial carotid artery stenosis.150 The combined risk ratio estimate was 0.67 and found a similar benefit for men and women.

Carotid endarterectomy to reduce the incidence of cerebral infarction in patients with asymptomatic carotid artery stenosis was studied in a prospective, randomized, multicenter trial. Patients with asymptomatic carotid artery stenosis of 60% or greater reduction in diameter were randomized—and after a median follow-up of 2.7 years the aggregate risk over five years for ipsilateral stroke and any perioperative stroke or death was estimated to be 5.1% for surgical patients and 11.0% for patients treated medically. Stroke prevention requires then a combination or continuum risk factor assessment, modification and interventions. Modifiable risk factors such as blood pressure, cholesterol, blood sugar, body mass index, homocysteine, and smoking habits can be routinely done. Prescription and adherence of blood pressure medications, statins, and antiplatelets agents have been shown to be effective as secondary prevention methods. Surgical prevention by carotid endarterectomy has also proven to be effective but should be reserved for those with high-grade stenosis.151-155 Recent studies suggest that diet may be important. Animal fat and protein intake may increase risk. Antioxidants have demonstrated inconsistent results as a protective factor.155-160 Numerous studies have reported a lower risk of Parkinson’s disease among cigarette smokers. Various explanations for this observation have been proposed, but whether the inverse association between cigarette smoking and risk of Parkinson’s disease has biological significance or behavioral relationship remains controversial.155-161 Caffeine consumption may also be protective.162 The observation that drug abusers exposed to the meperidine derivative MPTP sometimes have a syndrome clinically indistinguishable from advanced Parkinson’s disease, as well as subsequent studies using animal models of MPTP toxicity, support the hypothesis that environmental exposures may be important in causing Parkinson’s disease.163-165 Parkinson’s disease remains an increasing problem with the advancing age of the population. The disease leads to progressive disability. Agents have demonstrated efficacy in limiting the symptoms and disability. The etiology has yet to be determined.

PARKINSON’S DISEASE

Parkinson’s disease is a progressive neurologic disorder with bradykinesia, resting tremor, rigidity, and postural reflex. The disorder is due to progressive loss of pigmented neurons associated with loss of dopamine. The onset is insidious, progression tends to be gradual, and the course of the disease is usually prolonged. Diagnosis is based on clinical criteria which have changed over time due to changes in clinical practice. Misdiagnosis with depression and multiple system involvement leads to variable case determinations. Parkinson’s disease may occur with dementia in 10–25% of cases.155 Incidence rates for Parkinson’s disease are varied and reported to range from 4 to 20 per 100,000. In Rochester, Minnesota the incidence was 20.5 per 100,000 and in a study in northern Manhattan the rate was 13 per 100,000.152,153 The incidence rate increases with age, with the highest rates in 70 to 79-year-olds. Prevalence of Parkinson’s disease has varied widely with the range from 31.4 to 347 per 100,000.144 Differences in case ascertainment using clinical, drug usage, and survey data may account for this variation. There has been little change in the age-adjusted incidence in Parkinson’s disease over time but with increasing age and survival the number of affected individuals is likely to increase.

Parkinsonism may be a direct result from exposure to toxins (e.g., carbon monoxide or manganese), drugs (e.g., phenothiazides), organic or traumatic lesions of the brain, or tumors.148 Arteriosclerosis, when present, is most likely a concurrent disease rather than a subtype of parkinsonism. Postencephalitic parkinsonism is well recognized but accounts for a relatively small and decreasing proportion of all prevalent cases. However, the cause of most cases of Parkinson’s disease remains obscure. Age is a known risk factor because the occurrence is dependent upon the loss of neurons, which indicates a chronic onset. Whether or not men or women are at greater risk is difficult to establish. Population studies have suggested men are at higher risk but the prevalence may be higher in women due to their longer survival.

The debate of genetic predisposition versus environmental exposure is unresolved. Several studies of familial aggregation suggest that a positive family history of Parkinson’s disease is present in 16 to 41% of idiopathic cases. Pure genetic forms may account for 10–15% cases. Twin studies do not show a relationship with clinical Parkinson’s disease or f-dopa uptake analysis.156 Environmental exposures are suggested through variations in the geographic distribution of the disease and by associations from analytical studies.155 Parkinson’s disease incidence is higher in Europe and North America.155 With population studies, the rates are higher for whites and Hispanics than blacks; however, the door-to-door survey in Copiah County, Mississippi found no difference in rates.157 A difference in clinical diagnosis of Parkinson’s disease may play a role in this relationship.

Etiological studies using a variety of case ascertainment methods have suggested that rural residence, farming, well-water drinking, and herbicide/pesticide exposure are related to Parkinson’s disease.155 Infectious agents have been evaluated, particularly focusing on the epidemic of 1918. However no agents or relationships have been found. Coronavirus titers have been found to be elevated in Parkinson’s patients which may indicate an animal exposure. Other factors that have been suggested but unproven include head trauma and emotional stress.157,158 Recent studies suggest that diet may be important. Animal fat and protein intake may increase risk. Antioxidants have demonstrated inconsistent results as a protective factor.159-160 Numerous studies have reported a lower risk of Parkinson’s disease among cigarette smokers. Various explanations for this observation have been proposed, but whether the inverse association between cigarette smoking and risk of Parkinson’s disease has biological significance or behavioral relationship remains controversial.155-161 Caffeine consumption may also be protective.162 The observation that drug abusers exposed to the meperidine derivative MPTP sometimes have a syndrome clinically indistinguishable from advanced Parkinson’s disease, as well as subsequent studies using animal models of MPTP toxicity, support the hypothesis that environmental exposures may be important in causing Parkinson’s disease.163-165 Parkinson’s disease remains an increasing problem with the advancing age of the population. The disease leads to progressive disability. Agents have demonstrated efficacy in limiting the symptoms and disability. The etiology has yet to be determined.

DEMENTIAS

Dementia is a relatively heterogeneous clinical syndrome characterized by a decline in intellectual functioning such as memory, reasoning, judgment, calculation, abstraction, and language. In addition to the decline in cognitive abilities, there are clear decrements in everyday functioning such as activities of daily living and social activities. The diagnosis of dementia requires that there be no coexisting disturbances of consciousness166 or any other acute conditions or situations that preclude clinical or psychological evaluation of cognitive performance. There is no universal agreement on the criteria for the dementia syndrome, but several useful published criteria exist in the International Classification of Diseases and elsewhere.166-168 The dementia syndrome has many known causes, including a variety of concurrent neurologic diseases, medications, and toxic environmental exposures;168 some dementia patients with defined environmental or anatomic causes may have their syndromes at least partially
reversible. However, it is generally felt that over half of clinical dementia cases are due to Alzheimer’s disease (AD), with the next most common causes being related to cerebrovascular disease and Parkinson’s disease. Human immunodeficiency virus is neurotropic, and an AIDS-related dementia syndrome has been identified as the most common neurologic complication of this disease. However, AIDS is associated with increased risk of other important central nervous system conditions, some of which may have dementia-like clinical features, and the differential diagnostic possibilities must be kept in mind.

The epidemiology of the dementias and AD suggests that they are an important and growing public health problem, particularly among older persons. While community surveys of the prevalence and incidence of dementia and AD can be methodologically challenging, it appears that the prevalence of dementia in persons 65 years and older residing in the community may be as high as 40–50%.

The prevalence of dementia has been found to double every five years of age from age 3–70. Accurate geographically-based prevention strategy. Possible preventive effects of exogenous aluminum exposure, but few have received consensual agreement as cultural factors and environmental factors. Several putative risk factors with three genes (APP, PS1, and PS2) in familial and APO E4 in nonfamilial AD is an important advance but not yet confirmed. Focusing on risk factors for cardiovascular and cerebrovascular disease may lessen the risk for multi-infarct dementia.

► CONCLUSION

The changing incidence of neurological conditions is in part changing diagnosis and classification. The increasing prevalence of chronic neurological conditions is due to the aging of the population, effective treatments, and longer survival. New problems such as the spread of WNV or the zoonotic spread of CJD have increased the need for surveillance, prevention, and health care. This has profound impacts on the magnitude of disability and impairment in the population and will have more as the number of people with chronic conditions increase. There are still many neurological conditions that public health screening or prevention await further research. The existing findings of genetic predisposition aided with environment interaction studies are important for future research in determining causation and risk. The need for public health and clinical services will continue to grow as the neurological disease burden increases.
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Disabling Visual Disorders
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Although the prevalence of blindness worldwide is not precisely known, new global estimates from 2002 World Health Organization (WHO) show at least 37 million people are blind and another 124 million people have low vision. This figure is based on the standard international definition of blindness: a visual acuity (VA) of less than 3/60 or corresponding visual field loss in the better eye with best possible correction, and a VA of ≤6/18 (but greater than 3/60 or a field loss of less than 20%) constituting “low vision.” Because of the essential nature of vision for most endeavors, the frequency of blindness also reflects a global loss in disability-adjusted life years, and is considered by WHO to be a key barrier to development worldwide. The causes of blindness and visual loss, most preventable through primary intervention or secondary therapy, include a small core of major diseases including: cataract (47.8%), glaucoma (12.3%), diabetic retinopathy (4.8%), macular degeneration (8.7%), trachoma (3.6%), onchocerciasis (0.8%), and corneal opacities (5.1%) (Fig. 68-1). However, the fraction of the blindness burden for each disease differs substantially from region to region (Fig. 68-2).

The total disease burden of blindness varies along a variety of demographic factors. First, blindness rates vary geographically (Fig. 68-3) with the largest impact occurring in regions least able to afford the loss in human resources or address economic costs of treatment. More than 90% of the world’s visually impaired are found in developing countries. Furthermore, WHO estimates that some 75% of all worldwide blindness is avoidable through prevention or treatment. Age also remains the primary risk factor associated with most blinding disorders, regardless of etiology (Fig. 68-3) with more than 82% of all blindness occurring in the 50+ age group (though they constitute only 19% of the world population). This age-related distribution has been further deepened by an aging world where populations over 50 years of age increased by 30% (versus an overall population increase of 18.5%) from the last global blindness estimates of 1990. Indeed, that the blindness rate remained stable despite the aging effect over this time (38 million estimated blind in 1990) signifies a lower than projected blindness rate (With age increases the projection was 52 million blind in 2002.). This decrease has been attributed to a variety of factors, including increase in public awareness and accessibility of services, to successful elimination efforts for blindness in Gambia, India, Morocco, Nepal, Sri Lanka, Thailand, and other nations with previously high endemic blindness rates. Finally, blindness and visual impairment are unequally distributed between men and women, with females having a significantly higher risk of visual impairment (a female:male ratio ranging from 1.5 to 2.2 worldwide).1

Some visual disorders, while not major causes of blindness worldwide, represent significant medical cost, and, without treatment, significant loss of daily life functions, as in the case of uncorrected refractive error. Another area of public health interest among the less-blinding disorders is international emphasis on screening children for amblyopia, treatable only in childhood. Minor visual complications may also characterize populations at increased risk for developing blinding visual diseases; for example, myopes are at increased risk for retinal detachments and glaucoma.

Major recent research has provided new insights into causes, risk factors, and treatments of most visual disorders. This research reinforces the need for multidisciplinary, and often development-oriented, consideration and intervention in the area of visual health. The need for sufficient and appropriate data to make such policy decisions has generated new methodologies for measurement, such as WHO programs that use a standardized method of low-cost, small-scale field surveys to provide more reliable blindness data than were previously available. These new research approaches are even more crucial as more diseases are found to have multifactorial causes, and the traditional areas of public health interest, such as health behavior patterns (smoking and cataracts or age-related macular degeneration [AMD]), nutrition (vitamin A and xerophthalmia, antioxidants and AMD), and education (trachoma and public health education), are drawn into the circle of causation for blinding disorders.

This chapter emphasizes and reviews the major causes of blindness worldwide as well as other important visual disorders, notes risk factors where information is available, and suggests the most important clinical and public health interventions to control these conditions.

► Cataract

Unoperated cataract is the main cause of visual loss globally, with 20 million people currently estimated to have severely reduced vision (3/60 or worse) as a result of cataracts. With current global aging rates, and the prevalence of cataract doubling with each decade of age after 40 years, this number is expected to reach 40 million by 2020. Primarily a disease of aging, cataract describes the opacification of the lens of the eye. This gradually blinding process is associated in its most common form (“senile cataracts”) with an increase in the weight and thickness of the lens and a decrease in accommodation as new layers of cortical fibers are laid down, hardening the lens nucleus. While not subject to primary prevention in most cases, effective surgery for the removal of the lens and its replacement have been developed and dramatically refined. The most desirable treatment is now phacoemulsification, removal of cataract tissue, of the lens. The international lack of access to trained ophthalmologists and issues of surgical cost, however, leave the statistics of blindness from cataract high, despite this effective treatment. Issues of education and cultural acceptance have complicated efforts to increase access to care, with studies in Nepal and Kenya reporting that even with free surgery and transport use rates from 70% to below 60% occurred.2 In wealthier nations, with greater access to both surgery and information, the demand for cataract surgery has now extended to portions of the population who would not even be considered visually reduced elsewhere.
studies have not found a definitive relationship. While studies of vitamin therapy are not yet complete, the main preventive measures remain decreasing UV-B exposure and smoking cessation.

Current international focus is on the development of low-cost intraocular lenses, sutures, and other equipment used in cataract surgery, as well as the training of human resources for surgery in many of the world’s least developed countries, which carry high disease burdens. The importance of this human resource increase is exemplified in Africa where there is only about 1 ophthalmologist per 1 million people. Regular ophthalmologic examinations are necessary for proper identification of cataracts and eventual surgery.

**GLAUCOMA**

While glaucoma is considered with some certainty to be the second leading cause of blindness worldwide behind cataracts, the estimated disease burden of 6.7 million cases expected worldwide by 2000 proved an underestimate, and current estimates are subject to controversy. This is due in no small part to the persistent lack of an accessible inexpensive consistent screening test and system. Demography-based models however, suggest a rate of around 9.3 million people having some type of bilateral glaucoma blindness. Eighty-five percent of patients affected by glaucoma are in the developing world. The total numbers affected by glaucoma are split between primary angle closure glaucoma (PACG) and primary open angle glaucoma (POAG). The overwhelming majority of cases of PACG are in Asia and Asian-descent populations, while POAG is distributed throughout the world, with high rates in populations of African-descent. The rate of occult glaucoma is roughly equal to that of detected disease even in developed nations, making it a further public health challenge.

Like cataract and AMD, glaucoma is predominantly a disease of aging, with prevalence rates increasing dramatically over the age of 65, making it another of the visual disorders being affected by the graying of the world’s population. Although in the past elevated intraocular pressure (IOP) was considered the cause and part of the definitive diagnosis of the disease, it is now accepted that elevated IOP may be associated with as little as 10% of POAG. The characteristic visual field loss that describes glaucoma has remained constant, however, for over a century, with progressive damage of optic nerve fibers causing a loss of vision from peripheral to central vision in a spiraling pattern. This damage is related to changes in vascular perfusion of the optic nerve head and is worsened by elevated IOP. Progression of the disease can be prevented in many cases by trabeculectomy or topical drug treatments, which lower IOP. However, patients often, especially in the developing world, do not present for treatment until substantial permanent visual loss has already occurred. Clearly glaucoma is a prime target for early intervention measures; unfortunately, making an early diagnosis is problematic, especially when characteristic field loss, often not noticeable until 80% or more of the optic nerve is permanently damaged, is now


Although cataract development is predominantly associated with age, in developing nations it often occurs earlier in life: India reports average age of development for visually significant cataracts to occur some 14 years earlier than in the United States with 82% of Indians ages 75–83 with visually significant cataract or aphakia versus 46% in the United States at the same age. Outside of the primary risk factor of age, some environmental, physical, and nutritional risks have also been associated with earlier onset or progression of cataracts. These include exposure to UV-B light, diabetes, high blood pressure, corticosteroid therapy, smoking, alcohol, protein energy malnutrition, and dehydration. These last two risk factors may indicate an antioxidant relationship with cataracts and suggest that studies in antioxidants may implicate dietary protective factors, but

![Figure 68-2. Visual impairment by region. (Source: WHO Fact Sheet N°282, November 2004.)](image)

Global estimate of visual impairment, by WHO region (millions), 2002:

<table>
<thead>
<tr>
<th>Region of the Americas</th>
<th>African region</th>
<th>Eastern Mediterranean region</th>
<th>European region</th>
<th>South-East Asia region</th>
<th>Western Pacific region</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Population</td>
<td>672.2</td>
<td>852.6</td>
<td>502.8</td>
<td>877.9</td>
<td>1590.8</td>
<td>1717.5</td>
</tr>
<tr>
<td># of blind people</td>
<td>6.8</td>
<td>2.4</td>
<td>4</td>
<td>2.7</td>
<td>11.6</td>
<td>9.3</td>
</tr>
<tr>
<td>% of total blind</td>
<td>18%</td>
<td>7%</td>
<td>11%</td>
<td>7%</td>
<td>32%</td>
<td>25%</td>
</tr>
<tr>
<td># with low vision</td>
<td>20</td>
<td>13.1</td>
<td>12.4</td>
<td>12.8</td>
<td>33.5</td>
<td>32.5</td>
</tr>
<tr>
<td># with visual impairment</td>
<td>26.8</td>
<td>15.5</td>
<td>16.5</td>
<td>15.5</td>
<td>45.1</td>
<td>41.8</td>
</tr>
</tbody>
</table>
considered the definitive diagnostic tool. Other measurements of optic nerve head signs, such as cup-to-disc ratios, cup asymmetry, and splinter hemorrhages, although useful supplemental information, lack both sensitivity and specificity. These complications in addressing glaucoma have led to it being left off of the systematic goals for the VISION 2020 plans of WHO for the time being.

While epidemiologic studies of POAG are limited by their differing disease definitions, small sample sizes, and questionable sampling methods, they suggest a number of risk factors for the development of POAG, with or without elevated IOP (sometimes called “normal or low-tension glaucoma”). Age is the most constant risk factor, with the incidence over 60 years being seven times that of the under 40 age group. Race is another factor, with the risk for blacks shown to be four times greater than that for whites in both the United States and United Kingdom, and with most glaucoma in blacks occurring at a younger age. Family history of glaucoma is also a risk factor, with approximately 13–26% of cases having a genetic component. Other putative risk factors include diabetes (via increased IOP); myopia; hypertension; inconsistent associations with modifiable risk factors including smoking and an atherosclerotic diet; and protective effects from vitamin B12, ω-3 fatty acid, magnesium, and exercise.5 Glaucoma is a serious public health challenge, as efforts center on identifying causes that may help prevent the disease as well as developing more useful public health policy. Stargardt macular dystrophy is the most common macular dystrophy with a prevalence of about 1 in 10,000, and known to be caused by the ABCA4 gene. Animal models raise the possibility of deleterious effects of high dose vitamin A supplements and the potential role of excess sunlight exposure.6 Thus, while no clinical trials yet exist, patient counseling includes avoidance of ubiquitous “eye health” supplements with vitamin A, and recommendation of good UV light eye protection. Then, patients with all forms of macular dystrophies respond well to low vision rehabilitation. Most individuals have small, well-defined central scotomas with healthy paracentral and peripheral vision facilitating their rehabilitation with low vision devices. Finally, genetic counseling for families with inherited retinal diseases is necessary to educate them regarding the risk of disease in further children.

**MACULAR DEGENERATIONS AND DYSTROPHIES**

A wide spectrum of macular disease contributes significantly to blindness in the United States and worldwide, encompassing known hereditary dystrophies and multifactorial degenerations such as age related macular degeneration. Without accurate understanding of the disease process, primary intervention may be misguided and ineffective.

Recent progress in molecular genetics has allowed many hereditary macular dystrophies to be mapped, and in many instances, the specific gene causing the disease has been defined. While no definitive treatments for macular dystrophies exist, identification of the underlying gene and its function has provided insight into specific disease processes. For instance, Stargardt macular dystrophy is the disease studied and likely multifactorial. Proposed mechanisms have included oxidant stress and atherosclerosis7 with reported risk factors including age, sex, family history, iris color, cardiovascular disease, body mass index,12 smoking, light exposure, and nutritional deficiency in antioxidants and zinc.13 Many of these risk factors are defined by population-based studies and, depending on the study, have variable validity. For instance, sun exposure and iris color were not found to be risk factors by the genetics factors in AMD study group.14

![Prevalence of blindness](Image)

**Age-Related Macular Degeneration**

AMD is the leading cause of blindness for people older than 65 years in the United States, Western Europe, and Australia (representing roughly 50% of all blindness by cause in these regions). AMD is defined by diffuse morphologic changes at the level of the retinal pigment epithelium (RPE).1 Patients experience central vision loss through atrophy of the RPE and retina or due to the development of choroidal neovascularization (CNV). Although no incidence rates are available for AMD, studies in the U.S. population have reported prevalences ranging from 6.4 to 16% in the elderly and rates of nearly 20% in the most old.2,3 It is believed that the number of advanced AMD cases in the United States will be 7.5 million by the year 2030, up from 2.7 million in 1973.3 The Age Related Eye Disease Study (AREDS) estimated that there are 8 million people at risk for progressing to advanced AMD.9 The pathophysiology of macular degeneration is poorly understood and likely multifactorial. Proposed mechanisms have included oxidant stress and atherosclerosis7 with reported risk factors including age, sex, family history, iris color, cardiovascular disease, body mass index,12 smoking, light exposure, and nutritional deficiency in antioxidants and zinc.13 Many of these risk factors are defined by population-based studies and, depending on the study, have variable validity. For instance, sun exposure and iris color were not found to be risk factors by the genetics factors in AMD study group.14

**Figure 68-3. Geography of blindness** (Source: Available at http://www.who.int/blindness/data_maps/blindness.jpg. WHO maps and information website.)
However, other factors, specifically smoking, continue to be validated by follow-up studies. Thornton et al. reviewed the smoking association and found that 17 studies of various designs showed a strong association while five studies found no correlation. Subsequent to that study, the Genetics Factors in AMD study showed an increasing risk with rising pack years of smoking so that by 40-pack years, risk for both geographic atrophy and CNV formation was significantly increased. Cessation of smoking reduced risk of AMD and required more than 20 years to approximate the risk of nonsmokers. Cardiovascular risk factors, such as C-reactive protein, IL-6 and homocysteine also continue to be validated by multiple centers. Recent advances have also implicated inflammation and the immune system in the pathogenesis of AMD. A single polymorphism in the complement factor H gene, Tyr402His has been associated with as much as 43–50% AMD cases. This single nucleotide polymorphism may confer susceptibility to AMD both for geographic atrophy and CNV development. Patients homozygous for this polymorphism were found to be 6.3 times more at risk than patients with the “wild type” sequence and the risk was highest for homozygous smokers.

The AREDS demonstrated clear preventative benefit to the use of antioxidants and zinc in AMD. This study showed a 19% reduction in progression of patients with intermediate AMD to advanced AMD that was defined by clear vision affecting changes. While previous studies examining the role of micronutrient supplementation were equivocal, the AREDS shifted patient counseling to actively promoting vitamin supplementation to patients at risk. When considering the population at risk of 8 million Americans, over 300,000 people taking these antioxidants would be prevented from progressing to advanced AMD and associated vision loss in the next five years. The economic public health effect is illustrated by a similar model demonstrating a savings of 5.6 billion Canadian dollars when considering just photodynamic therapy as a treatment, let alone the current and future pharmacologic agents such as pegaptanib and ranibizumab. The authors suggest that these savings could be magnified tenfold in the United States due to currency and population. Lutein supplementation has also been suggested as a means of slowing the progression of geographic atrophy as well. Other dietary risk factors associated with atherosclerosis and high body mass index, such as dietary fat, also appear to carry increased risk for AMD. Thus, dietary modification is a strategy for primary prevention of AMD.

Finally, smoking cessation is strongly recommended from the standpoint of AMD risk reduction as well. Treatment of AMD currently focuses on neovascularization associated with AMD. Initially, treatment only involved thermal photocoagulation of CNV. The efficacy of laser was demonstrated to prevent further vision loss through the multicenter macular photocoagulation studies (MPS). Photodynamic therapy (PDT) and intravitreal pharmacologic agents such as pegaptanib and ranibizumab. The authors suggest that these savings could be magnified tenfold in the United States due to currency and population. Lutein supplementation has also been suggested as a means of slowing the progression of geographic atrophy as well. Other dietary risk factors associated with atherosclerosis and high body mass index, such as dietary fat, also appear to carry increased risk for AMD. Thus, dietary modification is a strategy for primary prevention of AMD.

The AREDS demonstrated clear preventative benefit to the use of antioxidants and zinc in AMD. This study showed a 19% reduction in progression of patients with intermediate AMD to advanced AMD that was defined by clear vision affecting changes. While previous studies examining the role of micronutrient supplementation were equivocal, the AREDS shifted patient counseling to actively promoting vitamin supplementation to patients at risk. When considering the population at risk of 8 million Americans, over 300,000 people taking these antioxidants would be prevented from progressing to advanced AMD and associated vision loss in the next five years. The economic public health effect is illustrated by a similar model demonstrating a savings of 5.6 billion Canadian dollars when considering just photodynamic therapy as a treatment, let alone the current and future pharmacologic agents such as pegaptanib and ranibizumab. The authors suggest that these savings could be magnified tenfold in the United States due to currency and population. Lutein supplementation has also been suggested as a means of slowing the progression of geographic atrophy as well. Other dietary risk factors associated with atherosclerosis and high body mass index, such as dietary fat, also appear to carry increased risk for AMD. Thus, dietary modification is a strategy for primary prevention of AMD.

Finally, smoking cessation is strongly recommended from the standpoint of AMD risk reduction as well. Treatment of AMD currently focuses on neovascularization associated with AMD. Initially, treatment only involved thermal photocoagulation of CNV. The efficacy of laser was demonstrated to prevent further vision loss through the multicenter macular photocoagulation studies (MPS). Photodynamic therapy (PDT) and intravitreal pharmacologic agents such as pegaptanib (Macugen) now also are used to treat CNV from AMD. The pharmacologic agents target vascular endothelial growth factor (VEGF) and its role in AMD. At best, however, current treatment strategies tend only to stabilize vision with only a small fraction of patients experiencing substantial improvement in their central vision. Future medications include the use of ranibizumab (Lucentis) and bevacizumab (Avastin). Early case series as well as a double blinded multicenter trial raise the possibility of vision improvement for patients with choroidal neovascularization.

The comparison of ranibizumab and bevacizumab raises economic and ethical issues given the initial use of bevacizumab for AMD as an “off label” approach and the significant difference in cost between these agents. Currently, however, low vision management plays a key role in the care of patients with AMD. It will likely continue to maintain its place in the care of AMD patients despite recent pharmacologic advances.

Other Macular Conditions associated with Central Vision Loss

Other conditions known to be associated with CNV in the macular include presumed ocular histoplasmosis, pathologic myopia, angiod streaks, and idiopathic causes. AREDS recommended supplementation has not been examined regarding risk reduction in these conditions. Treatment of CNV in these conditions tends to parallel AMD and includes thermal ablation, once again evaluated in the MPS series of studies, PDT, anti-VEGF medications and thermal photocoagulation. Another clinical trial known as the subfoveal surgical trials (SST), also evaluated the efficacy of subfoveal surgery for conditions with CNV. The SST showed no benefit comparing surgical removal of CNV due to histoplasmosis or idiopathic causes to observation. There was a marginal benefit shown evaluating quality of life factors between surgical patients and those randomized to observation.

RETINAL VASCULAR DISEASE

Diabetic retinopathy is the leading cause of blindness in the United States among individuals 20–64 years old, accounting for 12% of all new cases of blindness each year. This retinal vascular disease causes visual morbidity through the proliferation of neovascular fronds and the development of macular edema. There are roughly 700,000 Americans with proliferative retinopathy and more than 500,000 with macular edema.

Primary prevention of diabetic retinopathy is based on good diabetic and hypertensive control. The Diabetes Control and Complications Trial (DCCT) demonstrated a 60% reduction in the risk of retinopathy with intensive control (versus standard treatment) of insulin-dependent diabetes mellitus (IDDM). After 3.5 years, the risk of progression was more than 5 times lower with intensive control. The results of the DCCT indicate that careful control of blood sugars in all diabetics will retard the onset of diabetic retinopathy. The UKPDS, further demonstrated that lowering the glycosylated hemoglobin just one point resulted in a significant reduction of intervention. Screening for the presence of diabetic retinopathy is a very important first step to secondary management, and guidelines have been established for both IDDM and non-insulin–dependent diabetes mellitus (NIDDM) patients. One study showed that only 40–45% patients with diabetes mellitus were appropriately screened and of those patients, 11% required treatment for diabetic retinopathy.

Treatment of diabetic retinopathy has been guided by a series of well-designed multicenter trials. Initial studies demonstrated that panretinal photocoagulation reduced the risk of severe visual loss by greater than 50% over no treatment. Later multicenter trials established firm definitions and guidelines for the treatment of clinically significant diabetic macular edema. Focal photocoagulation reduced visual loss from diabetic macular edema by about 50% as well.

The second most common retinal vascular disease involves retinal vein occlusion. Risk factors for retinal vein occlusion include hypertension, cardiovascular disease, diabetes mellitus, increasing age, and glaucoma. Patients with a 677 C-T mutation in the methylenetetrahydrofolate reductase gene (MTHFR) were thought to have an increased risk of thromboembolic events. However, more recent studies show that this relationship is more related to total serum homocysteine and low folate levels. Regardless, patients with multiple thromboembolic events, including BRVOs and CRVOs should be screened for low folate levels and high serum homocysteine.

Folate supplementation in these instances may reduce the risk for further events.

Branch retinal vein occlusion (BRVO) causes decreased vision primarily by cystoid macular edema, neovascularization, and ischemia. Focal photocoagulation for macular edema resulted in 65% gains in visual acuity among treated patients. Scatter laser photocoagulation was found to lower the risk of vitreous hemorrhage following the development of neovascularization. Central retinal vein occlusion, however, did not demonstrate benefit for macular edema following focal photocoagulation, though panretinal photocoagulation was an effective means of treatment for iris and angle neovascularization following an ischemic CRVO. Treatment at this stage prevents further progression to neovascular glaucoma and potentially, the loss of the eye.

Retinal vascular disease is a common cause of visual morbidity in the United States and worldwide. Because risk factors involve systemic
disease, prevention of major retinal vascular disease involves control of these systemic diseases. Large multicenter trials have studied and established the management of these diseases following their development.

**TRACHOMA**

Responsible for 5.9–8 million cases blindness worldwide, trachoma, unlike the above visual disorders, is an infectious disease, concentrated in poor and rural areas of the world, with the highest burden among women and children. While no longer a leading cause of blindness worldwide (Trachoma represented some 15% of global blindness as recently as 1990), it remains the leading infectious cause. Its cost, given its early effects in children, is estimated at US$ 2.9 billion a year in productivity loss.44

*Chlamydia trachomatis*, the causative microorganism, and eye-seeking flies, the vector of transmission, are endemic in Central America, Brazil, Africa, the Eastern Mediterranean, and several Asian nations. *C. trachomatis* causes an inflammation in the eye, resulting in the formation of follicles in the conjunctiva which scar the eyelid until it turns inwards with the lashes rubbing the eye, gradually leading to blindness. This process can be halted at the primary level by the improvement of living standards and hygiene in endemic areas, as proper face-washing with clean water is protective. This control may be supplemented by the new availability of the long-acting azithromycin as an effective but extremely expensive treatment and by surgery on undetected lids to prevent progression to blindness. This combination of strategies has been labeled “SAFE” (surgery, antibiotics, face-washing, and environmental improvement) and implementation of control efforts in the last decade have reduced rates in such counties as Morocco by 90%, giving encouragement to other regions in the possibilities for eradication of a disease which is considered one of the world’s oldest known infectious diseases, having been described by the ancient Egyptians.45 Nevertheless, 50 years of global public health efforts to eradicate trachoma has emphasized that, without improvement in the sanitation, water, population densities, economies, and attention to literacy and cultural appropriateness in public education programs, secondary interventions will not be successful in completely controlling the disease.

**ONCHOCERCIASIS**

In endemic regions of Africa, the Arabian Peninsula, and the Americas, onchocerciasis, or “river blindness,” is the second leading infectious cause of blindness. Of those currently infected, approximately 99% are in Africa. While the dermatologic effects of onchocerciasis are more common among the infected (6 million people), the blindness is nevertheless an important issue in visual health.1 The disease, caused by the parasite *Onchocerca volvulus*, is spread by the black fly population in endemic areas, and the intensity of infection is the best indicator of risk for developing blindness. Unfortunately, onchocerciasis is a public health example where development projects have assisted in the proliferation of the disease by increasing vector breeding sites (near fast-flowing rivers or streams). Current international efforts at eradication are focused on both controlling the vector and the use of a recently developed suppressive drug, ivermectin, which is being distributed with WHO efforts. Based on past experience with problems of access, understanding of the disease, and cultural appropriateness of development projects, these efforts are now targeted at developing local initiatives and community-based prevention plans.

**XEROPHTHALMIA**

The leading cause of blindness in children worldwide is now cornea scarring primarily from blinding malnutrition, also known as xerophthalmia, resulting from vitamin A deficiency. A difficulty in estimating consistent rates and impact comes from a high rate of mortality from malnutrition and measles within this category of children.46 Other children show primarily signs of clinical xerophthalmia, from eye dryness to ulceration. In this case, the micronutrient deficiency leads to irreversible blindness in the young. Current recommendations include exclusive breast-feeding for the first 4–6 months of life and complementing diets with food items high in vitamin A. Preventive interventions include programs to distribute high doses of vitamin A to infants and children in areas with high rates of micronutrient deficiency. In the case of xerophthalmia, the nutritional deficiency leading to blindness also represents an increased risk for other childhood illnesses and mortality.

**AIDS AND THE EYE**

AIDS is an increasing world health problem, and more than 200,000 individuals are affected by it in the United States. Because of its overall increasing prevalence, it has also become a significant cause of visual morbidity. Between 40 and 70% of all AIDS patients exhibit ocular disease, and postmortem examinations have found evidence of ocular disease in greater than 95% of cases.44 AIDS may involve the eye directly by causing a microangiopathy, characterized by the presence of cotton wool spots, or by opportunistic infection, or neoplastic and neuro-ophthalmologic manifestations. Anterior segment manifestations include common diseases, such as molluscum contagiosum, as well as rare diseases, such as microporoidal keratitis and Kaposi’s sarcoma. The most common posterior segment opportunistic infection is cytomegalovirus (CMV) retinitis. It affects between 5 and 40% of AIDS patients. CMV rarely causes retinal disease unless the CD4 count falls below 50 cells/mm³; CMV viral load also has been found to play a key role in predicting CMV retinitis. Initially, CMV retinitis may be asymptomatic or present with trivial symptoms. Hence, screening this population is important to identify patients requiring initiation of therapy. Antivirals for CMV have been shown in the studies for ocular complications of AIDS (SOCA) to prolong the life of AIDS patients. Finally, CMV retinitis predisposes patients to retinal detachments, even as the retinitis itself goes into remission. The incidence of CMV retinitis—associated retinal detachment is 24% at one year. Highly active antiretroviral therapy (HAART) strategies have allowed recovery of patients CD4 counts. For patients with CMV retinitis in remission, maintenance therapy is continued to prevent reactivation of CMV retinitis. Once the CD4 count of a patient recovers, however, maintenance therapy can safely be discontinued. However, the HAART strategy has introduced a new condition to these patients as their immune system recovers known as immune recovery uveitis.49 In the era of HAART, CMV viral load has become more predictive of mortality and quality of life.50 Thus, shifting efficacy in therapy for AIDS patients has resulted in improved mortality and new conditions related to immune system recovery.

**RETNOPATHY OF PREMATURITY**

Retinopathy of prematurity (ROP) is a multifactorial disorder of premature infants that affects 1300 children each year.51 Between 85 and 90% of low-birth weight children exposed to oxygen will demonstrate some evidence of ROP, though relatively few infants suffer severe visual impairment.52 It is estimated that only 6% of infants reach a stage of ROP requiring treatment.53 Time of oxygen exposure and to a lesser degree oxygen concentration, low birth weight, and short gestation are key risk factors for the development of ROP. Exposure to high concentrations of oxygen interferes with the process of retinal vascularization in premature infants. Consequently, neovascularization, vitreous hemorrhage, and tractional retinal detachment by fibrovascular proliferation results in visual morbidity.54,55 It was previously felt that careful management of arterial oxygen could prevent the onset of ROP, but increased ability of neonatologists to keep
smaller, more premature infants alive has resulted in a resurgence of ROP in spite of careful oxygen control. It is now evident that ROP is driven by multiple factors in addition to oxygen exposure.9 Because of the high incidence of ROP in low birth-weight infants, careful screening is an important step in the management of this disease. Current recommendations call for infants below 1500 g birth weight to be carefully screened at specific intervals. Cryotherapy for patients who reach a well-described threshold stage has reduced the risk for retinal detachment in these infants by 50%. Laser photoacoagulation has recently supplanted cryotherapy as the primary means of treatment of threshold ROP.37 The Early Treatment for ROP (ETROP) study has addressed guidelines for earlier treatment of ROP than threshold level using laser photoacoagulation to improve outcomes.38 For patients who develop subtotal retinal detachments, scleral buckling surgery has a high rate of success. Without this surgery, 85% of patients will progress slowly. Once total retinal detachments develop, they are often complicated and require extensive surgical intervention.

Thus, advances in neonatology have resulted in an increased incidence of ROP in spite of careful oxygen management. Primary prevention of ROP must address means of reducing premature and low-birth-weight infants. Studies have examined vitamin E as a prevention strategy for ROP, but this supplementation has been shown to only possibly reduce the severity of disease. Once ROP is identified, however, management guidelines allow prevention of visual morbidity in the majority of infants. Long term risk for adults with ROP includes high myopia, macular dragging and retinal detachment. The final report from the cryotherapy for ROP study showed the rate of retinal detachment after 10 years was still 4.4% in treated patients.39 These patients will need lifetime ophthalmologic monitoring and care.

> OTHER VISUAL PROBLEMS

Although we have considered the most common blinding disorders, the most common ocular complaint is loss of sight due to refractive error. In the case of myopia, this means that distant objects are focused anterior to the retina because of a longer eye and cannot be seen clearly. In hyperopia there is a shorter eye where the focus falls behind the retina, making closer objects difficult to view. Finally, presbyopia there is a loss of accommodative function, where the eye cannot adjust to bring near objects into focus; this accommodative loss is primarily associated with aging. The majority of cases of refractive error can be corrected through glasses; however, severely myopic patients are also at increased risk (regardless of refractive correction) for retinal detachments and glaucoma, both potentially blinding.

Another common visual disorder that has been subject to extensive public health intervention at the screening level is amblyopia. Amblyopia describes the preferential use of one eye. This imbalance in use occurs from different refractive errors or muscle balance in each eye during the first six years of life. The most effective treatment remains early patching of the dominant eye, with cases being identified as early as possible. To reach these cases, vision-screening is recommended worldwide at the preschool and elementary levels.

Visual disorders span a large range of effects, from the inconvenience of refractive error, to infectious diseases, to blinding degenerative disorders. In each case, however, appropriate screening identification and intervention remains the international challenge of the public health community.
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Psychiatric Disorders
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Psychiatric disorders occur in every socioeconomic, racial, and cultural group in the world and are among the top 10 contributors to the global burden of disease. In the United States, 8–18% of children and adolescents and 26% of adults recently experienced a psychiatric or substance use disorder. Alzheimer’s disease is found in 8–15% of people over age 65. In the last several decades, a great deal has been learned about the distribution of psychiatric and substance use disorders in the population, their familial, biologic, social, and psychologic risk factors, illness course and prognosis, and the socioeconomic costs of these disorders.

Psychiatric disorders account for a large proportion of all chronic health problems. Moreover, an individual’s mental state greatly influences general health status and ability to access needed health care services. Four issues underscore the importance of mental health issues for public health and preventive medicine: (a) quality of life is largely determined by a person’s mental state; (b) a large proportion of people in primary care have undetected psychiatric or substance disorders; (c) many physical disorders have an important mental component; and (d) as the risk of premature death recedes, the risk of chronic impairment rises. Given the significance of mental health problems, the search for causes is urgent. As modifiable risk factors are identified, primary prevention becomes increasingly appropriate and cost-beneficial.

Progress in our understanding of the public health significance of mental disorders follows on the heels of the advances in classification and diagnosis. Current concepts of mental illness are rooted in the diagnostic characterizations of Kraepelin and Bleuler. The current classification system used in the United States is the American Psychiatric Association’s Diagnostic and Statistical Manual of Mental Disorders, now in its fourth edition (DSM-IV). This document reflects a consensus about the types of mental disorders present throughout the life cycle and the constellation of signs and symptoms characterizing each disorder. In making a diagnosis, a clinician depends mainly on the results of a comprehensive mental examination, which focuses on the patient’s (a) cognition; (b) current state of consciousness, confusion, or contact; (c) mood or affect; (d) connectedness of thought patterns, hallucinations, delusions, or distortion of thoughts and ideas; (e) personality (e.g., passivity, aggression, helplessness, rebelliousness); (f) behavior patterns, and (g) the complaint bringing the patient into treatment. In epidemiologic research, these domains are systematically evaluated using structured or semistructured diagnostic instruments.

Epidemiologic research designed to estimate the incidence and prevalence of mental disorders evolved over the past 100 years. Three generations can be identified: (a) the period before World War II, in which information about mental illness typically was provided by key informants and agency records (the median prevalence rate in these reports was 3.6%); (b) World War II to the 1970s, in which representative samples of the population were interviewed with extensive psychological and psychosomatic symptom inventories from which psychiatrists made ratings of levels of impairment (the median rate was 20%); and (c) 1970s to the present, in which representative population samples are interviewed with structured diagnostic interview schedules. The lifetime prevalence of psychiatric disorders ranges from 30% in the Epidemiologic Catchment Area (ECA) studies conducted in the early 1980s to almost 50% in the National Comorbidity Survey Replication (NCS-R) conducted in 2001–2003.

This chapter focuses on findings from recent epidemiologic studies, although important earlier results and classic studies are also described. For a more detailed historical account of the epidemiology of mental disorders, see recent reviews. To ground the research reviewed in this chapter, it is important first to describe the basic tools that are used for case ascertainment in psychiatric research. One set of tools was developed for clinical research in patient populations. The need for these was first articulated in the early 1960s, when it was recognized that hospital admissions in England were more often diagnosed with depression while similar patients in the United States were given the diagnosis of schizophrenia. This observation led to the first international study of diagnosis (the U.S.-U.K. project) which trained psychiatrists in both countries to use systematic interviewing techniques and explicit diagnostic criteria. Under these conditions, the diagnostic distributions in England and the United States proved to be remarkably similar. The WHO program of research on schizophrenia also demonstrated the value of using uniform, structured assessment with patients within and outside the formal treatment network. In the United States, the need to define homogeneous patient populations for clinical drug trials and multicenter collaborative research propelled the development of pivotal semistructured assessment procedures for use by psychiatrists. One of the most influential measures came about as an offshoot of the multisite NIMH Collaborative Program on the Psychobiology of Depression. In order to insure that patients from different centers would be reliably classified, the investigators developed the Schedule for Affective Disorders and Schizophrenia (SADS), a semistructured diagnostic interview schedule designed for experienced clinicians, and the Research Diagnostic Criteria (RDC), which provided operational criteria for the classifying the most prevalent disorders found in patient populations. The Structured Clinical Interview for Diagnosis (SCID) was subsequently created for clinically experienced raters to match the DSM-III-R and DSM-IV criteria.

As important as these tools are for classifying patients, a tool was also needed to reliably diagnose respondents in large-scale population-based research. For such studies, nonclinical, or lay, interviewers are more cost-effective than clinicians. In the late 1970s, the National Institute of Mental Health (NIMH) developed the Diagnostic Interview Schedule (DIS), a fully structured instrument designed specifically for lay interviewers. The ECA was the first large-scale...
study to administer the DIS. Nearly 20,000 individuals from catchment areas in New Haven, St. Louis, Baltimore, Los Angeles, and Durham, North Carolina were interviewed. The DIS has been translated into many languages. A subsequent instrument, the Composite International Diagnostic Interview (CIDI), was developed by the WHO to permit diagnoses to be coded according to the DSM and the ICD systems. An expanded version of CIDI was recently administered to more than 10,000 respondents in the National Comorbidity Survey Replication and has been translated for use in countries in Asia, South America, Africa, and Europe.

This chapter is organized around Morris’ framework on the uses of epidemiology. In providing an overview of public health psychiatry, this chapter reviews information on the epidemiology, treatment, and prevention of mental disorders.

### COMMUNITY DIAGNOSIS

#### General Prevalence Studies

The first U.S. prevalence study of mental illness (or insanity as it was then called) was conducted in Massachusetts in 1854 by a physician, Edward Jarvis, who undertook a census of the “insane” by gathering information from general practitioners, other key informants such as clergymen, and records of mental hospitals and other official agencies. Jarvis identified 2652 lunatics and 1087 idiots needing “the care and protection of their friends or of the public for their support, restoration, or custody.” This method of using key informants to identify cases of mental illness was the method of choice for psychiatric epidemiology until after World War II.

After World War II, several studies of mental health in the general population were conducted using symptom inventories to determine rates of psychological impairment. The most well known was the Midtown Manhattan study. Symptom data were collected by social workers, and psychiatrists then used this information to rate the level of impairment. More than 20% of the population was judged as being severely impaired. The first national morbidity study was conducted in the 1950s by investigators at the University of Michigan. Jarvis identified 2652 lunatics and 1087 idiots needing “the care and protection of their friends or of the public for their support, restoration, or custody.” This method of using key informants to identify cases of mental illness was the method of choice for psychiatric epidemiology until after World War II.

The high rates of impairment from these symptom-based studies were regarded with skepticism. Surely the rate of diagnosable disorders would be lower than 20%. In fact, the findings from subsequent studies of diagnosis also produced unexpectedly high rates of psychopathology. The first large-scale study was the ECA which was designed as a longitudinal study. Specifically, the DSM-III version of the DIS was administered in face-to-face interviews conducted initially and at one-year follow-up. The resulting incidence, 6-month, and lifetime prevalence rates are presented in Table 69.1. Overall, 25% of the population had a lifetime disorder, and 12% had a disorder in the past year. The most common disorders were alcohol abuse/dependence, phobias, major depression, and drug abuse. The least common disorders were schizophrenia, mania, and somatization. Three important observations resulted from this study. First, most disorders had their onset in adolescence or young adulthood. Second, only a minority of respondents with a diagnosable mental disorder received care, and most of that was obtained from general practitioners, not mental health specialists. Third, the rate of comorbidity was high. For example, almost one-third of respondents with a mental disorder had a comorbid substance use disorder.

The ECA findings on the prevalence of schizophrenia merits separate comment. The differential diagnosis of schizophrenia versus other psychotic conditions is difficult to formulate even for experienced psychiatrists. Thus the reliability of this diagnosis in the ECA was low, and prevalence estimates are better determined from more reliable sources of information, such as case registries and psychiatrist interviews. A recent review of such studies found that the median point prevalence of schizophrenia is 4.5 per 1000.

Ten years after the ECA was conducted, Kessler and colleagues undertook the first national probability sample study of the distribution of DSM-III-R disorders. In this study, known as the National Comorbidity Survey (NCS), a modified version of the CIDI was administered from 1990 to 1992 to 8098 individuals aged 15–54 from the 48 contiguous states. Special efforts were made to recruit initial nonrespondents, and the final response rate was 82.6%. To assess psychotic disorder, respondents endorsing psychotic symptoms were reinterviewed by telephone by a psychiatrist with the SCID. Overall, almost 50% of the sample met criteria for a psychiatric or substance use disorder in their lifetime, and about one-quarter had a diagnosable condition in the year prior to interview. Consistent with the ECA results, the most prevalent conditions were depression, anxiety, and substance use disorders. Among respondents with a disorder in the prior 12 months, 17.4% had a single disorder, 23.1% had two disorders, and 58.9% had three or more disorders. Consistent with the ECA, the age of onset of most disorders was adolescence or young adulthood.

A replication of the NCS was conducted from 2001 to 2003 with close to 10,000 individuals selected from throughout the United States. Table 69.2 provides the lifetime and 12-month prevalence rates from this recent survey. The overall rates of disorder were similar to those found a decade earlier. The most prevalent disorders were major depression, alcohol abuse, social phobia, and specific phobia. One-quarter of respondents met criteria for two or more disorders in their lifetime, and the age of onset continued to be adolescence and young adulthood.

#### Comparative Studies

Research comparing the rates of mental illness across geographic areas dates back to the pioneering work of Faris and Dunham, who showed that hospitalization rates for schizophrenia in Illinois state institutions decreased progressively with distance away from the center of

### TABLE 69.1. AVERAGE RATES OF PSYCHIATRIC DISORDER IN THE EPIDEMIOLOGIC CATCHMENT AREA STUDY (N = 18,571), CONDUCTED IN SELECTED CATCHMENT AREAS OF NEW HAVEN, CT; DURHAM NC; ST. LOUIS, MO; BALTIMORE, MD; AND LOS ANGELES, CA

<table>
<thead>
<tr>
<th>Disorder</th>
<th>Lifetime Prevalence</th>
<th>6-mo. Prevalence</th>
<th>1-yr Incidence</th>
</tr>
</thead>
<tbody>
<tr>
<td>Alcohol abuse/dependence</td>
<td>13.3</td>
<td>4.7</td>
<td>1.8</td>
</tr>
<tr>
<td>Phobia</td>
<td>12.5</td>
<td>7.7</td>
<td>4.0</td>
</tr>
<tr>
<td>Drug abuse/dependence</td>
<td>5.9</td>
<td>2.0</td>
<td>1.1</td>
</tr>
<tr>
<td>Major depressive episode</td>
<td>5.8</td>
<td>3.0</td>
<td>1.6</td>
</tr>
<tr>
<td>Obsessive-compulsive</td>
<td>2.5</td>
<td>1.5</td>
<td>0.7</td>
</tr>
<tr>
<td>Antisocial personality</td>
<td>2.5</td>
<td>0.8</td>
<td>—</td>
</tr>
<tr>
<td>Panic</td>
<td>1.6</td>
<td>0.8</td>
<td>0.6</td>
</tr>
<tr>
<td>Cognitive impairment</td>
<td>1.3</td>
<td>1.3</td>
<td>1.2</td>
</tr>
<tr>
<td>Schizophrenia</td>
<td>1.3</td>
<td>0.8</td>
<td>—</td>
</tr>
<tr>
<td>Mania</td>
<td>0.8</td>
<td>0.5</td>
<td>—</td>
</tr>
<tr>
<td>Somatization</td>
<td>0.1</td>
<td>0.1</td>
<td>—</td>
</tr>
</tbody>
</table>

Substance use disorders

Recent findings are somewhat at odds with these conclusions. For example, Van Os and colleagues found that the prevalence of psychosis in a community sample increased progressively with level of urbanization. A population-based study in France found no significant urban-rural differences in general psychopathology. Urban-rural differences in the prevalence of dementia have also been evaluated, with three Scandinavian studies reporting significantly lower rates in rural compared to urban areas. Such studies are important both for understanding underlying risk factors and for determining where to locate mental health intervention programs.

International variations in rates of mental disorders and substance use disorders have also been the focus of research. Using an expanded version of the CIDI, a recent international study, the World Mental Health Survey Consortium, found that the prevalence of recent episodes of DSM-IV disorders ranged from 4.3% in Shanghai to 26.4% in the US (interquartile range = 9.1–16.9%). In studies based on the DIS, the rates of alcoholism in 10 regions around the world ranged from 5% in Taiwan to 22% in Korea. In spite of differences in prevalence, the clinical profiles were similar, with the mean age of onset in the early 20s, the mean number of symptoms about four, and males having significantly higher rates than females. International studies that use the same protocol are important both for understanding underlying risk factors and for determining where to locate mental health intervention programs.

### TABLE 69.2. LIFETIME AND 12-MONTH PREVALENCE RATES OF DSM-IV PSYCHIATRIC DISORDERS IN THE NATIONAL COMORBIDITY SURVEY REPPLICATION (N = 8098) CONDUCTED IN 2001–2003

<table>
<thead>
<tr>
<th>DSM-III-R Disorder</th>
<th>Lifetime (%)</th>
<th>12-month (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mood disorders</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Major depressive disorder</td>
<td>16.6</td>
<td>6.7</td>
</tr>
<tr>
<td>Dysthymia</td>
<td>2.5</td>
<td>1.5</td>
</tr>
<tr>
<td>Bipolar disorders</td>
<td>3.9</td>
<td>2.6</td>
</tr>
<tr>
<td>Anxiety disorders</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Panic disorder</td>
<td>4.7</td>
<td>2.7</td>
</tr>
<tr>
<td>Agoraphobia without panic disorder</td>
<td>1.4</td>
<td>0.8</td>
</tr>
<tr>
<td>Social phobia</td>
<td>12.1</td>
<td>6.8</td>
</tr>
<tr>
<td>Specific phobia</td>
<td>12.5</td>
<td>8.7</td>
</tr>
<tr>
<td>Generalized anxiety disorder</td>
<td>5.7</td>
<td>3.1</td>
</tr>
<tr>
<td>Post-traumatic stress disorder</td>
<td>6.8</td>
<td>3.5</td>
</tr>
<tr>
<td>Substance use disorders</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Alcohol abuse</td>
<td>13.2</td>
<td>3.1</td>
</tr>
<tr>
<td>Alcohol abuse with dependence</td>
<td>5.4</td>
<td>1.3</td>
</tr>
<tr>
<td>Drug abuse</td>
<td>7.9</td>
<td>1.4</td>
</tr>
<tr>
<td>Drug abuse with dependence</td>
<td>3.0</td>
<td>0.4</td>
</tr>
<tr>
<td>Any disorder</td>
<td>46.4</td>
<td>26.2</td>
</tr>
<tr>
<td>2+ disorders</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2+ disorders</td>
<td>27.7</td>
<td>5.8</td>
</tr>
<tr>
<td>3+ disorder</td>
<td>17.3</td>
<td>6.0</td>
</tr>
</tbody>
</table>

Chicago. Forty-six percent of the cases were from the inner city area compared with 13% from the outermost districts. Faris and Dunham hypothesized that the inner city environment elicited mental illness, rejecting the alternative explanation that social selection or drift was responsible for these higher rates (see later on). Since then, studies conducted in other urban areas have consistently shown the same pattern.

Urban-rural differences in rates of treated mental illness have been studied extensively. Dohrenwend and Dohrenwend’s classic review concluded that neuroses and personality disorder were more prevalent in urban areas, but schizophrenia rates did not differ according to urbanicity. While some subsequent evidence has supported these conclusions for adults and children, recent evidence has shown the limitations. Such studies are important both for understanding underlying risk factors and for determining where to locate mental health intervention programs.

#### INDIVIDUAL RISKS AND CHANCES

Several individual risk factors are associated with the occurrence of psychiatric disorders, including gender, age, social class, marital status, ethnicity, physical health, family history of mental disorder, and season of birth.

### Gender

Gender differences in rates of substance abuse, anxiety disorders, and depression have been confirmed in community samples, primary care patients, and treatment samples in psychiatric and substance abuse clinics. The male:female ratios are approximately 6:1 for alcoholism, 1:2 for depression, and 1:2 to 1:3 for phobias. Many social and biological factors have been hypothesized to underlie these differences, including recurrence risk, drinking habits, expressing emotion, social roles, role performance and role-related strains, and well as professional biases in diagnosis. In contrast, there is no overall gender difference in the prevalence of schizophrenia although the age at first hospitalization occurs earlier in males (late teen to early 20s) than females (late 20s).

Psychopathology is twice as common in prepubertal boys than girls, but the sex ratio reverses itself during adolescence. At the other end of the life spectrum, a recent study found that the eight-year incidence rate of dementia was somewhat lower in men (14.4 per 1000) than women (19.0 per 1000).

### Age

Some psychiatric disorders, such as attention deficit-hyperactivity disorder, first appear in childhood. As noted earlier, other diagnoses, such as mood and anxiety disorders, also have their onset early in life and decrease progressively with age. For alcohol-related problems, the peak period of heavy drinking is early 20s, but the rate of diagnosable alcohol abuse/dependence who appear for treatment peaks in the early 40s. Finally, dementia is rare in people under age 60, but after that, the rate doubles every five years.

### Social Class

Numerous studies have been undertaken to understand the relationship between social class and mental illness, also encompassed by the term, health disparities. As noted above, the ecological studies, starting with that of Faris and Dunham, emphasized the importance of social class in relation to schizophrenia and argued that features of the physical or social environment of poor neighborhoods caused the higher than expected numbers of patients from those areas. Other nomenclatou studies also support an environmental explanation. For example, in their classic study, Hollingshead and Redlich found that among psychiatric patients, schizophrenia was associated with being born and raised in lower social class neighborhoods. Their findings suggest that downward social mobility does not explain the social class pattern. More recent studies, however, indicate that social selection is the more plausible explanation for schizophrenia. In a classic study of occupational attainment, patients with schizophrenia had jobs with lower status than those of their fathers and than what had been predicted by their school careers. Currently in schizophrenia research, the potential role of genetic factors is currently under investigation. Rather than the social causation hypothesis.

Lower social class status is also associated with higher rates of depressive symptoms, alcohol abuse or dependence, drug abuse or dependence, and antisocial personality disorder. In addition, lower social class status is a risk factor for many psychiatric disorders of both childhood and old age. Social causation, rather than social...
Elevated rate of psychiatric disorders compared to nonhospitalized patients. The preponderance of evidence regarding alcoholism deriving from family, twin, and adoption studies also points to a genetic vulnerability for developing this disease. Modern studies of genetic causes of mental disorders, and the interaction of genetic and environmental factors, hold great promise for clarifying these familial associations observed over the past 50 years.

Season of Birth
Seasonal variation in rates of stillbirths, neonatal deaths, and congenital rubella is amply documented, although the impact of seasonal variation appears to have diminished over time. In England, Scandinavia, and the United States, patients with schizophrenia are disproportionately likely to be born during the winter or spring months. Possible explanations for this phenomenon include nutritional factors during pregnancy, genetic factors, and exposure to infectious or viral agents.

CAUSES
New understandings of the origins and course of mental disorder emerge when clinical research, laboratory studies, sociological inquiries, and epidemiology interact. A dramatic illustration occurred early in the twentieth century, when pellagra psychosis accounted for almost 10% of the admissions to mental hospitals. In South Carolina during the early 1920s, Goldberger et al. showed that pellagra was associated with a nutritional deficiency, although the specific items missing from the diet were only later identified. As a result of dietary changes, pellagra psychosis became rare in the United States, although it remains endemic in parts of Africa and India.

This section is limited to a discussion of social and physical environmental causes of mental disorders. Because psychiatric disorders often develop insidiously, it is often difficult to separate risk from consequence. Thus here we use the terms risk factor and correlate interchangeably. Genetic causes, and gene-environment interactions, have also been found for rare conditions, such as early-onset Alzheimer’s disease, and candidate genes are being studied for other psychiatric disorders. To date, the findings are regarded as very preliminary and thus are not included below.
Social Environment

Stress in the social environment has been linked to a variety of common mental disorders. As mentioned earlier, ecological studies hypothesized that environmental stress was a cause of mental disorders. Here we conceptualize stress as a set of disruptive environmental pressures or stimuli and review findings on personal rather than ecologically determined stressors.

Communitywide Traumas. Communitywide stressors expose large numbers of people to uncontrollable events and thus provide a unique opportunity to understand both short-term and long-term psychological sequelae. Recent examples include the nuclear power plant accidents at Three Mile Island (TMI) in 1979 and at Chernobyl in 1986, the terrorist attack on 9/11, and the 2005 tsunami. Like many disasters, the TMI and Chernobyl accidents were not acute, time-limited events but involved a sequence of interrelated stressful occurrences that unfolded over a long period of time, including the initial crisis, intermittent radiation leaks, difficulties surrounding the clean-up operations, and in the case of Chernobyl, permanent evacuation and elevated rates of thyroid cancer in children. The 9/11 and tsunami catastrophes occurred abruptly, but they too created a number of other crises in their wake. These events have all been shown to elevate the rate of psychopathology. For example, the TMI study of mothers of preschool children living within 10 miles of the plant found that the rate of depression and anxiety doubled during the year after the accident and remained high over the subsequent 10 years. Similarly, populations residing near Chernobyl had significantly poorer mental health than controls 6–11 years after the disaster.

Research on 9/11 victims and the tsunami survivors also demonstrate the psychological toll of these kinds of events. In general, the psychiatric sequelae of human-made and natural disasters have consistently found that in the short term, survivors experience anxiety and mood problems. The greater the magnitude of the disaster, the greater and the longer is the effect. The disorder that has mostly frequently been studied after disasters is posttraumatic stress disorder (PTSD). This disorder is defined as a response to an unusual disaster, the greater and the longer is the effect. The disorder that has been studied extensively. Both were shown to produce short-term deleterious effects in more than 50% of exposed individuals. The vulnerability factors that magnified the impact of these stressors included inadequate social support, poor physical health, and preexisting financial difficulties.

Chronic strains at work or at home are also associated with impairments in mental health. With regard to the work environment, employees in jobs characterized by high levels of demand, little autonomy over decision making, conflicting requirements, and task-related ambiguity experience higher levels of psychological symptoms and alcohol abuse than employees with less occupational strain. The combination of high demands and low decision latitude is particularly stressful.

Marital stress is associated with depression and substance abuse; moreover strain in the family environment is a well-documented risk factor for behavioral problems in children. Indeed, children reared in families with high levels of conflict, abuse, or neglect are at risk for a range of health problems, including depression, sleep disorders, developmental delay, generalized anxiety, school behavior problems, phobias, and antisocial behavior.

Physical Environment

Three aspects of the physical environment are described in this section: toxic exposures in the work place, lead exposure among children, and homelessness.

Occupational Exposures. Exposure to lead, mercury, carbon monoxide, carbon disulfide, and the like may cause serious central nervous system (CNS) disturbances. In Alice in Wonderland, Lewis Carroll immortalized the well-known hallucinations, delusions, and mania produced by high-level mercury exposure in the character of the Mad Hatter. Since the nineteenth century, dramatic case reports have described cognitive and neurasthenic symptoms and even suicide in workers exposed to a variety of solvents.

An issue of ongoing public health concern is the potential health effects of low-level neurotoxic exposures. Lead and solvents are two such exposures that have been investigated extensively. Recent epidemiologic studies suggest that even at accepted levels, occupational lead exposure can have an adverse effect on neurocognitive functioning. Several Scandinavian studies of male workers chronically exposed at threshold or subthreshold levels to solvents reported significantly more CNS symptoms (headaches, fatigue, depression, dizziness, memory disturbances), nonspecific somatic complaints (nausea, abdominal pain, skin problems, and aches and pains), and impaired performance on cognitive tasks compared with unexposed controls. A study of female workers also found that low-level solvent exposure was significantly associated with increased depression, CNS disturbance, and an array of nonspecific somatic complaints. However, these studies contain some serious methodological flaws, and further confirmation from epidemiologic research is needed. One difficulty with occupational studies of this sort is sample bias because workers who are sensitive to the exposure find employment elsewhere, and the sample is then subject to the “healthy worker” effect.

It has also been hypothesized that the combination of low-level exposure and high occupational stress is especially deleterious, but empirical findings have so far been mixed. In this regard, it is interesting to note that mass psychogenic illness has been found in workplaces containing both high stress and low-level solvent exposures.

Lead Exposure in Children. Environmental exposure to lead was shown to have a significant effect on the cognitive performance of children. In their classic study, Needelman et al. took tooth samples from elementary school children and showed that lead exposure was especially in depressed populations. For example, a seminal study by Brown and colleagues found that working class women were at particular risk when they lacked a confiding relationship with their husbands, were not employed outside the home, had three or more children under the age of six years, or endured the loss of their own parents in childhood.

Two specific events, unemployment and bereavement have been studied extensively. Both were shown to produce short-term deleterious effects in more than 50% of exposed individuals. The vulnerability factors that magnified the impact of these stressors included inadequate social support, poor physical health, and preexisting financial difficulties.

Personal Adversities and Strains. Another common method for studying stress is to administer a checklist of positive and negative life events. Studies employing these checklists typically find that these events play a relatively minor and transient role in evoking psychiatric symptoms in general population samples. In vulnerable populations, these events sometimes have more important consequences. For example, in schizophrenia, life events were shown to trigger psychotic episodes, particularly in patients having inadequate social support. Personal vulnerability factors can also increase the impact of life events,
significant relationship with lower intelligence test scores, even after adjusting for 39 risk factors, including social class and parental IQ. In an 11-year follow-up study of these children, higher dentin lead levels continued to be predictive of both school performance and school dropout. Although this study was the object of considerable controversy, the central findings have been confirmed in many subsequent studies.

Homelessness. Rates of mental illness among homeless adults and children are alarmingly high. In one study, more than one-quarter of homeless individuals were found to have a major chronic mental illness, such as schizophrenia or substance abuse. Compared with socio-economically matched controls, homeless children have more overt health problems and more psychiatric risk factors, such as abuse, neglect, and elevated blood lead levels. In some cities, deinstitutionalization of the mentally ill from state mental hospitals contributed significantly to the problem of homelessness. The risk of homelessness among discharged state hospital patients was as high as 28% in New York City. New interventions have been designed to address the mental health and substance abuse problems in homeless populations, but this is particularly difficult population to engage and maintain. For a review of this research, see reference.

HISTORICAL TRENDS

Although in psychiatry, historical trends are difficult to study because the diagnostic nomenclature and availability of services have shifted over time, important research has been conducted on the temporal stability of psychosis, depression, adolescent suicide, and suicidal behavior.

Psychosis

A major debate centers on whether the prevalence of schizophrenia increased as a function of industrialization. A pioneering analysis by Goldhammer and Marshall focused on mental hospital admission rates for psychosis from 1840 to 1940. They concluded that a progressive increase in hospital admissions occurred among the elderly, but the rates of psychosis (primarily schizophrenia) among young and middle-aged groups changed very little. Eaton, however, extended the time period to 1970 and reported that the prevalence of psychosis did indeed increase. Potential explanatory factors include changes in environmental exposures, infant mortality and longevity, lifestyle changes associated with industrialization, and/or artifactual variables such as the treatment system and availability of services. As intriguing as these hypotheses are, however, a subsequent study found no temporal changes, and the issue remains unsettled.

Depression

Evidence has also accumulated regarding an increase in depression since World War II. In Lundby, Sweden, a longitudinal study was initiated in 1947 in which direct interviews by psychiatrists, information from key informants, and medical records were used to determine psychiatric diagnoses of the entire population. Based on follow-up interviews by psychiatrists in 1957 and 1972 with 97% of the original cohort, a significant increase in the incidence of nonpsychotic depression was detected.

Although the Lundby study remains the only direct source of evidence regarding an increase in depression, other indirect sources of evidence, such as the suicide patterns discussed below, also suggest that depression has increased. As with psychosis, temporal changes, if present, could be due to either environmental factors or artifactual variables, such as differential mortality, changes in diagnostic criteria, reporting biases, and changing attitudes about depression in society.

Suicide in Adolescents and Young Adults

Between 1955 and 1980, the rate of suicide in people 15–24 years of age tripled, increasing from 2.6 per 100,000 population to 8.5 per 100,000 population, making suicide the second leading cause of death in this age group. The group at highest risk was white males. In addition to sex, the chief risk factors were prior suicide attempts, substance abuse, mental illness, and family history of mood disorder and suicide. The presence of firearms in the home is perhaps the most important risk factor. Thus public health programs aimed at reducing adolescent suicide must focus not just on personal risk factors but also on lethal agents in the home environment.

Suicide Behaviors

Suicide ideation and attempts are precursors to completed suicide. A recent report by the NCS investigators compared the rates of suicide behaviors (i.e., ideation, plans, gestures, and attempts) in the 1990–1992 NCS cohort with those of the 2001–2003 NCS-R cohort. Overall, the rates proved to be remarkably stable. For example, 2.8% of the earlier and 3.3% of the more recent cohort reported suicidal ideation (having serious thoughts of suicide). The one important difference, however, was the extent to which respondents with ideation and attempts received treatment. In the 1990–1992 cohort, 40% of ideators who made a suicide gesture and 50% who made a serious attempt received treatment. However, in the later cohort, the proportions receiving treatment doubled.

COMPLETING THE CLINICAL PICTURE

Since the majority of individuals with common mental disorders do not receive treatment from mental health specialists, community studies are needed to improve our understanding of their clinical signs and prognosis. Thus, recent studies applying formal diagnostic criteria to community populations have helped complete the clinical picture by pointing out that the syndromes of depression and alcoholism, for example, may be different in treated and untreated groups. A study of white collar employees found that 10% of managers and professions met lifetime criteria for alcoholism, but the vast majority of these cases became social drinkers with no serious legal, social, occupational, or clinical consequences. Thus unlike impressions from clinical samples, or individuals who attend Alcoholics Anonymous, these findings suggest that community respondents meeting diagnostic criteria for alcoholism may not have significant social and occupational impairment in the long-term. Thus, the poor prognosis ascribed to conditions such as alcoholism derives in part from the clinician’s illusion, that is, from treating chronic cases who stay in the service system.

Another important aspect of the clinical picture is comorbidity. Psychiatric patients in treatment often meet criteria for more than one psychiatric disorder, sometimes labeled primary and secondary disorders. For example, patients with primary alcoholism often develop secondary depression during the course of the alcoholism. Schizophrenic patients discharged after their first lifetime admission often develop depression during the subsequent year. Patients with major depression often suffer from an accompanying anxiety disorder such as phobia or panic disorder. However, people often enter treatment precisely because they have more than one disorder. Community studies thus are able to complete the clinical picture regarding comorbidity. In this case, recent epidemiological findings confirm that multiple psychiatric disorders also co-occur in the general population. Examples of highly comorbid conditions include alcoholism and drug abuse, alcoholism and antisocial personality, obsessive-compulsive personality and panic disorder, depression and anxiety disorder, and depression and somatization.

IDENTIFYING NEW SYNDROMES

By systematizing clinical observations, epidemiologists can potentially identify new syndromes. For example, until the early 1980s, depression was considered an adult disorder that rarely occurred during childhood. Several factors converged to increase the awareness
that children can become clinically depressed, including the increasing rate of adolescent suicide and suicide attempts, the increased frequency with which depression was observed in pediatric settings, and the high rates of depression reported in research on the offspring of clinically depressed parents. Recent epidemiologic findings suggest about 2% of preadolescents and 5–10% of adolescents suffer from clinical depression.119 Epidemiological studies of occupational exposures identified syndromes associated with specific toxic chemicals such as lead, cyanide, carbon monoxide, carbon disulfide, and mercury.120 For example, the constellation of symptoms resulting from carbon monoxide (an exposure occurring in blast furnace workers, fire fighters, fork-lift truck operators, and others) includes disturbances in concentration, memory, impulsivity, and lack of insight into one’s behavior. As noted, the phrase “mad as a hatter” stemmed from observations of specific types of tremors among workers in the hatting industry who were exposed to high levels of mercuric nitrate in Europe during the nineteenth century.

EVALUATING MENTAL HEALTH SERVICES

This section provides a brief historical overview of American psychiatric service delivery, a discussion of factors associated with entry into treatment, and approaches to preventing mental disorders. It is not intended as an exhaustive review but rather as an overview of key issues.

Historical Overview of American Psychiatric Care

In 1841, when Dorothea Lynde Dix began her crusade on behalf of the mentally ill, there were only 18 hospitals in the United States devoted exclusively to the care of the mentally ill. The vast majority of psychiatrically ill individuals were in jails and poorhouses, kept at home, boarded out, or auctioned off to the highest bidder. Echoing Horace Mann’s 1828 plea that the mentally ill be declared “wards of the state,” Dix convinced the Massachusetts legislature that local communities had shown themselves incapable of caring for the mentally ill. Like other reformers, she did not hesitate to reinforce her arguments with the economic lure that decent treatment in small and geographically isolated state hospitals would cure psychologically disturbed individuals quickly, making them productive members of society instead of drains on the public purse. In 1843, the Commonwealth of Massachusetts voted to make all of the indigent mentally ill wards of the state and to enlarge Worcester State Hospital, a mental hospital established as a result of Horace Mann’s efforts a decade before.

The Dix-Mann doctrine that the mentally ill should be wards of the state reached its most explicit expression with the passage of the New York State Care Act of 1890. This legislation provided for removal of the mentally ill from local poorhouses and jails to state hospitals, where they were to be supported and treated at state expense. The law further required each state hospital to admit all cases of mental illness from its district, regardless of prognosis. Following its initiation in New York, other states adopted the Dix-Mann principle of complete state care for the seriously mentally ill. A major consequence of this action was the isolation of mental patients and of psychiatry from the mainstream of medicine.

Although some state hospitals in the United States were established explicitly as custodial institutions, most attempted to apply moral treatment, and some closely approached that ideal. Even the best-managed hospitals, however, did not long continue to function as the small rural, therapeutic retreats envisioned by Dix and Mann. New asylums were built as older ones overflowed, and the demand for accommodation always seemed to exceed capacity. As chronic cases accumulated and new admissions rose, overcrowding led to deterioration in the standards of care. At the start of the 1900s, the “cult of curability” yielded to the notion, “once insane, always insane.” Moral treatment precepts were forgotten, and behavior was controlled with physical restraints and seclusion.

The National Association for Mental Hygiene was founded in 1909, with the aim of improving the care and treatment of patients in mental hospitals. After World War I, the mental hygiene movement directed its attention to prevention by early detection and treatment of mental disorders, a strategy exemplified by its active support for the development of child guidance clinics and parental education. The rapid growth of child guidance clinics and other outpatient psychiatric services marked the beginning of organized community-based psychiatry in the United States, which had begun in the late nineteenth century in Europe. By the mid-1930s, nearly all state mental hospitals had at least one outpatient clinic.

In 1946, Congress passed the National Mental Health Act (Public Law 79-487), thereby creating the National Institute of Mental Health. For the first time, the federal government took responsibility for research, training of personnel, and assisting the states in prevention, diagnosis, and treatment of serious psychiatric disorders.

Having grown at a steady rate for over a century, the resident patient population reached an all-time high of 560,000 in 1955. The decline of resident mental patients began due to three factors: the introduction of neuroleptic drugs, which accelerated management and sometimes even recovery and enabled some patients to be treated at home; the introduction of the therapeutic community, or community-oriented treatment within the hospital, which reduced the demoralization of custodial care; and the geographic decentralization of large state mental hospitals, which led to closer relationships between state hospitals and local communities. Starting in 1960, a systematic policy of releasing patients was initiated, based on successful reforms in England, where a reduction of the patient census had preceded the use of neuroleptic drugs. Length of stay was also shortened for acute admissions. As the number of acute admissions increased, custodial hospitals were somewhat transformed into short-term intensive treatment centers. This “revolving door” situation highlighted the need for expanded psychiatric services, especially aftercare services.

In 1955, Congress enacted the Mental Health Study Act (Public Law 84-182) to evaluate the “human and economic problems of mental illness.” This act led to the establishment of the Joint Commission on Mental Illness and Health. The Commission’s final report, Action for Mental Health, recommended that services for the mentally ill be expanded. The Commission recommended establishing (a) outpatient mental health facilities in communities to provide immediate care for acutely disturbed patients, (b) one clinic per 50,000 population, (c) inpatient psychiatric units in every general hospital with 100 or more beds, (d) maximum occupancy in state mental hospitals of 1000 beds, and (e) expanded mental health education to reduce the stigma associated with mental illness. In 1963, President Kennedy delivered a message to Congress on mental illness and mental retardation in which he proposed a national federally funded program for setting up comprehensive community mental health centers and for improving care in state hospitals. This set the stage for the passage of the Community Mental Health Centers Act of October 1963. The newly mandated community mental health centers had to provide five essential services: inpatient care, outpatient care, emergency services, partial hospitalization, and consultation and education. Over time, five additional services were to be added: diagnostic services, rehabilitation services, precare and aftercare services, training, and research and evaluation. The centers were to serve geographically defined catchment areas of 75,000–200,000 people. By 1980, 717 community mental health centers had been funded across the country (2000 had been envisaged), with the federal government investing more than 1.5 billion dollars.

In 1977, President Carter signed an executive order establishing The President’s Commission on Mental Health to review and make new recommendations on the mental health needs of the nation. Among its 100 recommendations were the following: improving linkages between community support networks and mental health facilities; expanding services to children, minorities, the elderly, and the chronically mentally ill; the continued phasing down of large state mental hospitals; and the development of a case management system.
by the states. In 1980, President Carter signed the resulting Mental Health Systems Act (Public Law 96-398) into law. However, the subsequent Omnibus Budget and Reconciliation Act of 1981 (Public Law 97-35) rescinded continued federal management and turned responsibility for provision of community mental health services to the states through the block grant. At present, in New York and other states, treatment of the chronically mentally ill, both young and old, is the primary focus of community mental health centers.

In the mid-1990s, the financial burden associated with mental disorders was estimated to be $99 billion in direct and $79 billion in indirect costs, calculated based on absenteeism, unemployment, social service utilization, related accidents, and crime. Together the direct and indirect costs comprised more than 10% of all health care costs in the United States.123 Indeed, the negative economic consequences exceeded the direct costs of treatment.124 Treatment studies have been funded to improve patients outcomes and reduce this cost.

As we enter the twenty-first century, several issues raised by nineteenth and twentieth century reformers remain remarkably pertinent for public mental health. The first is the goal of keeping mentally ill people out of jails. In fact, correctional facility placement has become so pervasive that the rate of mental illness in prisons is 2–4 times greater in jails and prisons than in the general population. 125 Meanwhile, correctional facilities do not have sufficient staff to provide adequate or appropriate treatment for the severely mentally ill in their midst.123 Second, nonprofit advocacy organizations have become more numerous, and with internet access, their mission and educational materials are readily accessible to families, patients, and physicians. Readers interested in finding specific organizations can check the website for the National Institute of Health’s Substance Abuse and Mental Health Services Administration. Yet in spite of the ease of obtaining information, mental illness remains stigmatized in the general population and underdetected in primary care settings. Third, the Surgeon General’s report on mental health125 emphasized that not only is evidence-based treatment important, but also age, sex, race, and culture must be taken into account. Yet, tailoring treatment to the needs of patients and their families is rarely accomplished.

Fourth, most individuals with mental illness and even suicidal behaviors continue to be treated in the general medical or primary care setting. Yet medical students and general medicine residents receive even fewer hours of training on the diagnosis and treatment of mental illness and substance use disorders than was true of their predecessors.

Preventive Interventions

Two psychiatric disorders were eradicated through primary prevention efforts; pellagra psychoses and brain damage from measles and rubella.1 In the workplace, reductions in exposures to heavy metals have led to marked decreases in the occurrence of neuropathy or encephalopathy. Similarly, the passage of laws to reduce lead in paint, and consequently, in drinking water have led to marked decreases in the occurrence of neuropathy or encephalopathy. Similarly, the passage of laws to reduce lead in paint, and consequently, in drinking water.

In the mid-1960s, the financial burden associated with mental disorders was estimated to be $99 billion in direct and $79 billion in indirect costs, calculated based on absenteeism, unemployment, social service utilization, related accidents, and crime. Together the direct and indirect costs comprised more than 10% of all health care costs in the United States. Indeed, the negative economic consequences exceeded the direct costs of treatment.

Clinical trials focused on psychotherapeutic medications or other forms of therapy are examples of tertiary prevention efforts focused on treating symptoms and hence minimizing the disabilities and impairments in quality of life among patients with severe mental illness, particularly schizophrenia and mood disorders. For example, the NIMH developed a depression awareness program to educate psychiatrists, general practitioners, and the lay public about the symptoms and new treatments for mood disorders. A review of the vast psychiatric treatment literature is beyond the scope of this chapter; however, clinical drug trials are being conducted for an array of new medications targeted to symptoms of psychosis, depression, obsessive-compulsive symptoms, panic attacks, cognitive decline, and other disabling symptom complexes.

CONCLUSION

Considerable progress has occurred in research on the epidemiology and prevention of mental disorders.131,132 Although most of the achievements have occurred at the level of descriptive epidemiology, analytic findings on variables associated with onset and course, including genetic factors, and an array of treatment intervention studies are also expanding. Recent advances in molecular genetics, imaging techniques, statistical methods, and measurement are having a major impact on the scope and focus of current research. Ultimately, the goal is to identify modifiable risk factors that can be translated into preventive interventions.
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Mental retardation or cognitive disability occurring in childhood is a condition with enormous public health implications for at least four reasons. One is its relative frequency; with prevalence as high as 1% or greater in most populations, mental retardation is among the most common childhood disability. Another is its early onset and frequent life-long duration. A third is its socioeconomic impacts, which include adverse impacts on productivity and quality of life of affected individuals and caregivers as well as increased expenditures for medical care and residential services. A fourth reason is that prevention, whether primary, secondary, or tertiary, is attainable via public health interventions for nearly all forms of mental retardation. Examples of primary prevention include nutritional interventions such as iodine and folic acid supplementation and food fortification, immunization programs, and removal of environmental sources of lead exposure. Early identification followed by therapeutic interventions, for conditions such as Down syndrome and phenylketonuria (PKU), are examples of secondary prevention of mental retardation. Examples of tertiary prevention include early cognitive stimulation, special education, and habilitation to enhance functioning.

One of the challenges mental retardation poses to public health is that certain prevention strategies, highly effective in one respect, have had the paradoxical side effect of increasing the occurrence of mental retardation in the population in terms of either incidence (new cases) or prevalence (by means of improved survival). Examples of this paradox include mental retardation associated with inborn errors of metabolism, Down syndrome, and premature birth. These and other specific topics in mental retardation are discussed below, following an overview of definitions and prevalence.

DEFINITION AND CLASSIFICATION

Mental retardation implies significant deficits, with onset early in life, in intelligence (as measured by standardized intelligence tests) and in adaptive behavior (e.g., communication, self-care, social interaction, school, and/or work). The deficits are recognized in the performance of social roles and age-appropriate tasks. The infant and preschool child may fail to achieve developmental milestones of sitting, responding to familiar faces, walking, talking, and sphincter control at expected ages. The schoolchild falls short of social expectations for classroom behavior and for reading, writing, and arithmetic. The adult may have difficulty in performing work within and outside the home, communicating, or understanding money, transport, and locality.

Functional limitations in mental retardation can potentially be identified at three levels: impairment (altered brain structure and/or function), disability (deficits in intellectual function and adaptive behavior), and social participation (limitations in social roles and opportunities experienced by persons with disabilities due to environmental conditions). One-to-one correlations between currently understood causes, identifiable impairments, and levels of disability and participation appear to be the exception rather than the rule. For example, in people with mental retardation, identifiable neuropathological lesions often correlate weakly or not at all with specific causes and/or clinical/functional attributes.

The dominant approach to defining and classifying mental retardation is by severity of disability rather than by cause. The International Classification of Diseases (ICD-9, ICD-10) as well as the Diagnostic and Statistical Manual (DSM-IV-TR) and former versions of the American Association on Mental Retardation’s classification system have distinguished four grades of severity defined in terms of IQ (Table 70-1). The most recent version of the American Association on Mental Retardation’s classification system has moved away from distinguishing grades of intellectual deficit and toward defining severity in terms of the level of support required for optimal functioning (e.g., intermittent, limited, extensive, and pervasive levels of support).

Classification based on etiology is increasingly used, as advances in cytogenetics, molecular and biochemical genetics, and brain imaging improve our ability to determine specific causes. Etiologic classifications have clear advantages for epidemiologic research and for primary prevention. They may also be preferable to functional classifications for assessing specific needs for appropriate medical care, rehabilitation, and other services. However, even with recent advances in knowledge and diagnostic capabilities, most cases of mental retardation cannot be attributed with certainty to a specific cause. Table 70-2 provides an outline of the categories of known causes of mental retardation.

INCIDENCE AND PREVALENCE

Studies of the true incidence of mental retardation are not possible because only a minority of cases survive long enough to be identified and because the onset and recognition of disability are often insidious during the course of a child’s development. The descriptive epidemiology of mental retardation is based largely on prevalence (the number of existing cases in a population at a given time) rather than incidence (the number of newly occurring cases during a given time period).

In describing the prevalence of childhood cognitive disability, it is useful to combine moderate, severe, and profound grades of intellectual disability into a single category of severe mental retardation (IQ below 30 or 55) and distinguish this from mild mental retardation (IQ between 50 or 55 and 70 or 75). Table 70-3 contrasts the major epidemiologic characteristics of these two classes. In developed countries, the prevalence of severe childhood mental retardation consistently ranges from 3 to 5 per 1000 (Table 70-4) and more than 50% of cases are attributed to genetic causes. Mild mental retardation in developed countries varies widely in prevalence, is generally more frequent than severe forms, is strongly associated with low socioeconomic status, and is rarely associated with known causes or with other neurologic disorders. A male excess is observed in both severe and
mild mental retardation, due in part to the contribution of X-linked forms of mental retardation (discussed below). The few estimates available from less developed countries point to elevated prevalence rates of severe mental retardation (Table 70-4). This may be due to the higher frequency in those settings of nutritional, traumatic, and infectious causes of brain damage and, in some populations, to factors such as consanguinity and advanced maternal age.  

Low socioeconomic status is the strongest and most consistent predictor of mild mental retardation but is usually found to have little or no association with the prevalence of severe mental retardation (Table 70-3). This pattern points to the role of poverty and social disadvantage in the etiology of mild mental retardation. Preschool programs providing social and intellectual stimulation may boost IQ and reduce the risk of mild mental retardation in vulnerable groups.  

Several cross-sectional studies of age-specific prevalence rates conducted in different decades and populations consistently show, for both severe and mild mental retardation, increasing prevalence with age during childhood followed by declining rates with advancing age throughout adulthood.  

### Table 70-2. Major Categories of Known Causes of Mental Retardation with Specific Examples of Each

<table>
<thead>
<tr>
<th>Causal Category</th>
<th>Specific Examples</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chromosomal</td>
<td>Down syndrome, Cri-du-chat</td>
</tr>
<tr>
<td>Single gene</td>
<td>Phenylketonuria (PKU)</td>
</tr>
<tr>
<td>Hormonal</td>
<td>Fragile X syndrome, Hypothyroidism</td>
</tr>
<tr>
<td>Specific nutritional</td>
<td>Iodine, Folate</td>
</tr>
<tr>
<td>Deficiency/dietary factor (prenatal)</td>
<td>Maternal PKU</td>
</tr>
<tr>
<td>Infection</td>
<td>Rubella, Toxoplasmosis</td>
</tr>
<tr>
<td>Perinatal</td>
<td>Syphilis, Human immunodeficiency virus</td>
</tr>
<tr>
<td>Postnatal</td>
<td>Measles encephalitis</td>
</tr>
<tr>
<td>Toxic exposure</td>
<td>Ionizing radiation, Fetal alcohol syndrome</td>
</tr>
<tr>
<td>Prenatal</td>
<td>Lead, Fetal alcohol syndrome</td>
</tr>
<tr>
<td>Postnatal</td>
<td>Lead, Measles encephalitis</td>
</tr>
<tr>
<td>Traumatic brain injury, anoxia</td>
<td>Prolonged, obstructed labor, Pre-mature birth</td>
</tr>
<tr>
<td>Perinatal</td>
<td>Motor vehicle collision, Near drowning</td>
</tr>
</tbody>
</table>

### Chromosomal Anomalies

Chromosomal anomalies, including structural and numerical anomalies, are a major cause of severe mental retardation. Structural changes result from chromosome breakage and rearrangement and can be induced by a variety of exposures, including ionizing radiation, viral infections, and toxic substances. Numerical anomalies arise from nondisjunction during meiosis or mitosis or through lagging of chromosomes at anaphase of cell division. Among several types of abnormalities of chromosome number that occur, trisomies play the largest role in the etiology of mental retardation. As a whole, chromosomal anomalies contribute more to fetal loss than to live births and mental retardation. About 40% of miscarriages, 6% of stillbirths, and less than 1% of live births have been estimated to be chromosomally aberrant. After 8 weeks gestational age, the proportion of chromosomal aberrations lost by miscarriage exceeds 90% for all but trisomy 21 (Down syndrome), XXX, XXY (Klinefelter’s syndrome), and XYY. In Sweden, chromosomal anomalies, primarily Down syndrome, were reported to cause more than 30% of prevalent cases of severe mental retardation.  

### Down Syndrome

Down syndrome is the most common genetic cause of mental retardation and the leading known cause of severe mental retardation in developed countries. All cases of Down syndrome result from partial or complete duplication of chromosome 21 in the genome. The most common form (95% of cases at birth) is standard trisomy, involving duplication of chromosome 21. In over 90% of these cases, the extra chromosome is of maternal origin, due to nondisjunction during meiosis. Translocation of chromosome 21 material to another chromosome (usually 13 or 18) and mosaicism (transmission of a cryptic trisomy 21 cell line from an unaffected parent) are rare causes of Down syndrome. The most striking epidemiologic characteristic of Down syndrome is the marked increase in risk with increasing maternal age, from approximately 1 per 1500 live births at ages 20–24 to 1 per 600–700 live births at ages 30–34 to 1 per 50 live births at ages 41–45. Increased availability of effective birth control in the 1960s was followed by reductions in the number and proportion of births to older women and corresponding reductions in the prevalence of Down syndrome at birth. Also contributing to reductions in the frequency of Down syndrome births is the availability of prenatal diagnosis followed by therapeutic abortion. Studies in multiple populations found this to reduce the number of infants born with Down syndrome by 6–8%. However, the era of decreased prevalence at birth has also been an era of increased longevity of persons with Down syndrome. The net effect of these two trends has been a rise in the prevalence of Down syndrome in adolescents and adults. It was estimated that even

#### Guide lines of the American Association on Mental Deficiency and the Diagnostic and Statistical Manual (DSM-IV-TR) of the American Psychiatric Association recommend the use of these or similar cut-points as well as clinical judgment and assessment of adaptive skills in the diagnosis and classification of severity of mental retardation.
TABLE 70-3. EPIDEMIOLOGIC CHARACTERISTICS OF SEVERE AND MILD MENTAL RETARDATION

<table>
<thead>
<tr>
<th></th>
<th>Severe</th>
<th>Mild</th>
</tr>
</thead>
<tbody>
<tr>
<td>Prevalence range in childhood (/1000):</td>
<td>2.5–5.0</td>
<td>2.5–40.0</td>
</tr>
<tr>
<td>Populations with advanced medical care</td>
<td>(Estimates not available)</td>
<td></td>
</tr>
<tr>
<td>Less developed countries</td>
<td>5.0–25.0</td>
<td>Somewhat shorter than general population</td>
</tr>
<tr>
<td>Life expectancy</td>
<td>Considerably shorter than general population</td>
<td></td>
</tr>
<tr>
<td>% with other neurodevelopmental or sensory disorders</td>
<td>About 85%</td>
<td>About one-third</td>
</tr>
<tr>
<td>% with other psychiatric disorders</td>
<td>Higher frequency than general population</td>
<td>Higher frequency than general population</td>
</tr>
<tr>
<td>% with known genetic cause</td>
<td>About 50%</td>
<td>Small percentage</td>
</tr>
<tr>
<td>% with unknown cause</td>
<td>Minority</td>
<td>Majority</td>
</tr>
<tr>
<td>Usual age at recognition</td>
<td>Infancy or preschool years</td>
<td>School age</td>
</tr>
<tr>
<td>Duration</td>
<td>Lifelong</td>
<td>May be restricted to school age</td>
</tr>
<tr>
<td>Male-Female ratio</td>
<td>Male excess</td>
<td>Male excess</td>
</tr>
<tr>
<td></td>
<td>(1.1 to 1.4:1)</td>
<td>(1.1 to 1.8:1)</td>
</tr>
<tr>
<td>Major demographic risk factors</td>
<td>Maternal age is a strong predictor of trisomies, which cause about 30% of severe mental retardation</td>
<td>Low socioeconomic status</td>
</tr>
<tr>
<td>Association with social class</td>
<td>Prevalence is relatively even across the social classes</td>
<td>Occurs predominantly in children of low social class</td>
</tr>
</tbody>
</table>


with improved screening and assuming increased use of selective abortion to prevent Down syndrome births, prevalence rates may be higher in the twenty-first century than ever before.77

Despite the strong association between Down syndrome risk and maternal age, most Down syndrome births are to women under 35 because these women contribute the great majority of births. Thus, prenatal screening for Down syndrome is optimally provided for all pregnancies, regardless of maternal age. The discovery of safer and more practical screening methods for this anomaly during the first trimester of pregnancy, therefore, has been an important public health goal.37–39 The patented “integrated test” as a method of screening for Down syndrome (based on the integration of maternal age, first trimester measures of ultrasound fetal nuchal translucency and maternal serum pregnancy associated plasma protein A, and early second trimester measures of four maternal serum markers: α-fetoprotein, human chorionic gonadotropin, unconjugated estriol, and inhibin-A) has a sensitivity of 85% or higher and a false-positive rate as low as 1%.38,40,41

A disadvantage of this approach is that the final screening result is not available until the second trimester of pregnancy, when therapeutic abortions are less safe and acceptable than during the first trimester.79 Positive prenatal screening results for Down syndrome are followed by diagnostic testing based on analysis of amniotic fluid or chorionic villus sampling, which also can detect fetuses with other chromosomal abnormalities, including other autosomal trisomies, sex chromosome abnormalities, and structural rearrangements.42 Prenatal screening for Down syndrome was shown to be a highly cost-effective method for preventing mental retardation worldwide.43 Two factors inhibiting its widespread application, however, are that the required systems for providing prenatal care are not available in many populations, and it is not universally acceptable to therapeutically abort affected fetuses.44

About one-third of children with Down syndrome have congenital heart defects and 2–5% have duodenal obstruction. Other conditions that occur with increased frequency in Down syndrome are childhood leukemia, recurrent infections, hypothyroidism, and seizure disorders. Mental retardation is virtually always present though with early intervention and inclusive education, impressive gains are seen in cognitive and social functioning of persons with Down syndrome. Adults with Down syndrome show a variety of age-related changes in physical and functional capacities suggestive of premature or accelerated aging,45 including changes in skin tone, hypogonadism, increased frequency of cataracts, increased frequency of vision and hearing loss, hypothyroidism, seizures, degenerative vascular disease, and early and severe Alzheimer’s disease.44–46

The increased life span of individuals with Down syndrome and accompanying age-associated morbidity have important consequences for medical care and community services as well as sustained support from family members who are facing new concerns about the need for prolonged care of offspring with Down syndrome.

X-Linked Mental Retardation

Sex-linked disorders arise from differences, between males and females, in gene expression from the sex chromosomes. Only males fully express genes located on the X chromosome. Early in embryonic development of females, each cell randomly inactivates either the maternal or paternal X chromosome. Thus, if a female is heterozygous for an X-linked mutant gene, on the average approximately half of her cells have the normal and half the abnormal allele as the functional member. This averaging of the effects of the two X chromosomes protects females from certain disorders transmitted on the X chromosome, such as hemophilia. Genes on the X chromosome are associated with a number of neurologic and cognitive disorders, including Lesch-Nyhan syndrome, Duchenne’s muscular dystrophy, X-linked hydrocephalus, Menkes’ syndrome (kinky hair disease), and fragile X syndrome; of these, fragile X syndrome is the most common known form of inherited mental retardation.

Fragile X Syndrome

A fragile site on the X chromosome, fra(X), was first identified in males from families with X-linked mental retardation. In cytogenetic studies, Lubs46 described a constriction on the long arm of the X chromosome. Sutherland47 showed that the fragile X site could be routinely observed as a gap or break in the X chromosome when culture media deficient in folate or thymidine were used, and the site has been
TABLE 70-4. SEVERE MENTAL RETARDATION IN CHILDHOOD: SELECTED ESTIMATES OF PREVALENCE

<table>
<thead>
<tr>
<th>Location</th>
<th>Reference</th>
<th>Data Source</th>
<th>Age</th>
<th>Prevalence</th>
</tr>
</thead>
<tbody>
<tr>
<td>Aberdeen, Scotland</td>
<td>Birch, et al. 1970&lt;sup&gt;a&lt;/sup&gt;</td>
<td>Follow-up of births</td>
<td>8–10</td>
<td>3.70</td>
</tr>
<tr>
<td>Quebec, Canada</td>
<td>McDonald, 1973&lt;sup&gt;c&lt;/sup&gt;</td>
<td>Agency records</td>
<td>10</td>
<td>3.84</td>
</tr>
<tr>
<td>Netherlands</td>
<td>Stein, et al. 1976&lt;sup&gt;d&lt;/sup&gt;</td>
<td>Birth cohort, military records</td>
<td>19</td>
<td>3.73</td>
</tr>
<tr>
<td>United Kingdom</td>
<td>Peckham and Pearson, 1976&lt;sup&gt;e&lt;/sup&gt;</td>
<td>Birth cohort, examinations, interviews</td>
<td>7</td>
<td>2.40</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>11</td>
<td>3.30</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>16</td>
<td>3.40</td>
</tr>
<tr>
<td>Uppsala County, Sweden</td>
<td>Gustavsson, et al. 1977&lt;sup&gt;f&lt;/sup&gt;</td>
<td>Registry, agency, vital records</td>
<td>11–16</td>
<td>2.88</td>
</tr>
<tr>
<td>Salford, England</td>
<td>Fryers and Mackay, 1979&lt;sup&gt;g&lt;/sup&gt;</td>
<td>Agency records</td>
<td>5–15</td>
<td>4.50</td>
</tr>
<tr>
<td>Karnataka, India</td>
<td>Narayanan, 1981&lt;sup&gt;h&lt;/sup&gt;</td>
<td>Household survey, evaluations</td>
<td>5–9</td>
<td>12.40</td>
</tr>
<tr>
<td>Karachi, Pakistan</td>
<td>Hasan and Hasan, 1981&lt;sup&gt;i&lt;/sup&gt;</td>
<td>Household survey, evaluations</td>
<td>11–15</td>
<td>24.30</td>
</tr>
<tr>
<td>Kuruma City, Japan</td>
<td>Shiotsuki, et al. 1984&lt;sup&gt;j&lt;/sup&gt;</td>
<td>Household survey, evaluations</td>
<td>7–12</td>
<td>4.90</td>
</tr>
<tr>
<td>Beijing, China</td>
<td>Zuo, et al. 1986&lt;sup&gt;k&lt;/sup&gt;</td>
<td>Household survey, evaluations</td>
<td>0–14</td>
<td>2.94</td>
</tr>
<tr>
<td>New Brunswick, Canada</td>
<td>McQueen, et al. 1987&lt;sup&gt;l&lt;/sup&gt;</td>
<td>Agency records</td>
<td>7–10</td>
<td>4.61</td>
</tr>
<tr>
<td>Nova Scotia, Canada</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>North West Spain</td>
<td>Diaz-Fernandez, 1988&lt;sup&gt;m&lt;/sup&gt;</td>
<td>Registry</td>
<td>5–9</td>
<td>2.71</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>10–14</td>
<td>4.08</td>
</tr>
<tr>
<td>May Pen, Jamaica</td>
<td>Thorburn, et al. 1992&lt;sup&gt;n&lt;/sup&gt;</td>
<td>Household survey, evaluations</td>
<td>2–9</td>
<td>17.00</td>
</tr>
<tr>
<td>Bangladesh</td>
<td>Zaman, et al. 1992&lt;sup&gt;o&lt;/sup&gt;</td>
<td>Household survey, evaluations</td>
<td>2–9</td>
<td>5.28</td>
</tr>
<tr>
<td>Atlanta, Georgia, United States</td>
<td>Murphy, et al. 1995&lt;sup&gt;p&lt;/sup&gt;</td>
<td>School and other record review</td>
<td>10</td>
<td>3.60</td>
</tr>
<tr>
<td>Karachi, Pakistan</td>
<td>Durkin, et al. 1998&lt;sup&gt;q&lt;/sup&gt;</td>
<td>Household survey, evaluations</td>
<td>2–9</td>
<td>19.00</td>
</tr>
<tr>
<td>Atlanta, Georgia, United States</td>
<td>Bashin, et al. 2006&lt;sup&gt;q&lt;/sup&gt;</td>
<td>School and other record review</td>
<td>8</td>
<td>4.3 (year 1996)</td>
</tr>
</tbody>
</table>

<sup>a</sup>Prevalence per 1000.  

Localised to Xq27.3. In 1991, the isolation of the fra(X) locus (FRAXA) located at the beginning of the FMR-1 gene permitted direct diagnosis at the DNA level. Understanding of the inheritance of this condition has changed accordingly and affords a unique opportunity to examine the influence of a genetic factor on development. Segregation analysis that followed the intergenerational passage of the FRAXA gene in affected families revealed an unusual pattern of inheritance. Some males who carry the FRAXA genotype appear to be clinically unaffected and do not express the fragile site on cytogenetic testing. These nonpenetrant normal transmitting males (NTMs) transmit the mutation to daughters who, although unaffected themselves, may have affected children. Thus, grandsons of NTMs are often mentally retarded and granddaughters may show some cognitive impairment. A risk of mental retardation depending upon the generation position within the family is known as the Sherman paradox: mothers and daughters of nonpenetrant males, both obligate carriers of the gene and phenotypically similar, have differing penetrance in their offspring. Brothers of NTMs have low penetrance (approximately 9%) while grandsons and great grandsons have high penetrance (approximately 40–50%). The molecular basis of the Sherman paradox has now been elucidated. The FRAXA site contains an exon of the FMR-1 gene responsible for the fragile X mental retardation. This exon includes a repetitive CGG sequence that demonstrates length variation in normal and in fra(X) individuals, and a cytidine phosphate guanosine (CpG) island that can be preferentially methylated in fra(X) cases. The length of the CGG repeat in genomic DNA correlates with risk for the fragile X syndrome. Normal individuals have fewer than 55 CGG repeats. NTMs and carrier females have “premutations,” in which the number of CGG repeats ranges from 55 to 200. Individuals with the fragile X phenotype show amplification to more than 200.
Prevalence of the Fragile X Syndrome. As mentioned, the fragile X syndrome is the most common known cause of inherited mental retardation. Recent population-based studies incorporating molecular diagnostic methods found that the prevalence of the full mutation ranges from approximately 1 per 2500 to 1 per 6000 males,69-71 and the prevalence of premutations is as high as 1 per 70 to 1 per 259 males.72,73 In addition, several cases were found with atypical mutations at the FRAXA site, two involving a deletion and one a point mutation in the FMR-1 gene.61,63 Other fragile sites (FRAXD, FRAXE, FRAXF) are found close to the FRAXA site. FRAXE is associated with learning disabilities, but is caused by a different expanding trinucleotide repeat.64

The full mutation is almost always associated with mental retardation in males. The level of cognitive disability can range from mild to severe. Other features of the fragile X syndrome phenotype include distinctive facial characteristics (elongated face, large ears, prominent forehead and jaw, and macrocephaly), macroorchidism in postpubertal males, hyperflexible joints, attention deficits, and autistic-like behaviors. A high proportion of females with the full mutation, though not necessarily mentally retarded, do exhibit selective cognitive deficits.65 In addition, there is increasing evidence of a continuum or spectrum of effects in both females and males with premutations. For example, female carriers of the premutation have an increased risk for premature ovarian failure, and male carriers are at especially high risk for a recently identified neurodegenerative disorder known as the fragile X-associated tremor/ataxia syndrome or FXTAS.66,67 Hagerman and colleagues hypothesized that FXTAS results from a "toxic gain of function" because in persons with premutations characterized by an excessive number of CGG repeats, FMR1 mRNA is expressed at elevated levels, while those with full mutations lack FMR1 mRNA expression.66

Autosomal Genetic Causes

Autosomally inherited disorders are rare but important causes of mental retardation. Autosomal dominant disorders causing cognitive disability in childhood include tuberous sclerosis and neurofibromatosis. The more common mode of transmission is through autosomal recessives. A number of metabolic disorders transmitted in this fashion, including phenylketonuria, are marked by progressive mental retardation with systemic manifestations.

Phenylketonuria

This rare defect of amino acid metabolism occurs in 1 in 12,000 to 15,000 Caucasian live births, with somewhat lower rates in other races. Deficient metabolism of phenylalanine causes it to accumulate, which when untreated leads to hyperphenylalaninemia that damages the developing brain, and in most cases results in severe mental retardation.62 Newborn screening based on analysis of newborn blood permits early treatment by a special diet that diminishes phenylalanine levels. The diet must be continued at least through puberty to protect brain development in persons with PKU. In countries with routine newborn screening programs and effective follow-up of affected children, primary PKU mental retardation is now rarely seen. A problem resulting from the success of newborn screening programs for PKU is the emergence of "maternal PKU" affecting offspring of women successfully treated in childhood.63 Themselves of normal or near normal intelligence, at childbearing age these women will often have high blood levels of phenylalanine unless their dietary intake of phenylalanine is strictly controlled. Their surviving offspring are at increased risk of mental retardation, microcephaly, congenital heart disease, intrauterine growth retardation, and behavioral problems.41-46 Mental retardation is observed in as many as 50% of children of mothers with uncontrolled PKU (defined as blood phenylalanine level of more than 600 µmol/L) throughout most or all of their pregnancies.67 The most favorable outcomes are observed in women whose dietary restrictions to reduce maternal blood phenylalanine levels and prevent phenylalanine metabolic accumulation are started before conception and maintained throughout pregnancy.68 Routine umbilical cord blood screening, while it cannot prevent cases, can detect women with hyperphenylalaninemia and thus prevent recurrence in future pregnancies. From a public health perspective, the problem is to identify and locate the population of women at risk prior to their first pregnancies.69 The experience of the New England Maternal PKU Project suggests that the majority of women with classic PKU can be found, but a much lower proportion of those with atypical hyperphenylalaninemia are likely to be identified in time to permit primary prevention in their first-born children.70

Because newborn screening for PKU succeeded in preventing one cause of mental retardation, newborn screening programs in developed countries expanded late in the twentieth century to include other conditions for which identifying and intervening during the newborn period can prevent neurologic damage, such as congenital hypothyroidism, galactosemia, and maple sugar urine disease. In contrast, developing countries for the most part have not yet implemented newborn screening programs, though studies showed that newborn screening and intervention as a strategy for preventing learning and developmental disabilities in low income countries would be highly cost effective.65 Recent advances in the technology for newborn screening, specifically the development of tandem mass spectrometry, make it possible to screen newborns for more than 30 metabolic conditions using a single blood spot. However, most of these conditions are extremely rare and the benefits of early identification and treatment are not yet established.71

200 CGG repeats and hypermethylation of the adjacent "CpG island" region; this is associated with lack of expression of FMR-1 mRNA.67 Thus DNA methylation is a critical feature of the fragile X phenotype. Expansion of the premutation to the full mutation occurs only in female meiotic transmission;50,55,55 during oogenesis, risk for expansion to the full muta- tion increases with the number of repeats, in a dose-response manner.53,54 Hence women who have inherited the premutation are generally not cognitively impaired,50,54,55 yet they may transmit an expanded allele to their offspring, increasing the risk of fra(X). As CGG repeat is amplified, it becomes more unstable, leading to both mitotic and meiotic instability.50,55,60 In addition, several features of fra(X). As CGG repeat is amplified, it becomes more unstable, leading to both mitotic and meiotic instability.50,55,60 In addition, several cases were found with atypical mutations at the FRAXA site, two involving a deletion and one a point mutation in the FMR-1 gene.61,63 Other fragile sites (FRAXD, FRAXE, FRAXF) are found close to the FRAXA site. FRAXE is associated with learning disabilities, but is caused by a different expanding trinucleotide repeat.64

Prevalence of the Fragile X Syndrome. As mentioned, the fragile X syndrome is the most common known cause of inherited mental retardation. Recent population-based studies incorporating molecular diagnostic methods found that the prevalence of the full mutation ranges from approximately 1 per 2500 to 1 per 6000 males,69 71 and the prevalence of premutations is as high as 1 per 70 to 1 per 259 females and 1 per 810 males.72,73 In addition, several cases were found with atypical mutations at the FRAXA site, two involving a deletion and one a point mutation in the FMR-1 gene.61,63 Other fragile sites (FRAXD, FRAXE, FRAXF) are found close to the FRAXA site. FRAXE is associated with learning disabilities, but is caused by a different expanding trinucleotide repeat.64

The full mutation is almost always associated with mental retardation in males. The level of cognitive disability can range from mild to severe. Other features of the fragile X syndrome phenotype include distinctive facial characteristics (elongated face, large ears, prominent forehead and jaw, and macrocephaly), macroorchidism in postpubertal males, hyperflexible joints, attention deficits, and autistic-like behaviors. A high proportion of females with the full mutation, though not necessarily mentally retarded, do exhibit selective cognitive deficits.65 In addition, there is increasing evidence of a continuum or spectrum of effects in both females and males with premutations. For example, female carriers of the premutation have an increased risk for premature ovarian failure, and male carriers are at especially high risk for a recently identified neurodegenerative disorder known as the fragile X-associated tremor/ataxia syndrome or FXTAS.66,67 Hagerman and colleagues hypothesized that FXTAS results from a "toxic gain of function" because in persons with premutations characterized by an excessive number of CGG repeats, FMR1 mRNA is expressed at elevated levels, while those with full mutations lack FMR1 mRNA expression.66

The high prevalence and health implications of FMR-1 mutations are marked by progressive mental retardation. Recent population-based studies incorporating molecular diagnostic methods found that the prevalence of the full mutation ranges from approximately 1 per 2500 to 1 per 6000 males,69-71 and the prevalence of premutations is as high as 1 per 70 to 1 per 259 females and 1 per 810 males.72,73 Because newborn screening for PKU succeeded in preventing one cause of mental retardation, newborn screening programs in developed countries expanded late in the twentieth century to include other conditions for which identifying and intervening during the newborn period can prevent neurologic damage, such as congenital hypothyroidism, galactosemia, and maple sugar urine disease. In contrast, developing countries for the most part have not yet implemented newborn screening programs, though studies showed that newborn screening and intervention as a strategy for preventing learning and developmental disabilities in low income countries would be highly cost effective.65 Recent advances in the technology for newborn screening, specifically the development of tandem mass spectrometry, make it possible to screen newborns for more than 30 metabolic conditions using a single blood spot. However, most of these conditions are extremely rare and the benefits of early identification and treatment are not yet established.71

200 CGG repeats and hypermethylation of the adjacent “CpG island” region; this is associated with lack of expression of FMR-1 mRNA.67 Thus DNA methylation is a critical feature of the fragile X phenotype. Expansion of the premutation to the full mutation occurs only in female meiotic transmission;50,55,55 during oogenesis, risk for expansion to the full mutation increases with the number of repeats, in a dose-response manner.53,54 Hence women who have inherited the premutation are generally not cognitively impaired,50,54,55 yet they may transmit an expanded allele to their offspring, increasing the risk of fra(X). As CGG repeat is amplified, it becomes more unstable, leading to both mitotic and meiotic instability.50,55,60
Nutritional Causes

Iodine Deficiency
Cretinism is a form of mental retardation resulting from hypothyroidism and typically is complicated by hearing loss, motor impairment, and abnormal growth and physical development. Sporadic congenital hypothyroidism occurs in about 1 in 3500 births. Newborn screening programs currently in operation throughout the developed world permit early detection and treatment of this condition, which in turn, prevent the brain damage that causes sporadic cretinism.

A far more common cause of cretinism in some populations occurs prenatally due to maternal hypothyroidism associated with dietary deficiency of iodine. Iodine deficiency, defined for adults as an average daily iodine intake of less than 100 µg, is endemic in large populations throughout the world, particularly in mountainous areas and interior regions where iodine has been leached from the soil.91 Some estimates suggest that nearly 1 billion people worldwide are at risk for iodine deficiency disorders.92 In addition to endemic cretinism, which would be expected to affect an estimated 2.2 million people and is a leading cause of mental retardation worldwide, the spectrum of iodine disorder includes spontaneous abortion, stillbirth, infant mortality, goiter, and impaired cognitive functioning (apart from that associated with frank cretinism).93

Prevention of iodine deficiency and endemic cretinism is achieved in many developing countries by fortifying dietary salt at a level of 1 part of iodide per 10,000–50,000 parts salt, and is being promoted worldwide by the World Health Organization as a cost-effective method for preventing mental retardation.93,94 In nonindustrialized communities, where the distribution of iodinated salt often proves infeasible, endemic cretinism can be prevented by annually giving women of childbearing age high doses of iodine in an oil solution, taken either orally or by intramuscular injection.95 Effective prevention of prenatally acquired cretinism requires that maternal iodine deficiency and hypothyroidism be corrected very early in pregnancy or preferably before conception. Considerable international pressure is now being exerted against the problem of iodine deficiency; and ongoing efforts will be needed to bring about full prevention of this important cause of mental retardation.

Folate Deficiency
Neural tube defects including spina bifida are one of the most common and most disabling birth defects worldwide. Prevalence at birth varies geographically and over time, from less than 1 to more than 6 per 1000 live births, with peaks among the poorest classes and during times of famine and economic strife. Among children born with spina bifida in the developed world, approximately 75% survive past infancy. Hydrocephalus is a regular accompaniment, usually treated with an intracranial shunt to preserve brain tissue and prevent mental retardation. A wide range of intellectual function is found among survivors; fewer than half have severe intellectual disability and many have normal levels of intelligence. Physical accompaniments, including limitations in mobility and in sphincter control, create major nursing problems. The pathogenesis of spina bifida, as in neural tube defects for which survival is rare (anecephalus, encephalocele, iniencephaly), apparently involves failure of the embryonic neural tube to fuse completely, a process that should be completed by the 20th postconceptional day.

Epidemiologic studies demonstrated conclusively that preconceptional and periconceptional maternal folate consumption influences the incidence and prevalence of neural tube defects, an observation with enormous potential for primary prevention.95 It remains likely that there still is a genetic influence, such that genetically predisposed mothers or offspring are sensitive to relatively mild deficiency, while a much larger percentage of the population are sensitive to severe deficiency. Current knowledge suggests that primary prevention of approximately 70% of neural tube defects in live births can be achieved if mothers take 4 mg of folic acid, a synthetic form of folate, preconception and periconception. Prevention of neural tube defects therefore currently hinges on how, and no longer on whether, to deliver the necessary supplement. An unavoidable problem is that the folate or folic acid should be taken at a time that the woman will not usually know she is pregnant. One cost-effective strategy, similar to that used to prevent iodine deficiency, is to supply it to the whole population, for example in the bread flour.96,41 Folates are present in the normal diet, in leafy vegetables, but whether dietary advice alone would result in consumption of sufficient amounts by those who need it is doubtful. Not all neural tube defects will disappear even if given preventive policies based on current knowledge, even though we can be confident that the incidence will decrease by at least half. Future research should clarify residual causes.

Prenatal screening for neural tube defects is now done routinely and with increasing accuracy in settings with advanced levels of prenatal care. Effective prenatal diagnosis involves screening maternal serum at 16 weeks gestation for elevated levels of α-fetoprotein (AFP) and following positive screening results with ultrasound anomaly scans to detect spinal abnormalities and/or amniocentesis to detect elevated AFP levels in amniotic fluid.97 Some difficulties persist with the procedure, apart from the hazards associated with amniocentesis. Even in the most experienced laboratories, the procedure is not entirely specific: other conditions raise AFP levels, and sometimes even with very high levels the fetus is apparently normal. Testing of AFP is also not entirely sensitive; affected fetuses, especially those with closed spina bifida but occasionally other types too, may not be detected. When a positive diagnosis is made, prevention involves therapeutic abortion. This course may be less acceptable than in Down’s syndrome because the risk of a false-positive result (and the consequent termination of a normal pregnancy) is much higher (up to 3% or more depending on cutoff levels and gestational age).97 Both prenatal detection of neural tube defects and folic acid fortification of the food supply have contributed to steady reductions in the prevalence of neural tube defects in live births in populations where they are provided, but their availability on a global scale remains very limited.96–101,41

Premature Birth
Infants born prematurely and at very low birth weight (less than 1500 g) are surviving with increased frequency due to advances in perinatology and neonatal medicine. Survivors of very low birth weight carry a high risk of mental retardation as well as cerebral palsy (especially spastic diplegia), epilepsy, and vision and hearing impairments. Increases in the prevalence of cerebral palsy have been observed in several developed countries since the 1970s and may be attributable to concomitant improvements in the survival of very preterm infants.101 The impact of this trend on the prevalence of mental retardation per se is not clear, though follow-up studies of very low birth weight infants are consistent in showing an inverse association between gestational age at birth and the risk of cognitive disability in childhood.102,103 Although prematurity is an important risk factor for mental retardation, up to 75% of survivors of even very preterm birth (e.g., less than 33 weeks gestation) exhibit a normal course of development and functioning in childhood.104

One factor that is strongly predictive of which premature infants will have poor developmental outcomes is the occurrence of white matter lesions observable neonatally on cranial ultrasound scans.105–108 Further study is needed to determine the etiology of brain lesions associated with preterm birth and specific mechanisms for the variability in neurodevelopmental outcomes, as well as the potential for interventions to prevent neurologic damage and improve outcomes.

Infections
At least 20 different infectious agents can cause brain damage and mental deficiency in children. Congenital syphilis, the first congenital disorder to be linked to an infectious cause, is now a rare and preventable cause of mental retardation. Rubella, like syphilis, is a fetal infection. It affects the fetus only if the mother contracts the disease
between the 8th and 13th weeks of pregnancy. It has been virtually eliminated as a cause of mental retardation in vaccinated populations. Brain damage from other intrauterine infections (toxoplasmosis, cytomegalovirus, varicella) may follow either prenatal or perinatal transmission. When exposure occurs during the first or second trimester of pregnancy, several impairments are recognizable at birth and may include microcephaly, hydrocephaly, growth retardation, cataracts, seizures, rashes, jaundice, and hepatosplenomegaly. Exposure late in pregnancy or during delivery may result in inapparent infection at birth and onset of developmental delay during infancy or childhood. Inapparent toxoplasmosis infection at birth, for example, is reported to cause neurodevelopmental disabilities in 80–90% of cases by age 20 years. Evidence has also been reported that untreated maternal urinary tract infections, a common medical complication affecting 4–7% of pregnancies, is a risk factor for mental retardation in offspring.

Postnatally acquired meningitis and encephalitis associated with a variety of infectious agents also leave a proportion of children with permanent cognitive disability, particularly in less developed countries where access to vaccination and treatment is more limited and often delayed. Adverse reactions to the pertussis vaccine causes encephalitis and residual mental retardation in children, but the risk is likely to be lower than the risk of death from pertussis infection in unvaccinated populations.

The effects of mother-to-child transmitted HIV infection on the neurodevelopment of the child are devastating and can result in acquired microcephaly and cognitive and movement disabilities. Fortunately, antiretroviral treatment, especially when combined with Caesarian delivery, can prevent most cases of vertical HIV transmission and thus can potentially prevent HIV from causing cognitive disability in children.

Environmental Toxins

Lead

Lead, absorbed from a variety of sources, has long been known to cause the serious and often fatal condition of lead encephalopathy in children. Survivors were regularly severely mentally retarded and could be found in populations and institutions housing retarded persons. In recent decades, neuropyschologic impairments of various kinds have been recognized even in children with moderately raised lead levels, well below levels that cause acute lead encephalopathy. Current evidence suggests a dose-response relation of lead exposure in early childhood to mental performance and perhaps also to hyperactivity. The United States government now considers levels higher than 10 µg/dL to be potentially neurotoxic and estimates that more than 17% of young children have levels in this range.

In many populations, socioeconomic status and iron deficiency are confounded with and may interact with lead poisoning in its effect on IQ. In the United States the effects are more marked on urban children living in poverty. Prevention is not simple but is certainly feasible and, in the long run, is likely to be cost-effective when balanced against reduced health costs and improved school performance and quality of work. What is required is control of industrial processes, removal of lead from gasoline and paint, maintaining low lead levels in soil, monitoring residences (many houses still have the remains of lead paint, within and without), screening young children, and possibly, environmental lead abatement. For those with raised lead levels, removal from the source of exposure and possibly chelation treatment to increase the level of excretion are indicated.

Alcohol

Heavy alcohol abuse during pregnancy is associated with fetal alcohol syndrome in offspring. This syndrome includes mild to moderate cognitive disability, low birth weight, microcephaly, stunting, flattened nasolabial facies, and narrow palpebral tissues. Studies in the United States have found the prevalence of fetal alcohol syndrome to range from 2.8 to 4.6 per 1000 live births. A frequency at birth of 1.7 per 1000 was observed in Gothenburg, Sweden, a population in which nearly 10% of the cases of mild mental retardation in school children was attributed to this cause. Recently, studies have reported the prevalence of fetal alcohol syndrome to be as high as 2–7% in selected populations. Prevention is easier to prescribe than to execute. In view of evidence that alcohol consumption during pregnancy is associated with a variety of adverse fetal outcomes other than mental retardation, abstinence or restricted drinking during pregnancy has become a worthwhile public health objective. However, surveillance data from the United States in 2002 indicated that 10% of pregnant women had consumed alcohol during pregnancy and approximately 2% had engaged in binge drinking or frequent alcohol use.

Trauma

Traumatic brain injury is an important preventable cause of intellectual deficiency. The annual incidence of head injury (with loss of consciousness) in the United States is about 2.3 per 1000 in children under 15 years and increases to 60 per 1000 among 15- to 19-year-old boys. The major causes are motor vehicle collisions, falls, and assaults. Throughout childhood, boys have a twofold higher risk of severe head injury relative to girls. It has been estimated that 5–10% of all cases are fatal and that another 5–10% result in a wide range of neuropsychologic sequelae. Permanent declines in IQ and adaptive function are observed in a proportion of cases, but further longitudinal and intervention studies are needed to understand the predictors and prevention of these outcomes.

PREVENTION

Clearly, mental retardation has many causes. Preventive strategies must focus on each in turn. Sometimes, as with prenatal screening, there are exemplary preventive programs, which can be applied wherever the administrative and economic structure can support them. Programs involving prenatal diagnosis followed by selective abortion or gene therapies call for a high level of organization; for some, they will also involve a conflict of values. Programs that require intensifying education for many children over a prolonged period call for a major allocation of funds and human resources.

Twelve recommendations for prevention have been compiled by the Joint Commission of the International Association for the Scientific Study of Mental Deficiency and the International League of Parents of Retarded Children and accepted by the World Health Organization:

1. Genetic counseling, prenatal diagnosis, early identification, and proper treatment are important in preventing mental retardation of genetic origin.
2. Prevention of infections and parasitic diseases contributes significantly to the prevention of mental retardation.
3. Monitoring the environment to protect against pollutants and other chemical and physical hazards is an important part of prevention programs.
4. Safe environments for young children and the prompt treatment of injuries should reduce accidental causes of mental retardation.
5. The nutrition of mothers and children is important, especially in developing countries.
6. Good obstetric care and good care of the newborn reduce the incidence of mental and physical handicap. Good care includes adequate treatment of maternal illness, such as diabetes or toxemia; prompt recognition of obstetrical abnormalities; adequate monitoring of the fetus; immediate resuscitation of the infant; and prediction, prevention, and treatment of biochemical disorders, such as respiratory distress syndrome, hypoglycemia, anoxia, and all causes of cerebral damage.
7. Social and educational stimulation is essential for proper mental growth and development. It is an important element in preventing mental retardation, especially mild mental disability in children.
retardation. Suitable interventions are needed for children whose families do not provide this stimulation.

8. In more severely retarded persons, proper stimulation, modern principles of rehabilitation, and good remedial service can also reduce disability and prevent the development of secondary handicaps.

9. Improving living standards and the general health of the population constitutes an important element of nonspecific prevention of mental retardation. Preventive programs for mental retardation should be an integral part of all general health planning and programs.

10. The patterns of preventive programs and the speed with which they are implemented will vary according to resources, but high priority should be given to the problem in all countries.

11. International cooperation on many levels is necessary to speed up the development of effective preventive measures.

12. Research into the causes of mental retardation should be encouraged and facilitated. The effectiveness of preventive measures should be tested and monitored continuously. Special attention should be given to evaluative research in the biomedical and psychosocial spheres.

► CARE: COMMUNITY SERVICES FOR MENTAL RETARDATION

Many mentally retarded persons achieve considerable self-reliance with maturity and training, so that the deficit even when severe is seen as relative rather than absolute. The early years are often those for which the family of birth provides basic care and support, while for the later years the community does this increasingly. A family with a mentally retarded child experiences major impacts. There is shock and pain, when the diagnosis is imparted, and a time of emotional turbulence and readjustment to a new kind of parental role often follows. The turbulence is often compounded by concern about effects on other family members, especially siblings; painful embarrassment before friends, neighbors, and strangers; and economic strain. The strain is not limited to the early years. A mentally retarded person may remain emotionally and physically dependent on parents long after the departure of other children. With improved medical care and increasing longevity of persons with severe mental retardation, dependency may continue into a phase when parents lack the physical, psychological, and economic resources to provide adequate care. For some families, residential placement of the child at an early age is the most suitable arrangement. For many others, the family home is preferred. Whichever course is followed, cooperative arrangements between a family and appropriate community services work best. The types of services needed change over the course of the individual’s life. In adulthood, there is often a continued need for sheltered living, work, and recreational services. Families play an important role in planning transitions in services, recognizing that the rights of retarded people, who may be limited in arguing their own case, need special protection. Increasingly, persons with mental retardation themselves are being consulted.

► CONCLUSION

Today, the field of mental retardation involves public health in some of the most critical issues facing society. The selected issues touched on here are intended to serve as an introduction to the potential role of public health. Societal forces will shape future public health views and actions, as they have in the past. Scientific and technologic advances bring new opportunities for prevention and change in the balance between incidence and prevalence. In these emerging circumstances, the choices societies make among the forms of prevention and care can have profound effects.
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Prevention of Disability in Older Persons

William H. Barker

Increased risk of disease, disability, and death are well-known accompaniments of old age. While disease incidence and death are the conventional indices of a society’s health status, functional disability is perhaps the most consequential index when dealing with health in old age. This chapter defines the character and magnitude of disability in old age, reviews preventive and restorative approaches to specific and general causes of disability among the elderly, and examines the role of health-care organizations in facilitating the delivery of such services.

Dimensions of the Problem

Concept and Measurement of Disability

Conceptually disability has been classified by the World Health Organization as part of a continuum of stages of disease impact that include:

1. Impairment. The loss or abnormality of psychological, physiological, or anatomical integrity at the level of specific organ systems.

2. Disability. The inability to perform an activity within the range considered normal for a human being, hence a functional limitation experienced at the level of the person as a whole.

3. Handicap. A disadvantage resulting from an impairment or disability which if not addressed, limits an individual’s ability to fulfill certain desired social roles.

Collectively this continuum has been referred to as the “disablement model.” Figure 71-1 depicts the conditions, which characterize dysfunction at each of the three stages of the model, and the types of functional assessment and medical, restorative, and social intervention appropriate to maintaining and improving function and limiting disability at each stage.

A wide variety of systems have been developed for measuring functional ability/disability. The best-known of these are the Activities of Daily Living (ADL) and the Instrumental Activities of Daily Living (IADL) indices. The ADL index, first introduced by Katz and colleagues, classifies limitations in six fundamental, sociobiological functions of daily living: bathing, dressing, toileting, transferring from bed or chair, continence, and feeding. Lawton and others broadened the scope with the IADL concept which incorporates measures of more complex adaptive or self-maintaining functions such as housekeeping, money management, and grocery shopping.

In addition to screening and care planning for individual patients, these measurement systems have been very useful for describing the disability status of the elderly population, estimating community and institutional service needs, and evaluating outcomes of interventions designed to limit disability.

The emerging concept of “preclinical disability” focuses on identifying stages in the natural history of functional loss, which precede the onset of overt ADL or IADL dependencies. This phenomenon was originally measured in terms of adaptive modifications in the performance of common tasks such as doing housework or getting out of bed. Physiologic and performance measures of lower extremity function have also been shown to be powerful predictors of future onset of frank disability. More recently investigators have focused on a complex of physiologic deteriorations characterized as “frailty” which identifies older persons at high risk of decline in functional status. “Frailty” has been defined operationally as having at least three of the following attributes: unexplained weight loss, poor grip strength, self-reported exhaustion, slow walking speed, low physical activity.

Magnitude of Aging and Disability

The aging or graying of populations is occurring in all parts of the world, most profoundly in developed areas, as illustrated in estimates compiled by the United Nations (Fig. 71-2). Driven by a combination of increasing average life expectancy and decreasing birthrates, this “longevity revolution” will result in ever-increasing numbers of persons over 80 years of age among whom functional disability is most prevalent.

The proportion of elderly Americans with disability living both in the community and in nursing homes at the end of the twentieth century has been estimated at approximately 20%. Among community dwelling disabled elderly, the most common ADL dependencies include bathing and transferring, while dependence on assistance with eating is least common. Shopping and meal preparation are the most common IADL dependencies. All domains of ADL and IADL limitation increase dramatically with age and are generally more prevalent in women than men.

There is a strong association between ADL limitation and the presence of chronic medical conditions. With few exceptions such as stroke and hip fracture, it has been difficult to establish direct cause and effect relationships between specific morbidities (diseases) or combinations of morbidities and the onset of disability. Nonetheless, it is reasonable to presume that a substantial amount of disability is attributable to physical and physiological impairments resulting from specific chronic diseases. In turn, the prevention of such impairments and consequent disability would be largely dependent on the success with which major chronic diseases are prevented or controlled using techniques reviewed in other chapters in this volume. A substantial amount of disability in old age may also be explained and
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circumstances, age-specific prevalence and aggregate years of disability before death would be expected to diminish. At the other extreme is the “failure of success” thesis promulgated by Gruenberg and others, which argues that increase in life expectancy among the elderly is largely the result of advances in life-sparing medical treatments of existing disease, which, with reference to Fig. 71-3, results in increase in the average duration of certain chronic disabling diseases. This phenomenon would result in expanded future need for chronic care services. Others have suggested that increased life expectancy reflects a combination of both of these phenomena, resulting in delayed age of onset of chronic disease and disability but not substantially reducing the overall health service burden.

Various longitudinal population studies to empirically assess trends in the burden of disability among older persons are ongoing in the United States and elsewhere. Common to such studies is a quest to identify and quantify determinants of disability free aging, variably referred to as “active life expectancy” or “successful aging.” Among these, the National Long-Term Care Survey (NLTCIS), a longitudinal study involving very large sequential cohorts of older Americans, first documented a decline of one to two percentage points in the prevalence of chronic disability between 1982 and 1989, translating into an estimated 540,000 fewer older persons with chronic disabilities potentially prevented by attention to lifestyle, physical, psychological, environmental, and social support factors, which increase the risk of functional decline among older persons. Comprehensive strategies of health promotion, multidisciplinary assessment and rehabilitation, and environmental adaptation constitute the armamentarium of preventive approaches to such factors.

A further dimension of the societal impact of disability in old age is the strong relationship between functional impairment and use of health services. A study from the Medicare Current Beneficiary Survey documented dramatic increase in the aggregate annual physician, pharmaceutical, hospital, and long-term care expenditures incurred by older persons making the transition to greater levels of functional dependency in a given year (Table 71-1).

Secular Trends

The phenomenon of increasing life expectancy in old age has given rise to a number of forecasts with respect to the burden of disability to be anticipated. At one extreme is Fries’s “compression of morbidity” thesis, which, with reference to Fig. 71-3, argues that age of onset of disabling chronic disease among the elderly is being postponed to a greater degree than life expectancy is expanding. Under these circumstances, age-specific prevalence and aggregate years of disability before death would be expected to diminish. At the other extreme is the “failure of success” thesis promulgated by Gruenberg and others, which argues that increase in life expectancy among the elderly is largely the result of advances in life-sparing medical treatments of existing disease, which, with reference to Fig. 71-3, results in increase in the average duration of certain chronic disabling diseases. This phenomenon would result in expanded future need for chronic care services. Others have suggested that increased life expectancy reflects a combination of both of these phenomena, resulting in delayed age of onset of chronic disease and disability but not substantially reducing the overall health service burden.

Various longitudinal population studies to empirically assess trends in the burden of disability among older persons are ongoing in the United States and elsewhere. Common to such studies is a quest to identify and quantify determinants of disability free aging, variably referred to as “active life expectancy” or “successful aging.” Among these, the National Long-Term Care Survey (NLTCIS), a longitudinal study involving very large sequential cohorts of older Americans, first documented a decline of one to two percentage points in the prevalence of chronic disability between 1982 and 1989, translating into an estimated 540,000 fewer older persons with chronic disabilities potentially prevented by attention to lifestyle, physical, psychological, environmental, and social support factors, which increase the risk of functional decline among older persons. Comprehensive strategies of health promotion, multidisciplinary assessment and rehabilitation, and environmental adaptation constitute the armamentarium of preventive approaches to such factors.

A further dimension of the societal impact of disability in old age is the strong relationship between functional impairment and use of health services. A study from the Medicare Current Beneficiary Survey documented dramatic increase in the aggregate annual physician, pharmaceutical, hospital, and long-term care expenditures incurred by older persons making the transition to greater levels of functional dependency in a given year (Table 71-1).

Secular Trends

The phenomenon of increasing life expectancy in old age has given rise to a number of forecasts with respect to the burden of disability to be anticipated. At one extreme is Fries’s “compression of morbidity” thesis, which, with reference to Fig. 71-3, argues that age of onset of disabling chronic disease among the elderly is being postponed to a greater degree than life expectancy is expanding. Under these circumstances, age-specific prevalence and aggregate years of disability before death would be expected to diminish. At the other extreme is the “failure of success” thesis promulgated by Gruenberg and others, which argues that increase in life expectancy among the elderly is largely the result of advances in life-sparing medical treatments of existing disease, which, with reference to Fig. 71-3, results in increase in the average duration of certain chronic disabling diseases. This phenomenon would result in expanded future need for chronic care services. Others have suggested that increased life expectancy reflects a combination of both of these phenomena, resulting in delayed age of onset of chronic disease and disability but not substantially reducing the overall health service burden.

Various longitudinal population studies to empirically assess trends in the burden of disability among older persons are ongoing in the United States and elsewhere. Common to such studies is a quest to identify and quantify determinants of disability free aging, variably referred to as “active life expectancy” or “successful aging.” Among these, the National Long-Term Care Survey (NLTCIS), a longitudinal study involving very large sequential cohorts of older Americans, first documented a decline of one to two percentage points in the prevalence of chronic disability between 1982 and 1989, translating into an estimated 540,000 fewer older persons with chronic disabilities potentially prevented by attention to lifestyle, physical, psychological, environmental, and social support factors, which increase the risk of functional decline among older persons. Comprehensive strategies of health promotion, multidisciplinary assessment and rehabilitation, and environmental adaptation constitute the armamentarium of preventive approaches to such factors.
or deconditioning. Also important are the contributions to the prevention or reversal of disability attributable to health promotion, and therapeutic, rehabilitative, and environmental interventions.

**Impairments and Losses**

Old age is associated with increased occurrence of a wide array of physiological, physical, mental, and social impairments or losses, which may contribute independently or collectively to disabilities. These include elevated blood pressure, decreased immune response, reduced visual, auditory, and olfactory acuity, loss of muscle and bone mass, fragility of the skin, slowing of mental response, decreased cognitive ability, loss of spouses and companions, reduced income, and loss of social roles and of autonomy.

Some of these changes and their consequences, referred to as “senescence,” are intrinsic to the biology of aging. Examples include age-related decline in the individual’s maximum oxygen consumption ($V_0$ max), a fundamental index of capacity for physical activity; decrease in muscle mass (sarcopenia); modifications of lens protein leading to cataract formation and loss of vision; decrease in bone density with resultant osteoporosis and heightened risk of fracture; and stiffening of arterial walls causing increased systolic blood pressure and risk of disabling cerebrovascular accident.

A growing body of evidence indicates that many physiological, physical, and mental changes as well as virtually all social changes associated with old age are not intrinsic to the aging process but are due to potentially modifiable extrinsic or self-induced factors.

**Disuse/Deconditioning**

The first level of preventable extrinsic factors in functional decline is discontinuation of usual activity referred to as “disuse” or “deconditioning.” This may occur insidiously as older persons withdraw from usual activities either voluntarily in response to a sense of “growing old” or involuntarily as a consequence of intercurrent acute illness, retirement from work, etc. The best studied model of global disuse/deconditioning, and one to which older persons are particularly prone on their own volition or their physician’s or family’s bidding, is extended bed rest. Going to bed for a prolonged period of time may lead to a litany of physiologic adaptations and potentially disabling consequences as listed in Table 71-3. Of particular concern because of their potential contribution to limitation of mobility and risk of falls and fractures are physiological and structural changes in muscle, bone, and joint tissues. Rate of decrease in muscle strength may be as high as 5% per day in the bedfast individual, with leg muscles tending to lose strength faster than arm muscles. Disuse osteoporosis results from both cessation of bone synthesis and increased resorption and tends to predominantly affect weight-bearing bones. Immobility and loss of weight-bearing forces on joints contribute to changes in both periarticular and articular tissue structure, which may lead to joint contractures.

Also contributing directly or indirectly to bed rest–induced disability are atelectasis and other pulmonary changes that predispose

**TABLE 71-1. TOTAL HEALTH-CARE SPENDING (MEDICAL CARE AND FORMAL LONG-TERM CARE COSTS) ACCORDING TO LEVEL OF DEPENDENCY OVER 1 YEAR AND ESTIMATED ADDITIONAL COSTS OF CARE FOR PERSONS MAKING THE TRANSITION TO MOREDEPENDENT STATES: U.S. PERSONS AGED 66 YEARS AND OLDER, 1995**

<table>
<thead>
<tr>
<th>Baseline Status</th>
<th>Annual Per Persons Cost, $, by Status After 1 Year</th>
<th>U.S. Estimates</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>No ADLs</td>
<td>≥ 1 ADL</td>
</tr>
<tr>
<td>No ADLs</td>
<td>4771</td>
<td>18,025</td>
</tr>
<tr>
<td>No ADLs</td>
<td>4771</td>
<td>36,596</td>
</tr>
<tr>
<td>≥ 1 ADL in community</td>
<td>19,408</td>
<td>40,877</td>
</tr>
<tr>
<td>Totals</td>
<td>1,429,649</td>
<td></td>
</tr>
</tbody>
</table>

Note: ADLs = activities of daily living; ≥ 1 ADL = help received in 1 or more ADLs (eating, dressing, bathing, using the toilet, getting into and out of a chair); NH = nursing home.

to pneumonia, slowing of peristalsis with resulting constipation, bladder emptying difficulties leading to urinary incontinence, sustained pressure on fragile skin predisposing to pressure sores, and sensory deprivation leading to an array of negative affective and cognitive effects.

Clearly an essential principle is to avoid taking to bed in old age, except as truly necessitated by medical problems. Instances of the latter should be minimized, with emphasis on progressive mobilization of bed-bound patients, first from bed to chair, then to ambulation with or without assistance. This should include purposeful activity such as ambulating to meals and dressing in normal clothing as opposed to institutional bed clothing.

**Physical Activity**

Regular physical exercise is perhaps the single most important health promotional activity for preventing many of the dysfunctional consequences of aging. Numerous studies have demonstrated that older persons, like their younger counterparts, can significantly increase physical fitness, as reflected in $V_{O_2}$ max, by engaging in regular aerobic exercise. Furthermore there is clear experimental evidence involving older subjects that progressive resistance training can both retard and reverse losses of muscle mass and strength as well as bone density.19,20

Several controlled trials have demonstrated improvements in gait speed, stair climbing, rising from a chair, and other significant physical tasks following participation in exercise programs conducted among frail nursing home residents.21,22

**TABLE 71.2. POPULATION DISTRIBUTION (AGE-STANDARDIZED TO 1999 OVER-65 POPULATION) OF DISABILITIES 1982–1999**

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Nondisabled</td>
<td>73.8</td>
<td>73.8</td>
<td>75.6</td>
<td>77.7</td>
<td>80.3</td>
</tr>
<tr>
<td>IADL only</td>
<td>5.7</td>
<td>6.2</td>
<td>4.8</td>
<td>4.4</td>
<td>3.2</td>
</tr>
<tr>
<td>1 or 2 ADLs</td>
<td>6.9</td>
<td>7.0</td>
<td>6.7</td>
<td>6.1</td>
<td>6.0</td>
</tr>
<tr>
<td>3 or 4 ADLs</td>
<td>3.0</td>
<td>3.1</td>
<td>3.7</td>
<td>3.4</td>
<td>3.5</td>
</tr>
<tr>
<td>5 or 6 ADLs</td>
<td>3.7</td>
<td>3.4</td>
<td>3.0</td>
<td>3.0</td>
<td>2.9</td>
</tr>
<tr>
<td>Institutional</td>
<td>6.6</td>
<td>6.6</td>
<td>6.1</td>
<td>5.7</td>
<td>4.2</td>
</tr>
<tr>
<td>Total Disabled, %</td>
<td>26.2</td>
<td>26.2</td>
<td>24.4</td>
<td>22.5</td>
<td>19.7</td>
</tr>
</tbody>
</table>


**TABLE 71.3. COMPLICATIONS OF BEDREST**

<table>
<thead>
<tr>
<th>System</th>
<th>Complication</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cardiovascular</td>
<td>Decreased cardiac output, contributing to decreased aerobic capacity, orthostatic intolerance, venous thrombophlebitis</td>
</tr>
<tr>
<td>Respiratory</td>
<td>Atelectasis, relative hypoxemia, pneumonia</td>
</tr>
<tr>
<td>Musculoskeletal</td>
<td>Muscle atrophy and loss of strength, decreased muscle oxidative capacity, contributing to decreased aerobic capacity, bone loss (osteoporosis)</td>
</tr>
<tr>
<td>Gastrointestinal</td>
<td>Constipation</td>
</tr>
<tr>
<td>Genitourinary</td>
<td>Incontinence, renal calculi</td>
</tr>
<tr>
<td>Skin</td>
<td>Pressure sores</td>
</tr>
<tr>
<td>Functional</td>
<td>Impaired ambulation</td>
</tr>
<tr>
<td>Psychological</td>
<td>Sensory deprivation</td>
</tr>
</tbody>
</table>


The application of such experimental observations to preventing disability is captured in the concept of “threshold levels” as follows:

Strength, aerobic power and other indices of physical ability change on continuous scales whereas functional and quality of life changes are quantal. Thus a very small strength gain may be accompanied by a considerable functional improvement if it takes the patient from being just unable to transfer independently to being just able to do so. This also applies in reverse: A gradual loss of strength may not be apparent until the patient is suddenly unable to perform a crucial function.23

In spite of the demonstrated benefits of regular physical activity, the majority of older Americans live essentially sedentary lives, which prompted the Public Health Service in the late 1990s to set a national goal of reducing to less than 25% the proportion of persons over age 65 who engage in no leisure time physical activity. The Surgeon General’s recommendations call for 30 minutes a day of moderate activity which may consist of walking, gardening, cycling, swimming, and other and which must be sustained for benefits to accrue. There are a number of proven approaches that individuals, physicians, and communities may take to promote physical activity among older persons.24

**EARLY INTERVENTIONS AND REHABILITATION**

Despite the best efforts of primary and secondary prevention and health promotion, the majority of older persons will develop one or more potentially disabling medical conditions. Under these circumstances the goals of health care, where possible, will be early medical or surgical intervention, rehabilitation, or continuing supportive or palliative care to limit disability and provide for highest level of independence of individuals and their caregivers. Components of such tertiary prevention include both specific interventions for individual disabling conditions and provision of comprehensive geriatric medicine services.

**SELECTED DISABLING CONDITIONS**

**Falls and Fractures**

Falls occur among some 20–30% of community dwelling elderly persons per year and an even greater percent of nursing home residents, with attendant risks of fracture, soft tissue injury, and psychological...
compromise to independence. Risk of falling increases with the number and type of chronic disabling conditions present and medications being taken. Visual and proprioceptive abnormalities, musculoskeletal and neurological diseases, depression and dementia, and hypotension-inducing conditions (biologic and iatrogenic) are particularly important. A fall risk index has been successfully used to guide preventive interventions. A variety of exercise and balance training programs have also been found to reduce incidence of falling.

To avoid certain secondary consequences of falls such as hypothermia or pressure sores from prolonged immobility, recurrent fallers should be provided with portable alarm systems as well as instructions for effectively maneuvering to right themselves following a fall. Wearing an external protective device over the hip has been shown to reduce frequency of fracture among fall-prone frail elderly persons.

More than a million fractures occur in older persons in the United States each year, the three most common sites being vertebrae, proximal hip, and distal forearm (Colles’ fracture). The principle contributing factor is osteoporosis or loss of bone mass, a progressive natural process that begins in the fourth or fifth decade of life and renders aging individuals increasingly susceptible to fracture associated with relatively minor trauma. Osteoporosis is accentuated in women following menopause, and age-specific risks of osteoporotic fractures are markedly higher among older women versus men (Fig. 71-4). Osteoporosis is significantly retarded by postmenopausal estrogen replacement therapy, by oral bisphosphonates, and probably by regular exercise and supplemental calcium intake throughout adulthood.

Hip fractures are associated with more deaths, disability, and medical costs than all other osteoporotic fractures combined. Over 300,000 occur annually in the United States, and there is evidence that the age-specific incidence of hip fracture has been increasing in some industrialized societies. Between 10% and 20% of older patients who have fractured their hips die within 6 months, and a substantial percentage of survivors are destined for long-term nursing home placement. There is, however, considerable potential for reducing mortality and institutional placement and restoring mobility, with or without assistive devices, if patients receive timely surgical, medical, and particularly rehabilitative care (see under “Geriatric Strategies”).

Incontinence

Urinary incontinence is defined as “the involuntary loss of urine so severe to have social and/or hygienic consequences.” A symptom with multiple causes, rather than a discrete disease process, incontinence affects 15–30% of community-dwelling elderly and at least half of all nursing home residents. In addition to its immense psychosocial burden on afflicted individuals and their caretakers, the costs of managing urinary incontinence in the United States are estimated at over $80 billion annually. This disabling condition of old age can in many instances be cured or effectively controlled through appropriate medical and nursing assessment and intervention.

There are several subtypes of incontinence each representing a distinctive pathophysiological mechanism. Stress incontinence, a particularly common form in women, results from dysfunction at the bladder outlet allowing urine leakage during times of increase in intra-abdominal pressure, such as coughing or sneezing. Pelvic muscle exercises are often effective in controlling this condition. Urge incontinence consists of loss of urine as a consequence of uninhibited bladder muscle contractions, usually resulting from a neurologic condition such as stroke or local bladder irritation. If not cured through treating a local cause such as urinary tract infection, urge incontinence may be controlled with anticholinergic agents, which inhibit bladder contraction. Overflow incontinence occurs when the bladder does not empty normally and becomes overdistended due to one of a variety of neurologic impairments or local obstructions. This may be correctable through surgery where indicated (e.g., prostatectomy) or managed through a program of intermittent catheter drainage.

Functional incontinence occurs when the lower urinary tract is functionally intact, but impaired mobility or cognition prevents the individual from getting to toilet facilities. This variant is controllable through regular, assisted access to toilet facilities.

Sensory Impairment—Hearing and Vision

The 1995 U.S. National Health Survey Supplement on Aging established prevalence rates of hearing impairment of 35% at age 70–74, rising to 58% at 85+ years of age among community-dwelling men and 22% and 49% among women at the same ages. Prevalence of significantly impaired vision, including blindness, among men and women ranged from 12% to 15% at 70–74 years of age to 26–34% over age 85; 92% of persons over age 70 reported using glasses, most of which were prescribed. In addition to potentially profound limitations in an individual’s ability to communicate with others, impairments in both of these sensory systems are associated with significant limitations in performing traditional ADL and IADL functions as well as with depression and cognitive difficulty.

Early detection and therapeutic intervention may reverse or delay sensory impairments attributable to certain specific degenerative disease processes, such as visual loss due to diabetic retinopathy or glaucoma. In large measure, the task of reducing disability due to sensory loss in old age focuses upon restoring the lost sense as in surgical treatment of senile cataract or prosthetic treatment in presbycusis. Cataract surgery with lens implantation has been shown to improve physical function as well as vision. Hearing aids, voice amplifying devices, and lip reading represent the mainstays of hearing rehabilitation, which, if used effectively, can reverse physical and particularly psychosocial disability associated with hearing loss.

Depression and Dementia

Mental and psychological disability among the elderly are major societal concerns, particularly in long-term care institutions. Depression and dementia constitute the most prominent forms of affective and cognitive disorders encountered in old age. Both conditions may result from multiple causes, and while generally not preventable, the impact of depression and dementia on affected individuals or their caregivers may be alleviated through judicious intervention.

Major depression, found in some 5% of older persons in the community, and minor depression, found in some 10–20%, are associated with increased risk of physical disability. A variety of antidepressant drugs as well as electroconvulsive therapy are effective in treating late-life depression and its disabling effects. Best results appear to be achieved through collaborative care management involving mental health and primary care practitioners working together.
Broadly defined by the DSM-III-R as "a loss of intellectual abilities sufficient to interfere with social or occupational functioning," dementia is a disabling mental condition, well known to aging societies, which increases dramatically in prevalence from 2% to 3% at age 65% to 25% or above at age 85 (Fig. 71-5). The most common pathologic subtypes of dementia are Alzheimer’s disease and multi-infarct dementia. A small percent of cases of potentially reversible dementia occur secondary to treatable causes including hypothyroidism, subdural hematoma, drug toxicity, and others.

A number of drugs, largely cholinesterase inhibitors, show modest effects in alleviating if not reversing the dysfunctional behaviors of dementia, and a number of epidemiologic studies suggest that nonsteroidal anti-inflammatory drugs (NSAIDS) may protect against development of Alzheimer’s disease. A variety of intervention strategies have been developed with the twin goals of maintaining independence and dignity for dementia patients and providing social and psychological support for their caregivers. These invariably involve a multidisciplinary approach. Patient care includes continuing attention to basic medical and nursing needs, with particular emphasis on adequate nutrition, assistance with toileting and grooming, and prevention or early treatment of minor infections and skin breakdown. Regularly scheduled occupational and recreational therapy help to maintain patient morale. Support for caregivers in the community includes counseling and education about the natural course and management of dementia, particularly the highly stressful memory loss and aberrant behavior; assistance with obtaining legal, financial, and safety advice; and provision of temporary relief through day care or short-term residential respite care. To ensure appropriate and effective care for patients with advanced disease, often accompanied by wandering and abusive behavior, special care dementia units have been quite widely and successfully introduced in nursing homes in the United States and elsewhere.

In addition to the burden suffered directly by patients and their caregivers, Alzheimer’s and related disorders pose an immense monetary cost, estimated by the Alzheimer’s Association in 2000 at some $100 billion annually in the United States.

**Stroke and Parkinson’s Disease**

Stroke and Parkinson’s disease (PD) represent two of the most common disabling neurologic conditions of old age, both of which are candidates for early preventive or rehabilitative intervention.

Stroke or cerebrovascular disease comprises a heterogeneous group of pathologic entities all of which carry a high risk of residual disability. While age-specific stroke mortality rates have declined dramatically, and levels of disability among survivors of incident stroke have improved in recent decades, stroke remains the third leading cause of death and the most severely disabling condition of old age. Among acute stroke survivors, 30–40% become dependent in self-care, with no functional recovery occurring within 3–6 months poststroke; over 50% experience significant depression and social isolation, and 20–30% are institutionalized for continuing care. Randomized trials have found that hospital-based special stroke units, which combine acute medical-nursing expertise and multidisciplinary rehabilitation, yield decreased mortality and in some instances decreased long-term disability and institutional placement when compared to stroke management on general medical units. Among a number of recent trials of thrombolytic therapy in acute ischemic stroke, significantly lower rates of poststroke disability have been observed in patients treated within 3 hours of onset of stroke.

PD is a degenerative condition resulting largely from deficiency of the neurotransmitter substance dopamine in the midbrain and causing generalized movement and postural abnormalities. Disabling manifestations include tremulous hands, shuffling gait with tendency to fall, plus some dulling of the intellect. Increasingly common with aging, the prevalence is estimated at 500–1000 per 100,000 over age 60, with more than half of prevalent cases being over 70 years of age. Some Parkinsonism among older persons is drug-induced by neuroleptic agents and may resolve when the offending drug is discontinued. Conventional treatment to ameliorate manifest disability in PD consists of one of a variety of dopamine replacement regimens plus physical therapy. Deep brain stimulation, neurotransplantation with human transformed cell lines, as well as pallidotomy represent evolving surgical interventions with potential for controlling the disabling effects of PD.

**Heart Failure and Chronic Obstructive Pulmonary Disease**

Heart failure (HF) and chronic obstructive pulmonary disease (COPD) constitute the two most common disabling chronic cardiopulmonary conditions of old age. From a public health perspective, the impact of both conditions on society at large in the United States and elsewhere is manifest by increasing mortality and morbidity rates for both conditions among older persons since the 1980s. From a clinical perspective, impact of these conditions on patient functional status and quality of life has been shown to be partially controllable through use of selected medical and rehabilitative interventions.

HF is the most common reason for hospitalization among persons over age 65 in the United States, with rates rising steeply between the seventh and ninth decades of life. Increasing incidence and prevalence of HF is attributed to increased numbers of surviving patients with ischemic heart disease who are at high risk of developing HF. Randomized clinical trials in the past decade have shown significant improvement in survival and in functional capacity among patients treated with angiotensin-converting enzyme inhibitors or beta blockers. Additionally, physician-nurse practitioner coordinated care has been shown to reduce hospitalizations and improve quality of life among community-dwelling older patients with chronic HF.

COPD, the end stage of prolonged insult to the bronchi, bronchioles, and lung parenchyma from tobacco smoke and other atmospheric...
pollutants, is the fifth common cause of death in the United States, with prevalence rates and death rates rising among persons over 70 years of age in recent decades. Loss of capacity for physical activity and psychological distress due to oxygen deprivation are the main functional impacts of COPD on the individual. A meta-analysis of 14 randomized trials of rehabilitation programs offered to patients with activity limitation attributable to COPD found clinically significant improvement in health-related quality-of-life measures and functional capacity when compared with conventional care.48 While physical exercise is considered the central pillar of these programs, it is likely that attention to nutrition and psychosocial status and other programmatic activities also contribute to the positive results.

Arthritis and Spinal Disorders

Arthritis and back pain caused principally by degenerative osteoarthritis are the two most common causes of activity limitation among persons over age 65. The disabling effects of both conditions may be alleviated by nonpharmacologic, pharmacologic, or operative interventions. Self-reported arthritis with activity limitation occurs among some 12% of persons 65–74 years of age and 20% of those over 85 years old.49 Exercise to relieve stiffness and pain and strengthen muscles, accompanied by analgesic medication as needed, is the first line of treatment for symptomatic arthritis.50 When joints have been anatomically severely damaged and symptoms are unresponsive to these nonoperative strategies, surgical joint replacement, accompanied by aggressive physical therapy, may provide dramatic improvement. Degenerative disease of the cervical or lumbar spine, with pain and/or resulting gait disability, affects many older persons in the United States in any given year. Use of analgesic medication and well-directed physical therapy, supplemented by lidocaine or steroid injection therapy, constitutes the preferred strategy of interventions proven effective in these conditions. Surgical decompression (laminectomy) should be reserved for those patients with unrelieved pain and/or significant neurological impairments secondary to encroachment on the spinal cord or cauda equina. Compression fractures, typically involving the thoracic or thoracolumbar spine are painful and may lead to secondary kyphotic deformity. Treatment comprises pain relief and judicious restoration of mobility. Percutaneous vertebroplasty and kyphoplasty are emerging surgical approaches which may hasten and improve recovery.51

Transitions: Retirement, Bereavement, Relocation

Certain discrete transitions in social circumstances place older persons at increased risk of onset or worsening of disabling physical and mental health problems. Most prominent among these transitions are retirement, loss of spouse, and residential relocation. These events are commonly associated with loss of autonomy and control over one’s life, as well as loss of the social and psychological support, which contribute to physical and mental well-being. The major impacts of retirement on well-being relate to reduction in income and attendant increase in various mental health problems. Loss of spouse and the accompanying experience of loneliness and bereavement are associated with increased likelihood of a variety of nonspecific mental and physical symptoms as well as excess mortality. The excess mortality is more common in men than women and peaks during the first 6 months of bereavement. Residential relocation, particularly placement in an assisted living facility or a nursing home, represents an unusually stressful event, depriving the old person of a familiar social and physical environment as well as much of her sense of autonomy. The nursing home experience may be aggravated further by the use of physical and chemical restraints which diminish or distort mental performance and increase the risk of iatrogenic illness or injury. Such untoward effects as well as increased risk of death tend to be concentrated in the early months following residential relocation.52

Reduction in the health risks and increased mortality associated with social transitions may be achieved through various supportive and autonomy-enhancing interventions. Providing material assistance, medical attention as needed, and companionship are fundamental supportive approaches. Teaching, encouraging, and enabling are important autonomy-enhancing approaches, in contrast to excessive cautioning and “doing for” which may induce a sense of helplessness. A number of observations in nursing homes have demonstrated improvement in mental health and other health status indices among residents maintained free of unnecessary restraints and encouraged to exercise initiative and choice in pursuit of daily activities. The “Eden Alternative,” a forward-looking strategy for humanizing the entire milieu of nursing homes, has begun to be implemented in homes in the United States and elsewhere since its introduction in the late 1990s.53

At the level of primary prevention directed to social transitions of aging, a society’s or community’s existing policies and practices may be altered with respect to both retirement and nursing home placement.54 Normative, if not legally mandated, retirement age can and has been increased in some settings. Rehabilitative and community-based services can and have been successfully implemented as alternatives to custodial placement in nursing homes. Such continuing care alternatives have been most fully developed in societies with comprehensive health-care systems.55

HEALTH-CARE DELIVERY

The Geriatric Medicine Movement

The breadth of threats to health and independent functioning in old age and the attendant potentials for preventive interventions, as reviewed above, constitute a major challenge to develop suitable prevention-oriented health-care delivery systems. In recognition of this challenge, the World Health Organization convened an expert panel in 1974 on “Planning and Organization of Geriatric Services.” This body recommended that countries develop integrated health services for older persons, including “elements of medical and social prevention, multidisciplinary assessment, home and institutional curative treatment, rehabilitation, long-term care and supportive social welfare.”56 This spectrum of services, with dedicated professionals and resources, constitutes the essence of the modern geriatric medicine movement, which was pioneered in Great Britain and has now developed in many other parts of the world.57 The principle focus of this field of medicine, captured in the motto, “adding life to years,” is the provision of timely interventions to treat and prevent unnecessary disease, disability, and dependency at all stages. Translating this concept into practical terms, comprehensive health services for older persons include an array of community, hospital, and institutional continuing care elements and academic commitments such as developed in Great Britain and summarized in Table 71-4.

Geriatric Strategies

Comprehensive geriatric assessment (CGA) represents the core clinical activity of geriatric medicine. Practiced in inpatient and outpatient settings on the part of geriatricians, nurses, social workers, rehabilitation therapists, and others working in collaboration, geriatric assessment identifies the vulnerable elderly patient’s medical, psychosocial, and functional capabilities and problems, and leads to appropriate preventive, curative, rehabilitative, and long-term care.58 A meta-analysis of 28 controlled trials reported the odds of surviving and living in the community as well as showing improvement in physical or mental status at 6–12 month follow-up are generally more favorable for patients managed by CGA programs. Programs which include control over implementing medical recommendations and provide extended ambulatory follow-up are more likely to be successful.59

The need for progressive geriatric care is particularly evident in the acute hospital sector where older patients not only constitute the largest constituency of admissions, but are at particularly high risk of experiencing decline in physical and mental function.60 Such strategies have been incorporated into hospitals in various ways in Great
TABLE 71-4. SOME SPECIFIC ELEMENTS OF COMPREHENSIVE HEALTH SERVICES FOR THE ELDERLY IN GREAT BRITAIN

<table>
<thead>
<tr>
<th>Community</th>
</tr>
</thead>
<tbody>
<tr>
<td>Enrollment in primary care practice</td>
</tr>
<tr>
<td>General practitioner</td>
</tr>
<tr>
<td>Attached community nurses</td>
</tr>
<tr>
<td>Home visiting by general practitioners</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Social service liaisons</th>
</tr>
</thead>
<tbody>
<tr>
<td>Home help</td>
</tr>
<tr>
<td>Meals on wheels</td>
</tr>
<tr>
<td>Domiciliary occupational therapy</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>General Hospital</th>
</tr>
</thead>
<tbody>
<tr>
<td>Acute geriatric services</td>
</tr>
<tr>
<td>Defined catchment population</td>
</tr>
<tr>
<td>Geriatric medicine specialists, house officers</td>
</tr>
<tr>
<td>Multidisciplinary teams</td>
</tr>
<tr>
<td>Rehabilitation emphasis</td>
</tr>
<tr>
<td>Home visiting</td>
</tr>
<tr>
<td>Day hospital</td>
</tr>
<tr>
<td>Respite admissions</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Liaison consultation with other hospital services</th>
</tr>
</thead>
<tbody>
<tr>
<td>Medicine</td>
</tr>
<tr>
<td>Orthopedics</td>
</tr>
<tr>
<td>Psychiatry</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Institutional Continuing Care</th>
</tr>
</thead>
<tbody>
<tr>
<td>Medical surveillance, avoid frequent transfer to hospital</td>
</tr>
<tr>
<td>Multidisciplinary rehabilitation, maintenance of function</td>
</tr>
<tr>
<td>Social and recreational activities</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Education</th>
</tr>
</thead>
<tbody>
<tr>
<td>Academic departments of geriatric medicine</td>
</tr>
<tr>
<td>Required curriculum in medical schools</td>
</tr>
<tr>
<td>Formal postgraduate specialty training</td>
</tr>
</tbody>
</table>


Britain, the United States, and elsewhere, as shown in Fig. 71-6. The simplest approach (C in the figure) involves referral for consultation by a multidisciplinary geriatrics team. The modality labeled (T) in the figure consists of a special hospital-based or affiliated unit to which patients are transferred for geriatric rehabilitation following acute care on a medical or surgical service. The third modality (A in the figure), involves designating part of an inpatient medical service as an acute geriatric admitting unit.

Among the documented successes of hospital-based geriatric programs, three prototypic experiences are illustrative.

The first one, based at the Sepulveda Veterans Administration Medical Center in Los Angeles, comprised a 15-bed geriatric unit operated by a full-time medical, nursing, and social work team, with part-time participation by rehabilitation therapists and others. In a randomized trial, older hospitalized patients transferred to the geriatric unit, when compared with controls managed on a general medical unit, over a 1 year follow-up, experienced significantly lower mortality, a reduced likelihood of nursing home admission, fewer overall acute hospital and nursing home days, significantly greater improvement in functional status and morale, and lower average cost of care.69

The second experience involved a collaborative geriatric orthopedic rehabilitation unit (GORU) developed in Sterling, Scotland, in which elderly female patients with hip fracture were transferred postoperatively to the care of a multidisciplinary service headed by a geriatrician. In a randomized trial comparing patients managed by the GORU with those managed by the orthopedic service, median combined length of acute hospital and postacute rehabilitation stay was shorter, fewer patients were discharged to long-term institutional care, and more patients attained high levels of independence in activities of daily living which persisted over 12 months follow-up.61

The third experience is the Acute Care for the Elderly (ACE) unit developed at the Case Western Reserve Medical Center in Cleveland, Ohio. Designed to avoid the cascade of “hazards of hospitalization” for older patient,68 the ACE unit incorporates a set of explicit geriatric care principles into routine acute care beginning at the time of admission to the hospital. These include patient-centered care protocols to maintain or restore continence, mobility, skin integrity, mental health, etc., and daily rounds by a multidisciplinary team. A randomized trial showed significantly better functional status at discharge and lower rate of posthospital nursing home placement for the ACE unit patients, with comparable lengths of stay and hospital bills for these patients and control patients admitted to acute general medical units.62

Comprehensive Health Services

Successful provision of geriatric assessment, rehabilitation, and continuing care with a preventive orientation is most likely to occur in a comprehensive health-care program in which the various elements listed in Table 71-4 are linked together under one system of financing. Such systems have been developed in Great Britain, Scandanavian countries, and a number of other societies with national health programs. In the United States, fragmentation among health-care payors and an excessive reliance on costly institutional services (acute hospitals and nursing homes) has left many gaps in the provision of services which could prevent or alleviate disability and dependency in old age. A limited number of demonstration projects, including the PACE/On Lok Program for All-Inclusive Care of the Elderly and the Social Health Maintenance Organization (SHMO), as well as the Veteran’s Administration health services, have developed model comprehensive programs for older persons in the United States.63 Furthermore, many innovative care delivery strategies for maintaining maximal functional well-being among older persons living...
in the community with chronic conditions have been introduced in recent years. A promising example being widely implemented in the United States and elsewhere is the "Chronic Care Model" developed by Wagner and colleagues, which, as illustrated in Fig. 71-7, incorporates key elements as follows: proactive efforts to involve patients in self-management; delivery system (practice) design to include team care; decision support to bring to bear best current evidence-based interventions; and efficient information systems to track patient progress. At such time that a national health program should evolve, policy makers will be well provided with these model experiences to draw upon in ensuring financing for progressive comprehensive services for society's oldest and most vulnerable members.

### RECOMMENDED GENERAL READINGS


### REFERENCES


The role of nutrition in public health and preventive medicine is self-evident: people must eat to live. Both inadequate and excessive food intake can adversely affect health, and both contribute to the leading causes of morbidity and mortality in every nation, developing as well as industrialized. Because all people consume food, all have an interest in the effects of diet on health. Nutrition, therefore, becomes an unusually accessible entry point into public health education and intervention programs. Because food intake is determined not only by individual choice but also by cultural and social norms, economic status, and agricultural and food policies, public health approaches to dietary intervention are not only necessary, but necessary.

This chapter discusses diet and nutrition within the broad context of public health. It describes the health impact of dietary intake below and above recommended levels of energy and essential nutrients. It reviews current standards and guidelines for patterns of food intake that best meet nutritional requirements, improve nutritional status, and promote health. Finally, it suggests public health strategies to address behavioral and environmental barriers to consumption of healthful diets by individuals and populations.

## DIETARY REQUIREMENTS AND ALLOWANCES

People require a continuous supply of external food sources of energy and essential nutrients to maintain life, grow, and reproduce. By definition, essential nutrients are those that cannot be synthesized in adequate amounts by the body; their dietary or metabolically induced deficiency causes recognizable symptoms that disappear when they are replaced. The list of nutrients essential or otherwise useful to human physiology is long, complex, and almost certainly incomplete. It includes the more than 40 distinct substances listed in Table 72-1: sources of energy, amino acids, fatty acids, vitamins, minerals and trace elements, fiber, and water. As indicated in Table 72-1, other nutrients also may be required under certain conditions.

Malnutrition refers to excessive and unbalanced—as well as deficient—intake of essential nutrients. Fat-soluble vitamins and virtually all of the mineral elements cause disease symptoms when consumed or absorbed in excess. The adverse effects of overconsumption of energy, saturated fat, cholesterol, salt, sugars, and alcohol are important public health concerns. For each nutrient, a certain range of intake meets physiologic requirements but does not induce harmful symptoms. Optimal levels of intake of specific nutrients for individuals, however, can only be estimated. Individuals vary in nutrient requirements, and research on human nutritional requirements is incomplete.

Many countries have developed standards of nutrient adequacy for their populations for purposes such as nutrition education, nutrition counseling, food labeling, and dietary intervention programs. Because standards are based on interpretation of the existing research, they differ from one country to another. Until the late 1980s in the United States, the National Academy of Sciences’ Food and Nutrition Board (now in the Institute of Medicine) estimated levels of nutrient intake “adequate to meet the known nutritional needs of practically all healthy persons,” and published them every decade or so as recommended dietary allowances (RDAs). The RDAs were (and continue to be) set at levels that prevent overt signs of nutritional deficiency in 97–98% of the population—two standard deviations above mean requirements. Although lower levels of intake meet the nutritional needs of most individuals, RDAs were widely misinterpreted to be minimal requirements. For this reason, and because the RDAs addressed nutrient deficiencies but not excesses that might raise risks for chronic diseases, the Food and Nutrition Board (FNB) replaced them beginning in 1997 with new standards—Dietary Reference Intakes (DRIs)—developed jointly with Canada (Fig. 72-1).

The FNB developed the DRIs in line with the current direction of nutrition science toward increasing complexity and individualization of dietary standards and recommendations, a trend much at odds with public health approaches. Although the 1989 RDAs appeared in a slim volume of under 300 pages easily summarized in two tables, the DRIs comprise six volumes of 400–800 printed pages each. The DRIs include the former RDAs, but also introduce three new components: adequate intake (AI), tolerable upper intake level (UL), and estimated average requirement (EAR). Table 72-2 defines these standards and summarizes how they are meant to be used for diet assessment and planning.

The DRIs are individualized into values for 10 age categories (among infants, children, males, and females) and for pregnant and lactating women. They are based on biochemical, epidemiological, and clinical research, but such data are limited and many values have had to be estimated or extrapolated, especially for younger and older age groups. Thus, the DRIs are subject to many of the same criticisms that had been applied to the former RDAs. As Table 72-2 shows, the RDA (or the AI) continues to be used as a goal for individual intake even though it greatly exceeds average requirements.

The DRIs are meant to apply to nutrient intake from food, but some RDAs or AIs are set so high that it would be difficult, if not impossible, to meet them through normal dietary intake. For example, on the basis of levels required for maximum retention, the AI for calcium is set at 1200 mg per day for older adults, an amount obtainable only by consuming large amounts of dairy foods, supplements,
TABLE 72-1. DIETARY COMPONENTS CONSIDERED ESSENTIAL FOR HUMAN HEALTH

<table>
<thead>
<tr>
<th>Category</th>
<th>Examples</th>
</tr>
</thead>
<tbody>
<tr>
<td>Energy sources</td>
<td>Carbohydrate, fat, protein, alcohol†</td>
</tr>
<tr>
<td>Essential amino acids</td>
<td>Isoleucine, leucine, lysine, methionine, phenylalanine, threonine, tryptophan, valine, histidine</td>
</tr>
<tr>
<td>Essential fatty acids</td>
<td>Linoleic acid, linolenic acid‡</td>
</tr>
<tr>
<td>Vitamins</td>
<td>Biotin, choline, folate, niacin, pantothenic acid, riboflavin, thiamin, vitamin B6 (pyridoxine), vitamin B12 (cobalamins), vitamin C (ascorbates)</td>
</tr>
<tr>
<td>Water-soluble</td>
<td>Vitamins A, D, E, K§</td>
</tr>
<tr>
<td>Fat-soluble</td>
<td>Calcium, chloride, magnesium, phosphate, potassium, sodium</td>
</tr>
<tr>
<td>Minerals</td>
<td>Chromium, cobalt, copper, fluoride, iodine, iron, molybdenum, selenium, zinc</td>
</tr>
</tbody>
</table>

†Carbohydrates (starches and sugars), proteins, fat, and alcohol contribute about 4, 4, 9, and 7 kcal/g, respectively.
‡Synthesized through the action of sunlight on skin, but required in the diet if sun exposure is limited.
§Consumed as part of vitamin B12.

or fortified foods. Ideally, the DRI would relate calcium intake to prevention of osteoporosis, but data are inadequate to do so (hence: AI, not RDA). It is uncertain whether a level this high is reasonable, or instead is needed to compensate for the effects of consuming diets high in protein, sodium, and phosphorus, all of which promote calcium excretion. In contrast, international standards relate calcium to animal protein intake and, as a result, range widely; the lower the amount of animal protein (and the phosphorus that goes with it) in the diet of a population, the less calcium is recommended. Because DRI levels so depend on the criteria and assumptions used in establishing them, careful interpretation is essential.9 The UL component has two purposes. For vitamins and minerals, which rarely are consumed in excess from food (a rare exception is vitamin A toxicity from eating polar bear liver), the UL sets limits on intake of dietary supplements. The UL also addresses dietary risks for chronic disease from overconsumption of such nutrients as energy, sugars, and sodium. For example, more than 95% of men and 75% of women in the United States consume sodium at levels that exceed the UL; not coincidentally, nearly one-fourth of the population has hypertension. Because practically all dietary sodium comes from salt added to processed foods, the UL has implications for the food industry. The lower the UL, the more pressure on food companies to reduce salt in their products.8 Upper limits on sources of energy such as saturated fat, trans fat, cholesterol, and sugars are especially controversial because avoiding them means consuming less of their main food sources.9

![Figure 72-1. Dietary reference intakes. The risk of inadequate intake increases as it approaches the EAR. The AI is not pictured because it does not bear a consistent relationship to the EAR or RDA. The RDA meets the requirements of most people in a population. At levels of intake above the UL, risks of excess intake increase. See Table 72-2 for an explanation of abbreviations.]

TABLE 72-2. DIETARY REFERENCE INTAKES: DEFINITIONS AND USE

<table>
<thead>
<tr>
<th>Type of Use</th>
<th>For Individuals</th>
<th>For Groups</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Assessment</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>EAR</td>
<td>Probability of inadequate intake (intake at EAR means 50% probability of inadequacy)</td>
<td>Prevalence of inadequate intake (defined as &lt; EAR)</td>
</tr>
<tr>
<td>RDA</td>
<td>Low probability of inadequacy at RDA level</td>
<td>Do not use</td>
</tr>
<tr>
<td>AI</td>
<td>Low probability of inadequacy at AI level</td>
<td>Intake at AI implies low prevalence of inadequacy</td>
</tr>
<tr>
<td>UL</td>
<td>Intake above UL increases risk of adverse effects</td>
<td>Prevalence of population at risk of excess intake</td>
</tr>
</tbody>
</table>

| Planning                     |                 |            |
| EAR                          | Do not use | Intake distribution with low prevalence of inadequacy |
| RDA                          | Aim for this intake | Do not use |
| AI                           | Aim for this intake | Mean intakes |
| UL                           | Guide for limiting intake | Intake distributions with low prevalence of adverse effects |

**NUTRITIONAL DEFICIENCIES: CAUSES AND CONSEQUENCES**

Inadequate dietary intake is only one cause of nutrient deficiency. Symptoms also result from conditions that interfere with appetite; impair nutrient digestion, absorption, or metabolism; or substantially increase nutrient requirements or losses. Deficiencies may appear clinically as starvation, protein-energy malnutrition, syndromes of deficiency of single nutrients (e.g., pellagra, scurvy, iron-deficiency anemia), or as a wide range of less-specific symptoms.12

The number of people throughout the world who suffer from nutritional deficiencies can only be estimated. About 900 million
people, most of them in low-income countries, are considered to be chronically undernourished and food insecure, based on a food supply cut point of 2300 kcal per day or uncertain ability to obtain food due to lack of money or other resources.10,11 Widespread nutritional deficiencies occur most often when income, education, and housing are inadequate, where water supplies are contaminated with infectious organisms that induce diarrheal diseases, or where populations are at war or under siege.12 In countries where such conditions predominate, more than one-third of children under the age of 5 years suffer from some degree of malnutrition.13,14 Malnutrition is usually a direct consequence of poverty. Except in the very poorest or most conflicted countries, food production is adequate to meet energy requirements, but the segments of the population most in need are unable to purchase or use foods appropriately.

In industrialized countries, dietary deficiencies are less prevalent. Food insecurity, defined as an inability to acquire adequate food in socially acceptable ways, affects an estimated 11.0% of the U.S. population; food insecurity with involuntary hunger affects an estimated 3.9%.15 Such findings, however, are only rarely accompanied by clinical signs of nutrient deficiencies. When clinical signs do occur, they are usually associated with the additional nutritional requirements of pregnancy, infancy, early childhood, or aging, the toxic effects of alcohol or drug abuse, or illness, injury, or hospitalization.1,2

Regardless of cause, inadequate dietary intake profoundly affects human function. It induces rapid and severe losses of body weight and electrolytes, decreases in blood pressure and metabolic rate, electrocardiogram abnormalities, losses in muscle strength and stamina, and gastrointestinal and behavioral changes.1 The result is a generalized lack of vigor, alertness, and vitality that reduces productivity and impairs the ability of people to escape the consequences of poverty. Of special concern is the loss of immune function that accompanies starvation. Malnourished individuals lose cellular immune competence and demonstrate poor resistance to infectious disease. Infections, in turn, increase nutrient losses and requirements, and, in the absence of adequate nutrient intake, induce further malnutrition. This cycle is the principal cause of death among young children in developing countries and is an important cause of morbidity in malnourished children and adults worldwide.16,17

Protein-energy malnutrition is the collective term for the clinical effects of this cycle on young children. Survivors display typical effects of starvation: depression, apathy, irritability, and growth retardation. Protein-energy malnutrition usually is classified into two entities—kwashiorkor and marasmus—on the basis of clinical signs and on the relative intake of protein to energy. Kwashiorkor is characterized by edema and fatty infiltration of the liver and is associated with a relative deficit of protein to energy. Marasmus is manifested as generalized wasting due to overall nutritional deprivation. In practice, such distinctions blur. Undernourished children exhibit symptoms that fall between the two extremes, and similar diets contribute to either form.

Numerous methods to prevent poverty-associated malnutrition in adults and children by improving household food security have been demonstrated to be effective in developing countries. Among them are programs that redistribute income, subsidize food prices, promote agricultural production, provide food supplements, and educate.16,19 Improvements in sanitation and in primary health care are also essential components of programs to reduce nutritional deficiencies.20 Addressing the factors that raise risks for malnutrition would improve health and life expectancy for large segments of low-income populations.21

**DIET AND CHRONIC DISEASE**

As nutritional deficiencies decline in prevalence in industrialized as well as developing countries, they are replaced rapidly by chronic conditions of dietary excess and imbalance. In the late 1980s, three comprehensive reports reviewed the entire spectrum of evidence linking diet to chronic diseases, and estimated the incidence and prevalence, cost to society, and overall public health impact of these conditions in the United States and Europe.26–30 More recent reports document the increasing burden of disease from chronic, noncommunicable diseases due in part to excessive intake of food and energy.22,23 In today’s era of rapid globalization, populations in developing countries move quickly from classic patterns of malnutrition to rising rates of chronic diseases.24 This “nutrition transition” means that as in industrialized countries, overweight and obesity now predominate as diet-related health problems in countries where undernutrition still exists among large segments of their populations.25–26

In the United States, four of the ten leading causes of death—coronary heart disease, cancer, stroke, and diabetes—are chronic diseases related in part to diets containing excessive energy, fat, saturated fat, cholesterol, salt, or alcohol, and too little fiber, along with too sedentary a lifestyle. These conditions account for more than 60% of annual deaths, but because they have multiple causes, the proportion attributable to diet alone is difficult to determine. One estimate attributes 18.1% of annual deaths to tobacco abuse, 16.6% to poor diet and physical activity (later corrected to 15.2%), and 3.5% to alcohol abuse.26

Imprecision in such estimates is inevitable given the difficulties inherent in design, conduct, and evaluation of research on diet and disease. Nutrition research is complicated by individual variations in dietary requirements, limitations in the ability of investigators to obtain accurate information about the dietary intake of individuals or populations, and by other endlessly debated methodologic issues. Dietary changes over time are especially difficult to estimate. Firm proof of dietary causality is virtually impossible to demonstrate for diseases affected by so many other risk factors—genetic, environmental, and behavioral. Instead, investigators identify associations between diet and disease from studies of laboratory animals and from biochemical, epidemiologic, and clinical investigations in humans.27

Because each of these methods has limitations, diet-disease associations are usually inferred from the totality of available evidence and are considered most compelling when data from all sources are consistent, strongly correlated, highly specific, dose-related, and biologically plausible.28 Despite the difficulties, health authorities repeatedly reach the same conclusion about diet and disease risk: the preponderance of evidence supports the health benefits of diets that balance energy intake with physical activity, emphasize consumption of foods from plant sources, and minimize consumption of foods high in saturated and trans fats, carbohydrates, and alcohol.

**DIETARY RECOMMENDATIONS**

An ideal diet provides energy and essential nutrients within optimal ranges from foods that are available, affordable, and palatable. Until mid-1970s, government and health agencies in the United States advised the public to select diets from specific groups of foods (e.g., dairy, meat, fruits and vegetables, grains) in order to ensure adequate intake of nutrients most likely to be consumed at below-standard levels.9 As chronic diseases replaced nutrient deficiencies as public health problems, dietary recommendations shifted to address prevention of these increasingly prevalent conditions.

**Dietary Goals and Guidelines**

The first U.S. report to reflect this new focus established numerical targets for dietary changes to reduce chronic disease risk: reduce intake of fat (to 30% or less of total energy), saturated fat (10%), sugar (10%), cholesterol (300 mg/day or less), and salt (5 g/day); increase intake of foods containing naturally occurring sugars and starches (48%); consume alcoholic beverages in moderation; and balance energy intake against expenditure to maintain appropriate body weight. To achieve these targets, the report advised the public to consume more fruits, vegetables, and grains, and to select meat and dairy foods low in fat.29 This advice proved so controversial that subsequent federal nutrition policies have tended to omit explicit percentage goals.31
U.S. dietary guidance policy is expressed in the Dietary Guidelines for Americans, a joint publication of the U.S. Department of Agriculture (USDA) and the Department of Health and Human Services (HHS), issued at 5-year intervals since 1980. Like the development of Dietary Reference Intakes (DRIs) from RDAs, the guidelines have evolved toward the increasingly complex and individualized. The first four editions contained just seven precepts; the fifth edition added three more. The sixth edition in 2005 contained 41 recommendations—23 for the general population and 18 for specific population groups such as overweight children, pregnant women, or older adults. The increasing complexity is best illustrated by the sugar guideline. In 1980, it was “Avoid too much sugar”; in 2005, it was “Choose and prepare foods and beverages with little added sugars or caloric sweeteners, such as amounts suggested by the USDA Food Guide and the DASH Eating Plan.” As for increasing individualization: the USDA Food Guide lists serving numbers and sizes for foods in 11 groups at 12 levels of energy intake; the DASH (Dietary Approaches to Stop Hypertension) diet lists food servings in 8 groups at 4 levels of energy intake.

The movement away from public health approaches to dietary advice is due to two factors: science and politics. Nutrition science is increasingly focused on identification of genetic profiles that can be used as a basis for individualized dietary intervention. This approach is known variously as nutrigenomics,32 nutrigenetics,33 or, when it involves identification of metabolic components of body fluids or tissues, metabolomics34 (hence the drive to produce nutraceutical foods and supplements).35 Politics is involved when food companies exert political pressure to prevent governments from issuing dietary advice that might result in reduced sales of their products. In 2004, for example, sugar lobbying groups pressed HHS to threaten withdrawal of funding from the World Health Organization (WHO), which was considering advising member countries to restrict intake of added sugars to 10% of daily energy intake. Lobbying groups successfully pressured WHO member states to reject inclusion of that recommendation in a resolution to institute measures to prevent mortality, morbidity, and disabilities resulting from noncommunicable diseases.35,36

The Current Consensus: Food Guides

Despite the scientific and political controversy, dietary recommendations for chronic disease prevention have remained much the same for decades. Virtually all say: vary food intake; balance food energy with physical activity to maintain weight; favor fruits, vegetables, and whole grains; choose lean meats and low-fat dairy foods; avoid foods high in fats, sugars, and salt; and drink alcohol in moderation, if at all.39,40 The 2005 U.S. Dietary Guidelines do contain some quantitative recommendations: at least 30 minutes of daily physical activity, 20–35% of energy from total fat, less than 10% from saturated fatty acids, less than 300 mg per day of cholesterol, and less than 2300 mg sodium per day. They also advise minimal intake of trans fatty acids.31 Similar recommendations have been issued by U.S. health organizations and agencies concerned with coronary heart disease and stroke,41 cancer,42 diabetes,43 and hypertension.44

Many countries have attempted to translate such recommendations into public health advice presented in graphic forms such as plates, shopping carts, or pagodas.45 The most common format is that exemplified by the USDA’s now obsolete Food Guide Pyramid, a visual representation of recommendations to consume more foods from its base (grains, fruits, vegetables), and fewer from its upper sectors (meat, dairy, and foods high in fats and sugars).46 This design generated controversy from the outset, first because of its implied restrictions on meat, dairy, and processed foods, and later for its failure to distinguish healthful from less healthful fats and carbohydrates.47 Translating the new 41 dietary guidelines into a consumer guide to food choices presented even more difficult challenges when the USDA replaced the pyramid in 2005. The USDA dealt with those challenges by stating that “One size does not fit all” and creating 12 separate pyramids for individuals of differing energy needs.48 The basic pyramid design, which emphasizes exercise, self-education through use of a website, and individual prescriptions for food choices based on age, sex, and activity level, is shown in Fig. 72-2.

Despite ongoing debates about dietary advice, its consistency for so many chronic diseases has encouraged collaboration on common recommendations for primary prevention. These constitute a consensus, now worldwide.22 The obvious next step is to develop public policies to promote their implementation.26 The recent increase in worldwide obesity, for example, calls for interventions that reduce barriers to following advice about healthful diets and activity patterns.51,52

BARRIERS TO IMPLEMENTATION

Although the ultimate decisions targeted by dietary recommendations are personal food choices, individuals make such choices within the context of the social, economic, and cultural environments in which they live. Adults prefer foods that taste, look, and smell good, are familiar, and provide variety, but such preferences are strongly influenced by family and ethnic background, levels of education and income, age, and gender.23 Food production, marketing, and the demand for convenience at low cost are strong determinants of food choices and create barriers to dietary change.9

Food Production

Food production, distribution, and marketing in the United States have undergone significant changes that affect food availability and, therefore, consumption patterns. In 2000, the U.S. food system accounted for nearly 8% of the Gross Domestic Product (GDP), employed 12% of the labor force, and generated nearly $800 billion in expenditures. The proportion of that amount going to the farm sector has declined steadily since the early 1970s and is now less than 20%.44 (the remaining 80% goes for marketing costs such as labor, packaging, transportation, other business expenses, profit, and advertising). Since 1935, the number of U.S. farms fell from 7 million to under 2 million, but production became increasingly centralized and efficient; the largest 8% of farms account for 68% of production.56 This trend has been accompanied by an increase in consumption of processed foods. In 1980, the average number of items in a supermarket was about 14,000; in 1999 it was more than 40,000.54 In 2004, manufacturers introduced nearly 18,000 new food and beverage products, among them more than 2700 candies, 2600 snack foods, 1300 ice cream novelties, 700 soft drinks and waters, 600 fruit drinks, and 460 jams and sweet toppings.57 Many such products are misleadingly advertised as “healthy” because they are reduced in fat or sugars or have vitamins added.58

Figure 72-2. The pyramid design featured as part of the USDA’s 2005 Food Guidance System emphasizes exercise and provides dietary advice for individuals through its website, www.MyPyramid.gov.
Food Marketing

Advertising promotes consumption of entire categories of foods, stimulates food production, processing, and marketing, and builds brand loyalty among adults and children. Direct (measurable) advertising costs are estimated at nearly $12 billion annually, much of it for television commercials for food and beverages purchased outside the home; for every "measured" dollar, companies spend an additional $2 on supermarket fees, coupon campaigns, trade shows, Internet advertising, and other such indirect methods, bringing the total to about $36 billion. In 2003, for example, McDonald's spent $619 million in measured dollars on U.S. advertising, PepsiCo spent $208 million on soft drinks alone, M&M Mars spent $77 million for its candies, and Altria spent $25 million just to advertise Kool-Aid. Some marketing methods are more subtle and involve changes in societal norms favoring larger portions and more frequent eating occasions. The influence of food marketing on consumption patterns, particularly of children, is of great concern as the advertisements rarely display foods consistent with dietary guidelines, and evidence increasingly links consumption of fast food and soft drinks to higher energy consumption, overweight, and poor diet quality, especially among children.

Demand for Convenience and Low Cost

More than half of U.S. women with children under 1 year of age work outside the home, a trend sufficient to explain why convenience is so prominent a motive for food selection. Higher disposable incomes in two-income families, and less leisure time, also contribute to demands for convenience. Thus, the share of food expenditures for foods prepared outside the home increased from about 26% in 1960 to 47% in 2000. Although the fastest growth in sales occurred among fast-food or quick-service restaurants, future growth is expected to occur in full-service restaurants. In 2003, McDonald's alone generated $17 billion in annual sales from more than 31,000 outlets serving nearly 50 million people in more than 119 countries each day. Low prices are an incentive for consumption, and energy-dense fast-foods cost less per kcal than do fruits and vegetables. Advice to consume more healthful diets confronts such barriers.

The Environment of Food Choice

Americans perceive that they are well informed about the effects of diet on health and want to eat healthfully, but say they are confused by the variety of nutrition messages given by government, industry, health authorities, and the media, especially since most come from food companies and media. Qualitative research reveals considerable consumer skepticism about dietary advice and tendencies to ignore recommendations seen as inconsistent or difficult to follow. This research confirms the well-established principle that education alone is insufficient to change behavior; environmental changes are needed to facilitate more healthful food choices.

If nutrition messages are perceived as confusing, they also are perceived as requiring unacceptable changes in eating patterns, preparation effort, or cost. For example, the major sources of saturated fat in the U.S. diet in 1999 were dairy foods (24%), meat (21%), shortenings (15%), and salad and cooking oils (12%). Cheese alone provided 11% of the saturated fat. To reduce saturated fat to 10% of energy or less, it is necessary to eat less of those foods or to replace them with fruits, vegetables, and grains. In 2000, the leading sources of energy in U.S. diets were soft drinks, cakes and pastries, hamburgers, pizza, and potato and corn chips; these five food groups accounted for 20% of cumulative energy intake. Advice to eat less of them confronts the economic interests of their producers.

Food supply data (an indirect measure of dietary intake) do indicate some favorable shifts since the 1970s: a slight decline in the availability of red meat, replacement of whole with low-fat and skim milk, replacement of animal fats with vegetable oils, and increases in availability of fruits and vegetables. However, the per capita availability of total energy in the food supply increased from 3300 to 3900 kcal per day from 1970 to 2000, and dietary intake surveys report an increase of 200 kcal per day, nearly all derived from carbohydrates.

Such observations reflect the environment of food intake in the United States. Consumers who are well informed about nutrition—and make choices based on this information—tend to be older, better educated, and wealthier, demonstrating that diet is an indicator of social class. For many people, convenience and low cost take precedence over nutritional quality. Markets selling healthful foods are rarely located in low-income communities. Because meals are increasingly purchased at restaurants and at fast-food and takeout places, and because foods high in processed oils and sugars are inexpensive to produce and profitable to market, the food industry has an increasing influence over dietary choices. In this situation, public health strategies to improve dietary intake are especially desirable.

Assessment of Nutritional Status

As with any other public health campaign, the first step in dietary intervention is to identify the nutritional problems and, therefore, the needs of the population. Evaluation of nutritional status is complicated by the many genetic, medical, behavioral, and environmental factors that influence development of diet-related conditions, by the multiplicity of signs and symptoms of malnutrition, by the lack of suitable biochemical or clinical markers for these signs and symptoms, and by the lack of precision in available assessment methods. Assessment is also complicated by the variety of personal, cultural, and economic factors that influence food choice as well as the many social factors that lead to health inequalities.

Assessment Methods: Individuals and Populations

To date, no single, independent measurement of dietary, biochemical, or clinical status has been found adequate to confirm the nutritional status of individuals or populations. Instead, nutritional risk is defined by a combination of methods: nutritional history, medical history and physical examination, body measurements, and laboratory tests. Table 72-3 lists examples of elements of these

<table>
<thead>
<tr>
<th>Table 72-3. Survey Elements for Nutritional Status Evaluation</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Nutritional History</strong></td>
</tr>
<tr>
<td>- Dietary Intake</td>
</tr>
<tr>
<td>• Food record</td>
</tr>
<tr>
<td>• 24-hour recall</td>
</tr>
<tr>
<td>• Food frequency</td>
</tr>
<tr>
<td>• Diet history</td>
</tr>
<tr>
<td>• Use of supplements</td>
</tr>
<tr>
<td>• Eating habits</td>
</tr>
<tr>
<td>- Related Social Factors</td>
</tr>
<tr>
<td>• Income</td>
</tr>
<tr>
<td>• Educational level</td>
</tr>
<tr>
<td>• Ethnicity</td>
</tr>
<tr>
<td>• Use of food assistance</td>
</tr>
<tr>
<td>• Medications</td>
</tr>
<tr>
<td>• Activity levels</td>
</tr>
<tr>
<td>Body Measures</td>
</tr>
<tr>
<td>- Height</td>
</tr>
<tr>
<td>- Weight</td>
</tr>
<tr>
<td>- Skinfolds</td>
</tr>
<tr>
<td>- Waist circumference</td>
</tr>
<tr>
<td>- Hip circumference</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
</tbody>
</table>
methods used in population surveys. In practice, surveys rarely use the full range of nutritional assessment methods; many of them are too imprecise, inconvenient, or expensive for frequent use. Instead, professional judgment is needed to evaluate the severity of selected nutritional risk factors.

Short of duplicate meal analysis (and even this method has limitations), techniques to determine the usual dietary intake of individuals are imprecise; standard methods yield estimates that cannot be interpreted too literally. These include a record of foods consumed during a specified time period (Food Record), retrospective recall of foods consumed within a recent time period (24-Hour Recall, or longer), and measures of the frequency of consumption of specific index foods (Food Frequencies). The nutrient content of foods identified by these methods is obtained from tables of food composition, which also are imprecise estimates.\(^7\) The diets are compared to standards of nutrient intake such as the DRIs\(^2\) or to recommended patterns of food consumption described by dietary guidelines or food guides. Each of these methods, used singly or in combination, has strengths and weaknesses. All yield useful, if imprecise, information.\(^3\) Demographic and socioeconomic data are especially useful as indirect indicators of nutritional risk in community surveys where detailed diet histories, physical examinations, and laboratory tests would be impractical.

The simplest and most useful indicator of undernutrition is low weight for height. Other clinical signs listed in Table 72-3 are useful for assessing the nutritional status of hospital patients.\(^1\) Evaluation of chronic disease risk is accomplished through measurements of blood glucose, blood pressure, blood cholesterol, and body weight. The high prevalence of these risk factors is the basis of large-scale public health campaigns such as the U.S. National Cholesterol Education Program.\(^8\) Because no simple screening measure is available for evaluation of diet-related cancer risk, promotion of healthier diets to the entire population is a reasonable public health strategy.

National Nutrition Monitoring

The prevalence of diet-related risk factors and conditions in the United States is determined by remnants of the 1990 National Nutrition Monitoring and Related Research Program, now expired. The program coordinated the monitoring activities of 40 surveys conducted by 22 federal agencies that measured health and nutritional status, food and nutrient consumption, food composition, dietary knowledge and attitudes, foods available for purchase, and socioeconomic indicators related to dietary intake.\(^4\) Early concerns about the limited ability of the program to provide data on trends in dietary intake patterns, hunger prevalence, and dietary patterns of minority groups\(^4\) were eventually addressed. Its principal surveys were the National Center for Health Statistics' National Health and Nutrition Examination Survey (NHANES) and USDA's Continuing Survey of Food Intake of Individuals (CSFII). NHANES collected data from dietary interviews, physical examinations, and biochemical and hematochemical tests from a probability sample of the U.S. population from 1971 to 1974 (NHANES I), 1976 to 1980 (NHANES II), 1988 to 1994 (NHANES III), and later. It surveyed the Hispanic population from 1982 to 1984 (NHANES).\(^8\) The CSFII collected information about household food consumption along with measures of knowledge and attitudes about nutrition and health.\(^8\) In 2002, the surveys were merged into one continuous survey called “What We Eat in America.”\(^8\) Without reenactment of the legislation mandating and funding these surveys, their future is uncertain.\(^9\)

Community Nutrition Assessment

Methods for assessment of the nutritional needs of communities vary only slightly from conventional means of community health assessment. Table 72-4 lists the principal data elements used to evaluate the level of nutritional risk in communities. These elements include geographic, demographic, socioeconomic, and health descriptors. They also include descriptors of food and nutrition resources in the community, utilization rates for such resources, and indicators of food availability, intake, and nutritional status obtained from nutrition monitoring surveys.

In developing countries with high rates of clinically apparent conditions of undernutrition, investigators have selected elements from this list to develop rapid, convenient, and relatively inexpensive screening instruments to evaluate nutritional risk under field conditions. These methods, which range from a graded series of bracelets to measure arm circumference to comprehensive surveys, have been used successfully to identify children and adults at high nutritional risk who can be targeted for intervention.\(^9\) In the United States, advocates for the poor in more than 250 communities since 1980 have developed methods to document the need for federal food assistance; these typically include data on poverty levels, the severity of individual and family food insecurity, nonparticipation of eligible persons in food assistance programs, and increasing demands for private-sector soup kitchens and food pantries.\(^9\)

---

**Table 72-4. DATA ELEMENTS FOR COMMUNITY NUTRITION ASSESSMENT**

<table>
<thead>
<tr>
<th>Community Descriptors</th>
</tr>
</thead>
<tbody>
<tr>
<td>Geographical position, boundaries</td>
</tr>
<tr>
<td>Population within boundaries, density</td>
</tr>
<tr>
<td>Community agencies, services</td>
</tr>
<tr>
<td>Community health-care services</td>
</tr>
<tr>
<td>Hospitals, clinics</td>
</tr>
<tr>
<td>Educational institutions</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Population Descriptors</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age, gender, racial, and ethnic distribution</td>
</tr>
<tr>
<td>Income</td>
</tr>
<tr>
<td>Education</td>
</tr>
<tr>
<td>Employment</td>
</tr>
<tr>
<td>Length of time in location</td>
</tr>
<tr>
<td>Primary language</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Health Status Indicators</th>
</tr>
</thead>
<tbody>
<tr>
<td>Infant mortality</td>
</tr>
<tr>
<td>Low birth weight</td>
</tr>
</tbody>
</table>

---

**POLICY RECOMMENDATIONS AND IMPLEMENTATION STRATEGIES**

The quantity, strength, and consistency of evidence that relates dietary factors to chronic diseases, and the substantial impact of these conditions on health, are reasons enough to promote policies to make it easier for people to consume more healthful diets (and be more active). Current policies could be altered to address environmental as well as behavioral barriers to dietary change. Table 72-5 outlines some suggestions for policy changes aimed at reducing dietary risks for chronic diseases.

Public health strategies begin with public education. Although education may not be sufficient to improve dietary behavior, it can facilitate change, especially when education interventions involve the target audience in the design, conduct, and evaluation of their own dietary plans, employ multiple educational strategies, and use a team approach.\(^9\) Currently, most public information about nutrition derives from food industry marketing, and no government agency can compete with that level of funding. The success of the National Cholesterol Education Program is evidence that well-funded campaigns can be
TABLE 72-5. PUBLIC HEALTH POLICIES TO REDUCE DIETARY RISKS FOR CHRONIC DISEASE

**Educate the Public**
- Replace energy-dense foods of minimal nutritional value (“junk” foods) with fruits and vegetables
- Eat smaller portions, fewer snacks
- Recognize misleading advertising and health claims

**Educate Children**
- Integrate nutrition education into school curricula
- Provide school meals consistent with Dietary Guidelines
- Recognize food marketing strategies
- Distinguish commercial from educational messages

**Health Professionals: Counseling and Practice**
- Use nutrition in health promotion and disease prevention
- Counsel patients about diet, nutrition, and health
- Counsel patients to address environmental as well as behavioral determinants of dietary choices
- Obtain reimbursement for nutrition counseling and services

**Federal Agencies: Regulations and Guidance**
- Nutrition information readily available at fast-food restaurants
- Energy (calorie) labeling on takeout containers
- Total energy content labeled on single-serve packages
- Enforceable guidelines for health claims on food package labels
- Enforceable guidelines for television advertising of foods during children’s viewing hours
- More fruits and vegetables for recipients of food assistance
- Unambiguous dietary recommendations focused on food choices

**Congress: Legislative Actions**
- Farm subsidies for fruit and vegetable production
- Campaign contribution reforms (so legislators can make decisions independent of corporations)
- Restrict vending of “junk” foods in schools
- Restrict food marketing to children
- More comprehensive nutrition monitoring
- Mandate and fund research on the nutrient composition of food, dietary intake methods, environmental determinants of food choice, and effective interventions in dietary behavior

effective, and similar levels of funding for nutrition education could prove equally successful. Public education campaigns that transmit culturally sensitive messages designed to address the needs and attitudes of specific target groups have been applied successfully to promote breastfeeding and other dietary improvements in developing countries, and use of these techniques has shown promise in improving the nutritional status of low-income homemakers, increasing the prevalence of breastfeeding, and improving health and function among the elderly and minority groups. As always, education methods that empower community members to determine their own dietary needs and interventions are most likely to be effective.

Beyond education, public health strategies must address the environment of food choice. The current environment promotes food overconsumption, especially by young children. Educating the public about personal responsibility in dietary choice is necessary but not sufficient; it also is necessary to provide information to permit informed choices and to make the food environment more conducive to making such choices. The suggestions in Table 72-5, remote from personal choice as they may seem, address such approaches. They point to the need for further research as a basis for program development. More comprehensive information about the nutrient composition of food, dietary intake, the environmental determinants of food choice, and the effects of those determinants on health would establish a more rigorous basis for policies and programs to improve the nutritional health of the population.

REFERENCES

This page intentionally left blank

Mirza I. Rahman • Omar H. Dabbous

With more than 3.6 billion prescriptions being dispensed annually in the United States, it is clear that Americans are using more prescribed medication than at any other time in history.1 In addition, the use of nonprescription medication, including alternative medicines, is growing rapidly. While this increased medication use is due to a variety of reasons, including an aging population, the availability of many more effective drugs for myriad chronic diseases, and the desire to prevent disease, it can lead to unwanted adverse events (AEs), even as they provide great benefit.

It has been estimated that AEs cost the health-care system several billion dollars due to excess morbidity and mortality. However, the benefits of pharmaceutical products should not be minimized, as they can save the health-care system billions of dollars by changing the course of disease and disease management (e.g., decreased disability, less surgery, etc.).

Medication-related AEs occur frequently and while all of these AEs cannot be prevented, improving processes is the only way to improve quality.2 Unfortunately, health care lags behind other high-risk industries in its attention to ensuring basic safety. There is a need to identify and learn from errors through mandatory reporting efforts. The Institute of Medicine has called for a nationwide mandatory reporting system to be established, and the data received should be analyzed to identify safety issues that require a broad-based response.2

From 2000–2005, there were 11 drug withdrawals for safety reasons in the United States.1 The regulatory agency that is responsible for postmarketing safety surveillance (PMSS) in America is the Food and Drug Administration (FDA). As such, the FDA reviews reports of adverse drug reactions from studies and from PMSS reports. While the FDA has the authority to withdraw the approval of a drug, in all of these cases, the drug’s sponsor voluntarily withdrew the drug from the market. However, the FDA has been criticized for not acting quickly enough on evidence it obtained, and informing physicians and patients about safety issues concerning some of these drugs that were subsequently withdrawn from the market.4 Because no drug is absolutely safe—there is always some risk of an adverse reaction—the FDA’s approval of a drug for marketing is contingent on its continued assessment of that drug’s risks and benefits.4

This chapter will review the current U.S. PMSS process, describe the MedWatch program, and discuss the types of AEs that exist along with their reporting requirements. It will also show how AE reporting, along with analysis of those case reports, utilizing techniques such as data mining, can lead to signal detection and drug withdrawals as necessary, to protect the public health.

Safety Surveillance

PMSS is the process for monitoring all marketed pharmaceuticals and medical devices to ensure timely identification, evaluation, and communication of any new or unexpected adverse reactions or safety concerns.5 It is done to promote and protect the public health, to identify early signs of safety problems, to supplement data from premarking trials, and to ensure regulatory compliance. It is required as soon as a drug is marketed and for as long as it is being marketed. Moreover, special PMSS studies may be required as a condition of marketing approval.6

When discussing PMSS, some definitions of the terms used might be helpful. An AE is defined as an untoward medical occurrence, though not necessarily causal. An adverse drug reaction (ADR) is defined as an untoward medical occurrence caused by a drug. A signal highlights a possible causal relationship between an AE and a drug and requires further investigation.5 The regulations that govern PMSS in America are:

- 21 CFR 314.80: Postmarketing reporting of adverse experiences for drugs.
- 21 CFR 600.80: Postmarketing reporting of adverse experiences for biologics.

While there is clearly regulatory interest and more focus on serious AEs (see Fig. 73-1) and those that occur with greater frequency (see Fig. 73-2), all AEs that may pose a risk to patients are of concern.6,7 However, the current Adverse Event Reporting System (AERS) is a passive, spontaneous, postmarketing safety surveillance system. It is voluntary, except for pharmaceutical manufacturers, which are mandated to report to the FDA any AE that is reported to them. This factor, combined with reluctance of health-care professionals to report AEs due to concerns regarding malpractice litigation or follow-up paperwork, too often leads to AEs not being reported. Regulatory agencies, pharmaceutical manufacturers, health-care professionals, and consumers all participate in the PMSS process.

The PMSS mission is to implement the systematic review of spontaneous postmarketing data for proactive risk identification, assessment, and quantification, to help ensure safe use of a drug.
Any adverse experience occurring at any dose that results in any of the following outcomes:
1. Death
2. Life-threatening adverse experience
3. Inpatient hospitalization or prolongation of existing hospitalization
4. A persistent or significant disability/incapacity
5. A congenital anomaly/birth defect
6. An important other medical event (that may not result in death, be life-threatening, or require hospitalization) may jeopardize the patient or subject and may require medical or surgical intervention to prevent one of the outcomes listed in this definition.

Figure 73-1. Serious adverse events.

In general, signal generation is done using clinical trials data, the medical literature, knowledge of class effects, and spontaneous reports.

There are numerous challenges with spontaneous reports databases, including the fact that they are numerator based, that they are subject to many reporting biases, that they can be hard to place in population context, that they are clearly dependent on coding practices, and given the extensiveness and complexity of the coding dictionary, there can be a dilution of the signal.

Additionally, spontaneous PMSS databases were developed for regulatory reporting, and as such, differences that exist with national reporting requirements can alter the type, frequency, and number of PMSS reports that get entered into a database. Also, different companies may interpret the regulations differently, resulting in differential reporting of AEs. Furthermore, changes take place over time with respect to dictionary coding versions, with reporting standards, and with product labeling. Data migration may cause sufficient changes to take place so that data conversion and legacy data can be lost. Moreover, causality assessment is rarely consistent.

There are several factors that affect both the quality and quantity of postmarketing reports. This is sometimes referred to as the “Weber effect,” where a newly introduced drug results in a peak in postmarketing reports during the second year of being marketed. Additionally, if a drug is the first in its class, as opposed to being the second or third drug in a class to be marketed, there can be higher reporting rates of postmarketing safety surveillance reports. Furthermore, items such as publicity, whether it is from a regulatory action such as a “Dear Doctor Letter,” litigation, or coverage in the media, can all result in increased postmarketing reports.

In addition, some countries, including the United States, allow for consumers to report AEs, whereas other countries only allow health-care professionals to make such AE reports. This can result in higher numbers of reports, though the information that is received may not be completely valuable or beneficial when searching for safety signals. Consumer reports can also be increased as a result of direct consumer advertising, especially when consumer hotlines are published.

There are two key approaches to safety surveillance within spontaneous-report databases. Intra-product signaling seeks to identify changes in the overall AE pattern for specific products over time. This monitors selected AEs for a specific product over time to determine changes in the frequency and severity of AE reports. The other type of approach is the inter-product signaling which compares a specific product with all products in the database. This inter-product signaling is called data mining and essentially it determines a disproportionality score to detect drug-event combinations that are distinct or stand out from the background rate. Both approaches should be used to systematically screen large data sets to identify and analyze drug-event associations. These are, however, hypothesis-generating approaches, to search for new, preventable, serious AEs with potential public health importance. In addition, the surveillance program should be set up to evaluate new and emerging safety signals.

Thus, it is clear that the safety surveillance process is an iterative one, which the FDA issued Guidance documents about in 2005. PMSS should evaluate multiple data sources, whether screening large regulatory databases, looking at company databases, or looking at drug-lot-related AEs for manufacturing problems. The surveillance process screens the data using both the intra-product and the interproduct methods. The object is to identify safety signals for further review, to develop a case definition, to compile a case series, and then to characterize that case series.

Subsequently, to help further characterize identified safety signals, data mining (see below) can be used to evaluate reporting rates with statistical measures of disproportionality. Additionally, targeted pharmacoepidemiologic studies, whether cohort, case-control, or case-crossover study designs, can be used to test the risk associated with a drug exposure. Some pharmacoepidemiologic studies can allow for the estimation of the relative risk of an outcome associated with a product and may also allow estimates of an AE incidence rate. Furthermore, surveys of health-care professionals along with the creation of patient registries can help in the evaluation of safety signals. A registry is “an organized system for the collection, storage, retrieval, analysis, and dissemination of information on individual persons exposed to a specific medical intervention who have either a particular disease, a condition (e.g., a risk factor) that predisposes [them] to the occurrence of a health-related event, or prior exposure to substances (or circumstances) known or suspected to cause adverse health effects.”

Finally, in some circumstances, additional controlled clinical trials may be required to establish whether or not an identified safety signal is a true safety risk.

MedWatch

MedWatch is the FDA’s safety information and adverse event reporting program that has been operational since 1993. Its primary risk communication tool is its website: http://www.fda.gov/medwatch/ index.html. MedWatch serves both health-care professionals and the medical product-using public. Medical product safety alerts, recalls, withdrawals, and important labeling changes that may affect the health of all Americans can be quickly disseminated to the medical community and the general public via the MedWatch website, thereby improving patient care.

In part, MedWatch was designed to educate health professionals about the critical importance of (1) being aware of, (2) monitoring for, and (3) reporting AEs and problems to the FDA and/or the manufacturer. MedWatch allows health-care professionals and consumers to report serious problems that they suspect are associated with the drugs and medical devices they prescribe, dispense, or use. Reporting can be done online, by phone, or by submitting a MedWatch 3500 form by mail or fax.

The main purpose of the MedWatch program is to enhance the effectiveness of postmarketing surveillance of medical products as they are used in clinical practice and to rapidly identify significant health hazards associated with these products. Its four goals are to (a) make it easier for health-care providers to report serious events, (b) make it clearer to health-care providers what types of AEs the FDA is interested in receiving, (c) more widely disseminate information on the FDA’s actions that have resulted from AE and product problem reporting, and (d) increase health-care providers’ understanding and awareness of drug- and device-induced disease.

Thus, despite AERS being a passive, spontaneous, postmarketing safety surveillance system, health-care professionals should report AEs associated with pharmaceutical products (and are required to do so for AEs associated with biologics), as this can lead to the discovery of new safety signals. The voluntary reporting form (3500) is shown in Fig. 73-3.
Figure 73-3. U.S. Food and Drug Administration. MedWatch, the FDA Safety Information and Adverse Event Reporting Program. For voluntary reporting of adverse events, product problems, and product use errors. http://www.fda.gov/medwatch/index.html
Avoidable products manufacturing, the FDA keeps careful watch on reports of AEs with products used to treat serious, life-threatening conditions. However, medical products are more of a risk when its potential benefit is great—especially for products whose judgments are important. The FDA will allow a product to present its benefits to users will outweigh its risks. Since no regulated product is totally risk-free, meaning that they are not described on the label. PMSS is designed to discover new Type B reactions are unpredictable and thus are often referred to as idiosyncratic or bizarre reactions. PMSS is used to try and discern new safety signals that are described as unexpected side effects, meaning that they are not described on the label.

Central to the FDA’s regulatory activities is deciding, based on available scientific evidence, whether a new product’s benefits to users will outweigh its risks. Since no regulated product is totally risk-free, these judgments are important. The FDA will allow a product to present more of a risk when its potential benefit is great—especially for products used to treat serious, life-threatening conditions. However, medical products need to be proven safe and effective before patients can use them.

As the initial testing of products is based on a relatively small number of users, and because variations in quality can occur in manufacturing, the FDA keeps careful watch on reports of AEs with products after they are marketed. The agency currently receives more than 460,000 AE reports a year, including more than 25,000 submitted directly from individuals through the MedWatch program. As shown in Table 73-1 and Fig. 73-5 below, the number of AE reports to the FDA has nearly tripled in the last decade. Additionally, about 95% of all AE reports come from pharmaceutical manufacturers, with nearly half of all AE reports being serious, unlabeled reports, which must be sent to the FDA within 15 days of a manufacturer learning of the AE.5 If this monitoring turns up a problem that needs to be corrected, the FDA can ask the manufacturer to recall the product, withdraw approval (of a drug, for example), require labeling changes, or send warning letters to physicians and other health practitioners. It is this PMSS that enhances the FDA’s ability to identify and correct risks from medical products that emerge after they are marketed.

All health-care professionals (HCPs) need to be confident about the positive benefit-risk assessment of the products they prescribe. As such, they need to be cognizant of the benefits of those products as well as be made aware as soon as possible about the various safety issues that are discovered with more widespread use of such products. It is only following regulatory approval and widespread marketing that rare AEs associated with a product will be recognized. This can lead to a situation where a safety issue is not discovered or there is a delay in uncovering a new safety signal.

As shown in Table 73-2, 11 drugs have been withdrawn from the U.S. market since 2000 due to safety concerns generated in part by a review of cumulative PMSS data.7 Thus, it is incumbent upon all HCPs to report AEs, either to the manufacturers or to the appropriate regulatory authority in their countries.

Within the medical environment related to the prescription of pharmaceutical products, risk management is a process of reducing the risks of a product and increasing its benefits in order to optimize that product’s benefit-risk ratio. The FDA views risk management as an iterative process encompassing the assessment of risks and benefits, the minimization of risks, and the maximization of benefits.9 Specifically, risk management is an iterative process of (a) assessing a product’s benefit-risk balance, (b) developing and implementing tools to minimize its risks while preserving its benefits, (c) evaluating tool effectiveness and reassessing the benefit-risk balance, and (d) making adjustments, as appropriate, to the risk-minimization tools to further improve the benefit-risk balance. This four-part process should be continuous throughout a product’s lifecycle, with the results of risk assessment informing the sponsor’s decisions regarding risk minimization.

Regulatory agencies and pharmaceutical companies practice risk management globally; an example is the following case study.

**Case Study 1. Rotavirus Vaccines and Intussusception**

In August 1998, RotaShield vaccine was licensed for the prevention of rotavirus gastroenteritis in the United States. However, clinical trials had demonstrated an increased risk (though not statistically significant) of intussusception in patients receiving the vaccine. Subsequently, as part of the postmarketing surveillance program, the Centers for Disease Control and Prevention (CDC) instituted a special watch for reports of intussusception to the Vaccine Adverse Experience Reporting System (VAERS) database. By June 1999, with cases of intussusception increasingly being associated with use of the vaccine, the CDC recommended suspending the use of RotaShield. An analysis of the cases demonstrated that there was a more than 20-fold increase in the incidence of intussusception shortly after administration of the first dose of the vaccine compared to unvaccinated infants. Based on a risk-benefit analysis regarding the use of this vaccine in the United States, the recommendation for universal vaccination in the United States with RotaShield was rescinded. One consequence of this decision was that, owing to local concerns about using a vaccine withdrawn from the U.S. market, even if the risk-benefit equation in the developing world substantially favored its use, this vaccine was removed from the market. The manufacturer later ceased production of RotaShield.

In February 2006, the RotaTeq vaccine was licensed for the prevention of rotavirus gastroenteritis in the United States. This approval was only garnered after the completion of clinical trials...
involving >70,000 infants looking at a primary safety outcome of cases of intussusception occurring. Within 42 days of any dose, there were six cases among RotaTeq recipients and five cases among placebo recipients. The data did not suggest an increased risk of intussusception relative to placebo.16,17

However, the manufacturer of RotaTeq has committed to conducting another study after licensure of approximately 44,000 children, and the CDC will also conduct a large study in its Vaccine Safety Datalink Project (VSD), which evaluates vaccine safety among approximately 80,000 U.S. infants every year.16,17 In addition, for the first three years of licensure, the manufacturer will report cases of intussusception to FDA within 15 days of receiving them, and all other serious side effects on a monthly basis. The FDA and CDC will be closely monitoring the VAERS for any reports of intussusception. Although there is no evidence to date that RotaTeq causes intussusception, this aggressive post-licensure monitoring should enhance the FDA’s ability to detect this risk.16,17

Data Mining

Data mining has been defined as “The nontrivial extraction of implicit, previously unknown, and potentially useful information from data.”18 However, an easier way to grasp the concept of data mining is to think of it as a process that uses automated, analytic tools to search large databases, in order to discern useful information. The goal of data mining is to simplify the process for sorting through vast amounts of data to generate valuable and actionable information in support of a business proposition. Given the large volume of data that is collected in a variety of industries and the speed with which it is being accumulated, digging through those databases to get to the kernels of knowledge may be impossible if done manually. The development of powerful computers, along with software that contains data-mining algorithms, provide individuals with an additional tool to better do their job.

Before any data-mining algorithms or models are used on a database, it is important to first make sure that the data have been collected appropriately and that they have been organized and checked for accuracy. Subsequently, there is a choice from among multiple data-mining methods that can be used. Among these are the Multi-Item Gamma Poisson Shrinker (MGPS) algorithm, which generates an Empirical Bayesian Geometric Mean (EBGM) score (see Table 73-3), the Proportional Reporting Ratio (PRR) method, and the Bayesian Neural Network approach.19, 20, 21 Both the MGPS and PRR methods will generate similar drug-event combinations for further investigation when the observed number of cases with the drug-event combination is >20 or the expected number of cases with the drug-event combination is <1.22

TABLE 73-2. RECENT SAFETY-BASED NEW MOLECULAR ENTITY WITHDRAWALS

<table>
<thead>
<tr>
<th>Drug Name</th>
<th>Year Approved &amp; Withdrawn</th>
<th>Approved Use</th>
<th>Reason Withdrawn</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cisapride</td>
<td>1993/2000</td>
<td>Heartburn</td>
<td>Fatal arrhythmia</td>
</tr>
<tr>
<td>Troglitazone</td>
<td>1997/2000</td>
<td>Diabetes</td>
<td>Liver toxicity</td>
</tr>
<tr>
<td>Alosetron</td>
<td>2000/2000 (Remarketed in 2002 with restricted distribution)</td>
<td>Irritable bowel syndrome</td>
<td>Ischemic colitis/severe constipation</td>
</tr>
<tr>
<td>Cerivastatin</td>
<td>1997/2001</td>
<td>Cholesterol reduction</td>
<td>Muscle damage and kidney failure</td>
</tr>
<tr>
<td>Rapacuronium</td>
<td>1999/2001</td>
<td>Anesthetic</td>
<td>Severe breathing difficulty</td>
</tr>
<tr>
<td>Etretinate</td>
<td>1986/2002</td>
<td>Psoriasis</td>
<td>Birth defects</td>
</tr>
<tr>
<td>Levomethadyl</td>
<td>1993/2003</td>
<td>Opiate dependence</td>
<td>Fatal arrhythmia</td>
</tr>
<tr>
<td>Rofecoxib</td>
<td>1999/2004</td>
<td>Pain relief</td>
<td>Heart attack/stroke</td>
</tr>
<tr>
<td>Valdecoxib</td>
<td>2001/2005</td>
<td>Pain relief</td>
<td>Skin disease</td>
</tr>
<tr>
<td>Natalizumab</td>
<td>2004/2005 (Remarketed in 2006 with restricted distribution)</td>
<td>Multiple sclerosis</td>
<td>Brain infection</td>
</tr>
<tr>
<td>Pemoline</td>
<td>1975/2005</td>
<td>ADHD</td>
<td>Liver failure</td>
</tr>
</tbody>
</table>
EBGM is a statistical measure of disproportionality, comparing the observed and expected reporting frequency within a database. The determination of the expected reporting frequency assumes complete independence of cases associated with either a drug or an event.\(^{23}\) Thus, in a hypothetical database of 100 cases, if Drug Z represented 20 cases in the database and there were 10 cases of hepatic failure, the expected reporting frequency would be 20/100 (probability of Drug Z) \(\times\) 10/100 (probability of hepatic failure) \(\times\) 100 cases (total database size) = 2 expected cases. If the observed number of drug-event cases was 8, then the relative reporting ratio (RR) would be 8/2 (N/E) = 4 and the EBGM would be about 4, depending on the amount of “shrinkage” that occurs based on the model.

The larger the number of AE reports for a particular drug (for a drug that has been on the market for a long time and may have a lot of AE reports in the database) and/or the larger the number of cases of a particular AE (a common AE), the larger the expected “E” will be. The larger the “E,” the smaller the EBGM. A new drug or a very rare AE would represent lower proportions of the total database and thus the expected “E” would be lower.

Data mining is used in the review of safety surveillance data to detect strong, consistent associations that occur at higher than expected frequencies. Data mining usually uses AE safety databases that lack denominator data. It detects frequency of drug-event combinations in postmarketing reports. It also determines the relative frequency of drug-event combinations for drug X relative to any other drug. Data mining attempts to quantify the strength of a potential drug-event association, whereas signal scores are calculated and represent the relative reporting rate for AEs.\(^{10,22}\) It is important to stress that an elevated-signal score is a measure of statistical association and not a causal association between an AE and a drug.

Data mining does not equal “data dredging.” It is a systematic screening for drug-event combinations that are being reported disproportionately. It is essentially a quantitative signal detection method. The data-mining method that is currently being used widely in the United States, by both the FDA and the pharmaceutical industry, is the MGPS, which adjusts for the multiplicity of drugs and events per record.\(^{22}\) The MGPS generates an EBGM, which is an estimate of the relative reporting ratio. It is the ratio of the observed over the expected counts. A 90% confidence interval is calculated around the EBGM.

Both of the FDA’s postmarketing safety surveillance databases, the AERS and the VAERS, are used in safety signaling and data mining, along with the World Health Organization’s AE database. The FDA’s databases contain all U.S. reports along with serious, unlabeled reports from outside the United States. The WHO database contains reports from more than 65 national authorities, including the FDA’s database.

The FDA’s Spontaneous Reporting System (SRS) was in operation from 1968 to October 1997. The reports were transitioned to the AERS, which has been used from October 1997 to the present. A publicly released version can be purchased on a quarterly basis. It is a passive surveillance system wherein direct volunteer reporting accounts for about 5% of reports received. Ninety-five percent of reports in the FDA’s postmarketing safety surveillance database come from pharmaceutical companies, as they are mandated by regulations to report AEs that they receive. The combined SRS+AERS database currently contains more than 2.7 million reports and is growing rapidly, adding 460,000 reports annually. The number of reports has nearly tripled in the last 10 years, and because the FDA is interested in serious, unlabeled reports, these have grown as a percentage of the total number of reports submitted to the FDA.

Some of the limitations of the FDA’s AERS database are a substantial lag time, substantial underreporting, and increased reports as a result of stimulated reporting. Additionally, there can be biased reporting due to a number of factors, such as publicity and regulatory letters, and because of the differential interpretation of the reporting regulations, reports may differ by country and company. Additionally, duplication, quoting errors, variable historical data, poor quality of information, and changes over time are all limitations to information recorded in the AERS database.

The data-mining output is similar to the safety surveillance output in that hypotheses are generated and these may need to be evaluated with additional quantitative analyses as appropriate using industrial databases, stimulated reporting, enhanced surveillance, or the conduct of new epidemiological studies. An example of data mining is given in Case Study 2.

**Case Study 2. Hepatic Failure and Thiazolidinediones**

<table>
<thead>
<tr>
<th>Table 73-3. EMPIRICAL BAYESIAN GEOMETRIC MEAN (EBGM) TERMS</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>EBGM</strong></td>
</tr>
<tr>
<td><strong>EB05</strong></td>
</tr>
<tr>
<td><strong>EB95</strong></td>
</tr>
<tr>
<td><strong>90% CI</strong></td>
</tr>
</tbody>
</table>

Data from the WebVDME User Guide.\(^{23}\)

**INTRODUCTION**

In this case example, the FDA’s SRS + AERS database, through the end of the third quarter 2005, was data mined to determine the lower 95% confidence interval limit of the Empirical Bayesian Geometric Mean scores (denoted as EB05), a measure of disproportionality, for hepatic failure associated with the use of thiazolidinediones. The drugs of interest were pioglitazone, rosiglitazone, and troglitazone. The event of interest was hepatic failure.

**EB05 Guideline**

A guideline that has been used for identifying a signal score for pair-wise combinations as higher-than-expected is an EB05 \(\geq 2.0\).
This criterion ensures with a high degree of confidence that, regardless of count size, the particular drug-event combination is being reported at least twice as often as it would be if there were no association between the drug and the event.22

Data Source

This report contains the most currently available, cumulative data from the FDA’s SRS + AERS database, through the end of the third quarter of 2005. This database contains approximately 2.7 million patient records. It includes branded and generic prescription products that are marketed in the United States. The database contains both U.S. reports (including consumer reports) and a subset of non-U.S. reports (AEs that are both serious and unexpected, that is, not contained in the U.S. package insert).

All data were retrieved utilizing Lincoln Technologies WebVDME 5.2, which is a data-mining application used in PMSS to support product risk management. Unless specified, individual case reports were not specifically checked for duplicate reporting. However, the vendor does implement an algorithm to screen the database for duplicates as part of standard data cleansing. Searches were conducted based on “drug mentions within a report.” This means that all case reports where the selected drug is classified as either a concomitant or suspect drug are included.

Data Output

Figures 73-6 through 74-9 show the frequency and EB05 scores, both total and cumulative by year, of hepatic failure associated with the use of the thiazolidinediones. AEs in the FDA database are codified using the MedDRA dictionary. It is important to note that a single case report may contain more than one preferred term.

The color of the bar represents a measure of disproportionality, that is, “how disproportionate” the observed report frequency of the AE-drug combination is compared to what might be expected, if all AE-drug combinations in the database were independent. The color scale ranges from a light grey, which represents low disproportionality (that is, the observed frequency is not substantially different from the expected) while the darker grey represents AE-drug combinations with higher measures of disproportionality.

Interpretation

These figures demonstrate the increased frequency and EB05 scores, both total and cumulative by year, of hepatic failure associated with the use of troglitazone. While all the thiazolidinediones are associated with reports of hepatic failure, and this is a well-recognized AE associated with the use of thiazolidinediones, both the frequency (434) and the EB05 (13.09) noted with troglitazone were significantly higher than those of the other thiazolidinediones. This suggested an association between troglitazone and hepatic failure that required further investigation, with possible regulatory action.

Withdrawal

An evaluation of the FDA’s SRS + AERS database, through the end of the third quarter of 2005, showed that the frequency of reports and EB05 scores were significantly higher for hepatic failure associated with the use of troglitazone, compared to the other thiazolidinediones. However, even based on the information available back in March 2000, the FDA announced that troglitazone, which was approved in January 1997, was being voluntarily withdrawn from the U.S. market by its manufacturer because of reports of hepatotoxicity.

SUMMARY

PMSS uses both intraproduct and inter-product signaling to detect and evaluate new safety signals. The object is to identify safety signals for further review, to develop a case definition, to compile a case series, and then to characterize that case series. Inter-product signaling, also called data mining, does not supplant traditional safety surveillance methods. Instead, it supplements these methods and allows a systematic identification and evaluation of potential safety signals.
The interpretation of data-mining results needs the expertise of safety reviewers and medical officers to analyze and interpret the data appropriately. Data-mining signals by themselves are not indicators of problems, but are indicators of possible problems. Moreover, caution must be exercised with any comparison of disproportionality ratios across different products, for example, comparison with competitor drugs, because of the various limitations that exist when making these kinds of comparisons.

Additionally, pharmacoepidemiologic studies, whether cohort, case-control, or other study designs, can be used to assess the risk attributed to a drug exposure. Furthermore, the creation of registries along with surveys of health-care professionals can help in the evaluation of safety signals. In some circumstances, additional controlled clinical trials may be required to establish whether or not an identified safety signal is a true safety risk.

Finally, all safety signals should be evaluated recognizing the possibility of false positives. In addition, the absence of a signal does not mean that a problem does not exist.
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### Figure 73.9

The cumulative annual disproportionality score (EB05) of cases of hepatic failure in the AERS database associated with the thiazolidinediones.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Troglitazone</td>
<td>0.737</td>
<td>2.602</td>
<td>4.91</td>
<td>7.82</td>
<td>9.782</td>
<td>13.035</td>
<td>13.023</td>
<td>13.086</td>
<td>13.086</td>
</tr>
<tr>
<td>Pioglitazone</td>
<td>0.829</td>
<td>0.969</td>
<td>1.126</td>
<td>1.233</td>
<td>1.21</td>
<td>1.217</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rosiglitazone</td>
<td>0.73</td>
<td>1.125</td>
<td>1.038</td>
<td>1.684</td>
<td>1.935</td>
<td>1.872</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>0 ≤ EB05 ≤ 1</th>
<th>1 &lt; EB05 ≤ 2</th>
<th>2 &lt; EB05 ≤ 4</th>
<th>4 &lt; EB05 ≤ 8</th>
<th>8 &lt; EB05</th>
<th>∞</th>
</tr>
</thead>
<tbody>
<tr>
<td>Light</td>
<td>Medium</td>
<td>High</td>
<td>Very High</td>
<td>Extreme</td>
<td>Intense</td>
</tr>
</tbody>
</table>

**Table 73.1**

<table>
<thead>
<tr>
<th>Association</th>
<th>Troglitazone</th>
<th>Pioglitazone</th>
<th>Rosiglitazone</th>
</tr>
</thead>
<tbody>
<tr>
<td>1997</td>
<td>0.737</td>
<td>0.829</td>
<td>0.73</td>
</tr>
<tr>
<td>1998</td>
<td>2.602</td>
<td>0.969</td>
<td>1.125</td>
</tr>
<tr>
<td>1999</td>
<td>4.91</td>
<td>1.126</td>
<td>1.038</td>
</tr>
<tr>
<td>2000</td>
<td>7.82</td>
<td>1.233</td>
<td>1.684</td>
</tr>
<tr>
<td>2001</td>
<td>9.782</td>
<td>1.21</td>
<td>1.935</td>
</tr>
<tr>
<td>2002</td>
<td>13.035</td>
<td>1.217</td>
<td>1.872</td>
</tr>
</tbody>
</table>
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This chapter examines the mechanisms through which health services are organized, financed, and delivered in the United States. Collectively, these mechanisms function as a complex and adaptive system in which purchasers, providers, consumers, and regulators of health services interact in ways that are not always coordinated or expected. These actors and their actions evolve over time in response to each other and to changes in their external environment, including changes in medical knowledge and technology, changes in the political and economic climate, changes in social norms and values, and changes in population health and disease processes. Understanding the major actors within the nation’s health system and the ways in which they interact allows for continual change within the system and therefore continual loops among purchasers, providers, consumers, and policy-makers/regulators. The resources used by these actors include funding, personnel, facilities, technology, and information. These resources are organized by providers and suppliers through their interaction with purchasers and policy makers to produce services for consumers.

The health system, like all systems, is dynamic with many feedback loops among purchasers, providers, consumers, and policy makers. This allows for continual change within the system and therefore continual change in the system’s performance. Because of the interdependencies among different actors, efforts to modify one component of the system are likely to affect other components. As a consequence, health interventions and reform efforts may have both direct and indirect effects on the health system, leading to both intended and unintended outcomes. For example, efforts to expand the array of health services covered by private health insurers may have indirect and unintended effects on the number of consumers without health insurance coverage, which in turn may affect the volume of care delivered through hospital emergency departments.

The nation’s health system is highly sensitive to the economic, political, social, demographic, and technological environments in which it operates. This external environment heavily influences the structure and operation of the system and its evolution over time. For example, the changing demographic composition of the United States, with an aging population and the growing size of racial and ethnic minority groups, influences the types of services provided by the health system and the geographic location of these services. Changes in the economy also dramatically impact the system, with economic growth and job creation leading to heightened demand for private health insurance and health care while economic decline and job loss leading to shrinkage of the private health insurance market and increased demand for publicly provided insurance and health care.

The changing nature of disease and health risk also shapes the health-care system. In the early 1900s the leading causes of death were infectious diseases, many of which were linked to environmental concerns such as water quality, waste disposal, vector control, and food safety. A century later, the major causes of death are largely chronic diseases such as cardiovascular disease, cancer, stroke, and respiratory diseases that affect older populations and are linked to lifestyle issues including nutrition, physical activity, and tobacco use. As a consequence, today’s decision makers in health policy and administration must emphasize interventions that support health behavior change and chronic disease management to address contemporary health issues, unlike the decision makers of previous generations who focused on environmental interventions such as water purification and sewage disposal.

Even since the 1950s dramatic changes have occurred in the patterns of disease and illness to which the health system must respond.3 Death rates from cardiovascular disease and stroke have declined while those from many cancers have increased. Overall, reductions in death rates have resulted in increasing longevity, which in itself has generated greater economic and political stress on the health system in programmatic areas such as Medicare, retiree health insurance coverage, and long-term care.

The nation’s health system contains a multitude of subsystems that govern different types of health services for different population groups within society. These subsystems include safety-net health-care systems that serve the uninsured and others who lack access to mainstream medical care providers, the mental health and substance abuse care systems that deliver specialized services to treat populations.
with these conditions, and long-term care systems that deliver a vari-
yety of health and support services to population groups who are lim-
ited in their ability to perform activities of daily living. While these
different subsystems are highly interactive and interdependent, the
degree of formal coordination across these subsystems varies and is
often quite limited.

HEALTH SYSTEM PERFORMANCE AND OUTCOMES

From a societal perspective, the universal goal of any health system
is to ensure access to high quality health services to all members of
society for as little cost as possible. Three key areas of health system
performance therefore involve the accessibility, quality, and cost and
efficiency of health services produced by the system. A fourth area of
performance involves equity within the system, as indicated by the
extent to which different population groups within society experience
the different levels of accessibility, quality, and cost/efficiency within
the system. In practice, these four dimensions of health system per-
formance are highly interdependent. Efforts to increase access to care
within the health system may lead to higher costs, while efforts to
constrain health-care costs may have adverse effects on access and
quality. Efforts to optimize health system performance in all four
areas simultaneously have proven exceedingly difficult due to the
complex nature of the health system.

Historically, actors within the U.S. health system have focused on
different elements of health system performance at different points in
time. During the 1960s, public concerns about access to care led to the
development of new public programs such as Medicare and Medicaid
to provide health care for population groups that faced particularly dif-
ficult barriers to care, including the elderly, disabled, and poor. The
rapid escalation in national health-care spending during the 1970s and
1980s led both policy makers and private purchasers to focus again on cost-containment efforts,
leading to experimentation with new “consumer-driven” health insur-
ance designs that require consumers to assume more responsibility
for balancing issues of cost, choice, and quality when selecting health
insurance coverage and health-care providers. Some actors within the
health system also have begun to give increased attention to issues of
equality and to disparities in health-care accessibility, quality, and cost
across racial, ethnic, and socioeconomic subgroups within society.5
While modest progress has been made in some areas, the United
States continues to face difficult challenges in improving access,
quality, efficiency, and equity within the health system.

COMPONENTS OF THE SYSTEM

The next few sections examine the major components of the U.S.
health system as defined by the major actors within the system and the
resources used by these actors. The major actors profiled here include
health-care providers such as hospitals and physician organizations,
health-care purchasers including private health insurance arrangements
as well as public insurance programs, and major health policy and reg-
ulatory bodies that govern various components of the system. In exam-
ining the resources used by these different actors, we focus on financial
resources as well as the human resources represented within the health
profession’s workforce. Although not every component of the system
is addressed in detail, we examine the major determinants of health sys-
tem performance and the key drivers of health system change.

Health-Care Providers

Hospitals

Hospitals remain the predominant institutional health-care provider
in the U.S. health system despite significant changes over time in the
organization of care within the hospital and the types of care deliv-
ered by these institutions. Hospital-provided health care continues to
account for the largest single share of national health-care spending,
representing approximately 31% of the nation’s total health-care
expenditures in 2003 (Fig. 74-1).6 However, the continued growth of
health care delivered in physician offices and other outpatient set-
tings, along with the growing importance of outpatient prescription
drugs, has chipped away at the historical pre-eminence of hospital-
based care in recent years.

Figure 74-1. National health-
care spending by type of care,
2003. (Source: Centers for
Medicare & Medicaid Services,
Office of the Actuary, National
Health Statistics Group.)
Historical Origins. The hospital has not always been a highly regarded component of the health-care system. The hospital had its origins in the religious orders of medieval times that provided care for the poor. In the United States, the earliest hospitals were the almshouses and poor houses, a legacy of the British tradition. These institutions were dark and often unsanitary facilities, unappealing and to be avoided if at all possible. Only people without homes and families received health care in these facilities; anyone of means was cared for in their home by their family. The first modern U.S. hospital was the Pennsylvania Hospital, founded in Philadelphia in 1751. Slowly throughout the 1800s, other large facilities were built, such as the Massachusetts General Hospital in Boston. It was not until the middle 1900s, however, that the modern hospital became a central component of the health-care system.

The rise of the contemporary hospital resulted from a number of significant changes in the way medicine was practiced. Advances in surgical technology and practice during the mid- and late 1800s allowed the hospital to become a locus for surgical procedures. The discovery of anesthesia in the 1850s made possible more complicated and lengthy procedures that previously could not be performed because of the pain associated with them. Moreover, the discovery of sepsis and antiseptic techniques during the late 1800s allowed clinicians to understand and reduce the risk of postoperative infection. During this same period, the new science of microbiology ushered in a new understanding of disease and its causes. New technologies to assist in the diagnosis and treatment of patients developed rapidly during this period, including the discovery of the electrocardiograph and the x-ray.

The early clinical technologies and laboratories were primitive by today’s standards and were both large and expensive. It made sense to provide a central place, the hospital, where all physicians could have access to these facilities. To this day, the hospital continues to serve as a central repository of advanced technology for the medical community, although increasingly, medical technologies are being distributed to physicians’ offices and other outpatient settings.

The development of the nursing profession was critical to the emergence of the modern hospital. Prison inmates often provided what nursing care was available in the hospitals of the early 1800s. During the Crimean War of the 1850s in Europe, Florence Nightingale demonstrated the advantages of professional nursing services on mortality among wounded soldiers. She later developed nurse training programs in Britain, and hospitals in the United States followed suit. The availability of well-trained nursing personnel made hospitals much safer and more effective health-care facilities.

Improvements in physician training also facilitated the development of the modern hospital. Before 1900, medical education in the United States was seriously deficient, with most physicians being trained in proprietary apprenticeships that emphasized lectures but little exposure to patient care. The development of professional licensure helped to transform American medical education by requiring licensed physicians to graduate from an approved medical school and pass a standardized examination. American medical schools significantly improved their educational programs in response to Abraham Flexner’s 1910 review of medical education in the United States and Canada. The Flexner Report, which was funded by the Carnegie Foundation at the urging of the American Medical Association, identified features of the most effective medical schools, including (a) requiring students to have college degrees before admittance; (b) using a 4-year curriculum with 2 years devoted to basic sciences and 2 years devoted to full-time clinical instruction; (c) using faculty that are actively engaged in medical research; and (d) educating medical students and medical residents in a teaching hospital that is owned and operated by the university. The Flexner Report and the educational standards it triggered helped to establish academic and research institutions within the nation’s health-care system, while promoting tighter relationships between physicians and hospitals.

The proliferation of health insurance during the latter half of the twentieth century also fueled the development of the modern hospital. Advances in hospital-based technology and professional nursing care made hospital stays increasingly costly for patients. Private health insurance emerged during the Great Depression to assist individuals with limited incomes in paying for this care, and it grew rapidly after World War II as an employee benefit. The advent of public insurance programs during the 1960s, especially Medicare, provided additional financial support for hospital services for some populations not covered by employment-based insurance. These public programs also pressed for the development of quality review processes and accreditation programs that could offer the government as well as private purchasers assurance that the facilities receiving their payments were delivering care consistent with accepted standards of care. Accreditation by a recognized body such as the Joint Commission on Accreditation of Healthcare Organizations (JCAHO) soon became a requirement for hospital participation in Medicare.

Types of Hospitals. Modern hospitals can be classified by a variety of characteristics including length of stay, type of service, ownership, number of beds, and involvement in medical education and research (Table 74.1). There are short-term and long-term hospitals with the dividing point being an average length of stay of 30 days. Hospitals can also be characterized by type of service, with the most common type of facility being the general hospital that provides a broad array of acute-care services for a broad array of population groups. In contrast to the general hospital, specialty hospitals focus on providing a narrower scope of services for more tightly defined population groups. Children’s hospitals, for example, specialize in delivering care to address the health conditions affecting infants, children, and adolescents, while women’s hospitals focus on providing obstetrical and gynecological care and other services tailored to women’s health-care needs. Psychiatric hospitals, which specialize in delivering inpatient mental health care, represent one of the oldest forms of specialty hospitals in the United States, although their numbers have declined since the 1960s due to improvements in prescription drug therapies and the efforts of federal and state governments to shift more mental health patients to community-based settings. Specialty hospitals for respiratory diseases and eye diseases also have existed in the United States for many decades.

More recently, a variety of other types of specialty hospitals has emerged in the United States in response to the growing demand for specialty care and the lucrative payments that public and private health insurance programs offer for these services. These specialty facilities include heart hospitals that specialize in cardiac services and procedures, orthopedic hospitals that specialize in joint repair and replacement services, and cancer hospitals that specialize in advanced cancer care. Many of these specialty facilities have been developed at least in part by groups of specialty physicians seeking more control over their practice environments and more revenue in the form of facility payments for inpatient care. General hospitals have raised objections to the proliferation of these specialty hospitals, arguing that they skim off only the most profitable patients and hospital services, thereby compromising the ability of general hospitals to deliver equally important but less profitable services such as trauma and burn care and to provide uncompensated care to the uninsured. Specialty hospitals, in turn, argue that they are able to improve quality of care and health outcomes by focusing on the delivery of a narrow scope of services to high volumes of patients with similar conditions. In response to this debate, the U.S. Congress in 2003 placed a moratorium on the approval of new specialty hospitals for participation in the federal Medicare program until the effects of these new facilities on the health-care system can be determined.

Nearly a third of the nation’s short-stay hospitals are public facilities owned by federal, state, or local governments. These facilities typically serve population groups that lack access to private hospital care. Federal hospitals serve designated groups of people who are eligible for care based on some type of federal entitlement program. For example, Indian Health Service hospitals serve members of federally recognized tribes, Veterans Affairs hospitals serve defined categories of eligible veterans, and Department of Defense hospitals serve active duty military personnel. By contrast, most state-owned hospitals historically have focused on providing care for
the mentally ill. In recent decades many of these state facilities have been closed or scaled back as the care for many mental health disorders has shifted to outpatient settings. Many states continue to own and operate university hospitals that provide advanced medical care and support the medical education and research that is conducted by state-sponsored medical schools and academic health centers.

Local government hospitals are the predominant type of public hospital in the United States, and include facilities owned by cities, counties, and special governmental districts. These facilities typically serve as key safety net providers in their communities by caring for disproportionate numbers of uninsured and publicly insured patients who lack access to private hospitals and physicians. Steady growth in the


<table>
<thead>
<tr>
<th>Hospital Characteristics</th>
<th>1980</th>
<th>1990</th>
<th>2000</th>
<th>2001</th>
<th>2002</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Number of Hospitals</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>All hospitals</td>
<td>1,364,516</td>
<td>1,213,327</td>
<td>983,628</td>
<td>987,440</td>
<td>975,962</td>
</tr>
<tr>
<td>Federal</td>
<td>117,328</td>
<td>98,255</td>
<td>53,067</td>
<td>51,900</td>
<td>49,838</td>
</tr>
<tr>
<td>Nonfederal</td>
<td>1,247,188</td>
<td>1,115,072</td>
<td>930,561</td>
<td>935,540</td>
<td>926,124</td>
</tr>
<tr>
<td>Community</td>
<td>988,387</td>
<td>927,360</td>
<td>823,560</td>
<td>825,966</td>
<td>820,653</td>
</tr>
<tr>
<td>Nonprofit</td>
<td>692,459</td>
<td>656,755</td>
<td>582,988</td>
<td>585,070</td>
<td>582,179</td>
</tr>
<tr>
<td>For profit</td>
<td>87,033</td>
<td>101,377</td>
<td>109,883</td>
<td>108,718</td>
<td>108,422</td>
</tr>
<tr>
<td>State-local government</td>
<td>208,895</td>
<td>169,228</td>
<td>130,689</td>
<td>132,178</td>
<td>130,052</td>
</tr>
<tr>
<td>6–24 beds</td>
<td>4932</td>
<td>4427</td>
<td>5156</td>
<td>4964</td>
<td>5029</td>
</tr>
<tr>
<td>25–49 beds</td>
<td>37,478</td>
<td>35,420</td>
<td>33,333</td>
<td>32,623</td>
<td>32,300</td>
</tr>
<tr>
<td>50–99 beds</td>
<td>105,278</td>
<td>90,394</td>
<td>75,865</td>
<td>76,924</td>
<td>76,882</td>
</tr>
<tr>
<td>100–199 beds</td>
<td>192,892</td>
<td>183,867</td>
<td>175,778</td>
<td>174,024</td>
<td>171,625</td>
</tr>
<tr>
<td>200–299 beds</td>
<td>172,390</td>
<td>179,670</td>
<td>159,807</td>
<td>154,420</td>
<td>152,882</td>
</tr>
<tr>
<td>300–399 beds</td>
<td>139,434</td>
<td>138,938</td>
<td>117,220</td>
<td>119,753</td>
<td>123,399</td>
</tr>
<tr>
<td>400–499 beds</td>
<td>117,724</td>
<td>98,833</td>
<td>80,763</td>
<td>84,745</td>
<td>77,145</td>
</tr>
<tr>
<td>500 beds or more</td>
<td>218,259</td>
<td>195,811</td>
<td>175,638</td>
<td>177,873</td>
<td>180,091</td>
</tr>
<tr>
<td><strong>Number of Hospital Beds</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>All hospitals</td>
<td>1,669</td>
<td>649</td>
<td>5810</td>
<td>5801</td>
<td>5794</td>
</tr>
<tr>
<td>Federal</td>
<td>359</td>
<td>337</td>
<td>245</td>
<td>243</td>
<td>240</td>
</tr>
<tr>
<td>Nonfederal</td>
<td>6606</td>
<td>6312</td>
<td>5565</td>
<td>5558</td>
<td>5554</td>
</tr>
<tr>
<td>Community</td>
<td>5839</td>
<td>5394</td>
<td>4915</td>
<td>4908</td>
<td>4927</td>
</tr>
<tr>
<td>Nonprofit</td>
<td>3322</td>
<td>3191</td>
<td>3003</td>
<td>2998</td>
<td>3025</td>
</tr>
<tr>
<td>For profit</td>
<td>730</td>
<td>749</td>
<td>749</td>
<td>754</td>
<td>756</td>
</tr>
<tr>
<td>State-local government</td>
<td>1778</td>
<td>1444</td>
<td>1163</td>
<td>1156</td>
<td>1136</td>
</tr>
<tr>
<td>6–24 beds</td>
<td>259</td>
<td>226</td>
<td>288</td>
<td>281</td>
<td>321</td>
</tr>
<tr>
<td>25–49 beds</td>
<td>1029</td>
<td>935</td>
<td>910</td>
<td>916</td>
<td>931</td>
</tr>
<tr>
<td>50–99 beds</td>
<td>1462</td>
<td>1263</td>
<td>1055</td>
<td>1070</td>
<td>1072</td>
</tr>
<tr>
<td>100–199 beds</td>
<td>1370</td>
<td>1306</td>
<td>1236</td>
<td>1218</td>
<td>1190</td>
</tr>
<tr>
<td>200–299 beds</td>
<td>715</td>
<td>739</td>
<td>656</td>
<td>635</td>
<td>625</td>
</tr>
<tr>
<td>300–399 beds</td>
<td>412</td>
<td>408</td>
<td>341</td>
<td>348</td>
<td>358</td>
</tr>
<tr>
<td>400–499 beds</td>
<td>266</td>
<td>222</td>
<td>182</td>
<td>191</td>
<td>174</td>
</tr>
<tr>
<td>500 beds or more</td>
<td>317</td>
<td>285</td>
<td>247</td>
<td>249</td>
<td>256</td>
</tr>
<tr>
<td><strong>Hospital Occupancy Rate</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>All hospitals</td>
<td>77.7</td>
<td>69.5</td>
<td>66.1</td>
<td>66.7</td>
<td>67.8</td>
</tr>
<tr>
<td>Federal</td>
<td>80.1</td>
<td>72.9</td>
<td>68.2</td>
<td>69.8</td>
<td>66.0</td>
</tr>
<tr>
<td>Nonfederal</td>
<td>77.4</td>
<td>69.2</td>
<td>65.9</td>
<td>66.5</td>
<td>67.9</td>
</tr>
<tr>
<td>Community</td>
<td>75.6</td>
<td>66.8</td>
<td>63.9</td>
<td>64.5</td>
<td>65.8</td>
</tr>
<tr>
<td>Nonprofit</td>
<td>78.2</td>
<td>69.3</td>
<td>65.5</td>
<td>65.8</td>
<td>67.2</td>
</tr>
<tr>
<td>For profit</td>
<td>65.2</td>
<td>52.8</td>
<td>55.9</td>
<td>57.8</td>
<td>59.0</td>
</tr>
<tr>
<td>State-local government</td>
<td>71.1</td>
<td>65.3</td>
<td>63.2</td>
<td>64.1</td>
<td>64.9</td>
</tr>
<tr>
<td>6–24 beds</td>
<td>46.8</td>
<td>32.3</td>
<td>31.7</td>
<td>31.3</td>
<td>32.4</td>
</tr>
<tr>
<td>25–49 beds</td>
<td>52.8</td>
<td>41.3</td>
<td>41.3</td>
<td>42.5</td>
<td>44.0</td>
</tr>
<tr>
<td>50–99 beds</td>
<td>64.2</td>
<td>53.8</td>
<td>54.8</td>
<td>55.5</td>
<td>56.7</td>
</tr>
<tr>
<td>100–199 beds</td>
<td>71.4</td>
<td>61.5</td>
<td>60.0</td>
<td>60.7</td>
<td>61.7</td>
</tr>
<tr>
<td>200–299 beds</td>
<td>77.4</td>
<td>67.1</td>
<td>65.0</td>
<td>65.5</td>
<td>66.7</td>
</tr>
<tr>
<td>300–399 beds</td>
<td>79.7</td>
<td>70.0</td>
<td>65.7</td>
<td>66.4</td>
<td>68.2</td>
</tr>
<tr>
<td>400–499 beds</td>
<td>81.2</td>
<td>73.5</td>
<td>69.1</td>
<td>68.9</td>
<td>70.5</td>
</tr>
<tr>
<td>500 beds or more</td>
<td>82.1</td>
<td>77.3</td>
<td>72.2</td>
<td>72.8</td>
<td>74.0</td>
</tr>
</tbody>
</table>

*Estimated percent of staffed beds that are occupied.

number of Americans without health insurance coverage in the United States has created heightened financial difficulties for public hospitals in recent decades. In many cases these hospitals are less able to upgrade their capabilities, purchase new medical technologies, and expand clinical capacity than their privately owned counterparts. As a consequence, these public hospitals face mounting difficulties in attracting patients with private health insurance or Medicare coverage, which further limits their sources of revenue. In recent decades, financial and operational difficulties have caused public hospitals in some communities to close, thereby forcing the surviving private hospitals to assume responsibility for serving the uninsured and publicly insured patients.

Another type of local hospital, the public authority hospital, is financed in part by local tax dollars but operates more like a private organization than a governmental agency. These hospitals are financed by a special hospital assessment district similar to a water or fire district, and are governed by a board that may include local elected officials or their appointees. These hospitals are often exempted from administrative rules that govern local government agencies such as hiring and purchasing requirements, thereby giving the hospitals additional flexibility in their operations.

Private not-for-profit hospitals are the most common type of short-stay hospital in the United States, accounting for more than half of all hospital beds in the nation. These hospitals are organized by community, religious, or philanthropic organizations and receive exemptions from federal, state, and/or local taxes in exchange for the community benefits they generate. Any financial earnings generated by a not-for-profit hospital are reinvested in the institution rather than paid out to owners or investors. Some of these hospitals function as safety-net hospitals by pursuing a religious or charitable mission to serve the uninsured and other disadvantaged populations who lack access to mainstream medical care providers. Other not-for-profit hospitals serve a broad cross-section of the population residing in their service area but position their services and facilities to be especially attractive to those populations with insurance, thereby ensuring the institutions’ financial viability. In several states, these facilities are now required to justify their tax exempt status by reporting the amount of charity care and other community benefits they produce each year.

Proprietary hospitals have been a part of the nation’s health-care system since the early 1900s, but their number has not increased in recent decades, physician-owned general hospitals have declined in prevalence. More recently, investor-owned hospital corporations emerged beginning in the 1960s and steadily increased the number of hospitals they own and operate. Like other investor-owned corporations, these hospitals are owned by stockholders. Proprietary hospital corporations grew rapidly in the 1980s and 1990s through a combination of building new hospitals, buying existing hospitals, and securing contracts to manage independently owned hospitals. Proprietary hospital corporations have faced obstacles to growth in recent years due to the Federal Trade Commission’s increased scrutiny of hospital acquisitions for their potential anticompetitive effects. Additionally, several of the largest corporations have faced federal and state lawsuits concerning their billing practices and physician compensation arrangements, resulting in large fines. Physician-owned specialty hospitals represent another type of proprietary hospital that has emerged in recent years, but their impact on the health-care system remains unclear at this point.

Partly in response to the growth of proprietary hospital corporations, not-for-profit multihospital systems have developed and grown rapidly in recent decades. These systems bring multiple not-for-profit hospitals together under common ownership and/or management in order to improve the competitive position of the hospitals, realize economies of scale in purchasing and operations, strengthen negotiating leverage with health insurers, and improve coordination of services across multiple facilities and care settings. Many of these hospital systems are local in their reach and include multiple hospitals operating within a single geographic region or state. Other systems include hospitals in multiple regions across the country. In addition to hospitals, these systems often include other types of health-care institutions such as home health agencies, nursing facilities, outpatient centers, and physician practices. Over the past two decades, large numbers of independent hospitals have consolidated into these multihospital systems, at least partly in response to the growth of managed care and the desire to strengthen their negotiating leverage with health insurers.

**Hospital Structure.** There are three primary sources of authority in the hospital: the governing board, the administration, and the medical staff. The governing board has the ultimate responsibility for the hospital by establishing policy, hiring the chief administrator, and appointing members of the medical staff leadership. By virtue of these responsibilities, the board is ultimately accountable for quality of care within the hospital. As a result, many hospitals have added members of the medical staff to the board and most have increased their investments in quality assurance activities. In some hospital systems and corporations, hospital governance is the responsibility of the governing board for the parent company. The mutual dependence between the governing board and the medical staff is formalized by the governing bylaws for the medical staff. These bylaws, which are typically established by the hospital board, define the rules and regulations governing physician interaction with the hospital. Election and duties of the medical staff officers and committees and processes for awarding and maintaining admitting privileges are defined by these bylaws.

**Challenges Facing the Hospital.** The key pressures facing hospitals have evolved considerably over the past decade. Hospitals in many communities enjoy a stronger negotiating position relative to health insurers today than they did a decade ago, due in part to consolidation in the hospital industry and continued growth in demand for hospital services. This has allowed many hospitals to secure higher payments from private health insurers and to help them accommodate the rising costs of serving uninsured patients and those covered by public programs such as Medicaid and Medicare. These same developments—hospital consolidation and growth in demand for care—have helped to reduce or eliminate problems of excess hospital capacity and overbedding that were present in many communities during the 1980s and 1990s. The closure of underutilized hospitals has helped to eliminate excess capacity in some communities, as have the efforts of hospitals to convert unused bed capacity into new and upgraded facilities such as private rooms and outpatient clinics.

After more than a decade of stagnant or declining hospital admissions and bed capacity, many hospitals serving urban and suburban communities are now confronting growing demand for care and bed shortages (Table 74-2). These problems are attributable to a combination of factors including population growth, the aging of the American population, and a reduction in insurers’ use of aggressive managed-care techniques to limit hospital admissions and reduce lengths of stay. An ongoing shortage of nurses and other hospital personnel has exacerbated these constraints by limiting the ability of hospitals to staff all of their licensed beds. As a result, many hospitals are experiencing periodic overcrowding in their emergency departments as patients wait for inpatient beds to become available, leading these facilities to divert ambulances to other available hospitals.

Hospitals continue to be challenged by technological developments and competitive dynamics that lead services formerly delivered in hospital settings to be delivered in alternative, outpatient settings. These developments have led to expanded hospital roles in outpatient service delivery (Table 74-2). However, these developments also have brought physicians into competition with hospitals for the delivery of an expanding array of services. Physicians are developing the capability to deliver a variety of diagnostic and surgical procedures in their offices, including sophisticated imaging and laboratory testing, rather than referring patients to hospital-based facilities for these services. Physicians are also continuing to develop ambulatory surgery and diagnostic centers that serve as lower-cost alternatives to hospital-based facilities for performing a variety of outpatient procedures.

<table>
<thead>
<tr>
<th>Hospital Characteristics</th>
<th>1980</th>
<th>1990</th>
<th>2000</th>
<th>2001</th>
<th>2002</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Admissions</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>All hospitals</td>
<td>38,892</td>
<td>33,774</td>
<td>34,891</td>
<td>35,644</td>
<td>36,326</td>
</tr>
<tr>
<td>Federal</td>
<td>2044</td>
<td>1759</td>
<td>1034</td>
<td>1001</td>
<td>1027</td>
</tr>
<tr>
<td>Nonfederal</td>
<td>36,848</td>
<td>32,015</td>
<td>33,946</td>
<td>34,644</td>
<td>35,299</td>
</tr>
<tr>
<td>Community</td>
<td>36,143</td>
<td>31,181</td>
<td>33,089</td>
<td>33,814</td>
<td>34,478</td>
</tr>
<tr>
<td>Nonprofit</td>
<td>25,566</td>
<td>22,878</td>
<td>24,453</td>
<td>27,983</td>
<td>25,425</td>
</tr>
<tr>
<td>For profit</td>
<td>3,165</td>
<td>3,066</td>
<td>4,141</td>
<td>4,197</td>
<td>4,365</td>
</tr>
<tr>
<td>State-local government</td>
<td>7,413</td>
<td>5,236</td>
<td>4,496</td>
<td>4,634</td>
<td>4,688</td>
</tr>
<tr>
<td>6–24 beds</td>
<td>159</td>
<td>95</td>
<td>141</td>
<td>140</td>
<td>162</td>
</tr>
<tr>
<td>25–49 beds</td>
<td>1,254</td>
<td>870</td>
<td>995</td>
<td>1,030</td>
<td>1,062</td>
</tr>
<tr>
<td>50–99 beds</td>
<td>3,700</td>
<td>2,474</td>
<td>2,355</td>
<td>2,422</td>
<td>2,471</td>
</tr>
<tr>
<td>100–199 beds</td>
<td>7,162</td>
<td>5,833</td>
<td>6,735</td>
<td>6,778</td>
<td>6,826</td>
</tr>
<tr>
<td>200–299 beds</td>
<td>6,596</td>
<td>6,333</td>
<td>6,702</td>
<td>6,630</td>
<td>6,600</td>
</tr>
<tr>
<td>300–399 beds</td>
<td>5,358</td>
<td>5,091</td>
<td>5,135</td>
<td>5,328</td>
<td>5,607</td>
</tr>
<tr>
<td>400–499 beds</td>
<td>4,401</td>
<td>3,644</td>
<td>3,617</td>
<td>3,779</td>
<td>3,593</td>
</tr>
<tr>
<td>500 beds or more</td>
<td>7,513</td>
<td>6,840</td>
<td>7,410</td>
<td>7,706</td>
<td>7,958</td>
</tr>
<tr>
<td><strong>Average Length of Stay</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>All hospitals</td>
<td>9.9</td>
<td>9.1</td>
<td>6.8</td>
<td>6.7</td>
<td>6.6</td>
</tr>
<tr>
<td>Federal</td>
<td>16.8</td>
<td>14.9</td>
<td>12.8</td>
<td>13.2</td>
<td>11.7</td>
</tr>
<tr>
<td>Nonfederal</td>
<td>9.6</td>
<td>8.8</td>
<td>6.6</td>
<td>6.6</td>
<td>6.5</td>
</tr>
<tr>
<td>Community</td>
<td>7.6</td>
<td>7.2</td>
<td>5.8</td>
<td>5.7</td>
<td>5.7</td>
</tr>
<tr>
<td>Nonprofit</td>
<td>7.7</td>
<td>7.3</td>
<td>5.7</td>
<td>5.6</td>
<td>5.6</td>
</tr>
<tr>
<td>For profit</td>
<td>6.5</td>
<td>6.4</td>
<td>5.4</td>
<td>5.4</td>
<td>5.3</td>
</tr>
<tr>
<td>State-local government</td>
<td>7.3</td>
<td>7.7</td>
<td>6.7</td>
<td>6.7</td>
<td>6.6</td>
</tr>
<tr>
<td>6–24 beds</td>
<td>5.3</td>
<td>5.4</td>
<td>4.2</td>
<td>4.0</td>
<td>4.1</td>
</tr>
<tr>
<td>25–49 beds</td>
<td>5.8</td>
<td>6.1</td>
<td>5.1</td>
<td>5.0</td>
<td>5.0</td>
</tr>
<tr>
<td>50–99 beds</td>
<td>6.7</td>
<td>7.2</td>
<td>6.4</td>
<td>6.4</td>
<td>6.4</td>
</tr>
<tr>
<td>100–199 beds</td>
<td>7.0</td>
<td>7.1</td>
<td>5.7</td>
<td>5.7</td>
<td>5.7</td>
</tr>
<tr>
<td>200–299 beds</td>
<td>7.4</td>
<td>6.9</td>
<td>5.7</td>
<td>5.6</td>
<td>5.5</td>
</tr>
<tr>
<td>300–399 beds</td>
<td>7.6</td>
<td>7.0</td>
<td>5.5</td>
<td>5.4</td>
<td>5.5</td>
</tr>
<tr>
<td>400–499 beds</td>
<td>7.9</td>
<td>7.3</td>
<td>5.6</td>
<td>5.6</td>
<td>5.5</td>
</tr>
<tr>
<td>500 beds or more</td>
<td>8.7</td>
<td>8.1</td>
<td>6.2</td>
<td>6.1</td>
<td>6.1</td>
</tr>
<tr>
<td><strong>Hospital Outpatient Visits</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>All hospitals</td>
<td>262,951</td>
<td>368,184</td>
<td>592,673</td>
<td>612,276</td>
<td>640,515</td>
</tr>
<tr>
<td>Federal</td>
<td>50,568</td>
<td>58,527</td>
<td>63,402</td>
<td>64,035</td>
<td>75,781</td>
</tr>
<tr>
<td>Nonfederal</td>
<td>212,385</td>
<td>309,657</td>
<td>531,972</td>
<td>548,242</td>
<td>564,734</td>
</tr>
<tr>
<td>Community</td>
<td>202,310</td>
<td>301,329</td>
<td>521,405</td>
<td>538,480</td>
<td>556,404</td>
</tr>
<tr>
<td>Nonprofit</td>
<td>142,156</td>
<td>221,073</td>
<td>393,168</td>
<td>404,901</td>
<td>416,910</td>
</tr>
<tr>
<td>For profit</td>
<td>9,696</td>
<td>20,110</td>
<td>43,378</td>
<td>44,706</td>
<td>45,215</td>
</tr>
<tr>
<td>State-local government</td>
<td>50,459</td>
<td>60,146</td>
<td>84,858</td>
<td>88,873</td>
<td>94,280</td>
</tr>
<tr>
<td>6–24 beds</td>
<td>1,155</td>
<td>1,471</td>
<td>4,555</td>
<td>4,566</td>
<td>5,930</td>
</tr>
<tr>
<td>25–49 beds</td>
<td>6,227</td>
<td>10,812</td>
<td>27,007</td>
<td>27,941</td>
<td>29,726</td>
</tr>
<tr>
<td>50–99 beds</td>
<td>17,976</td>
<td>27,582</td>
<td>49,385</td>
<td>51,331</td>
<td>53,342</td>
</tr>
<tr>
<td>100–199 beds</td>
<td>36,453</td>
<td>58,940</td>
<td>114,183</td>
<td>114,921</td>
<td>117,573</td>
</tr>
<tr>
<td>200–299 beds</td>
<td>36,073</td>
<td>60,561</td>
<td>99,248</td>
<td>99,596</td>
<td>102,424</td>
</tr>
<tr>
<td>300–399 beds</td>
<td>30,495</td>
<td>43,699</td>
<td>73,444</td>
<td>75,242</td>
<td>79,092</td>
</tr>
<tr>
<td>400–499 beds</td>
<td>25,501</td>
<td>33,394</td>
<td>52,205</td>
<td>59,580</td>
<td>57,841</td>
</tr>
<tr>
<td>500 beds or more</td>
<td>48,430</td>
<td>64,870</td>
<td>101,378</td>
<td>105,314</td>
<td>110,475</td>
</tr>
</tbody>
</table>

Note: Data for additional years are available.

Some physicians have developed specialty hospitals that compete directly with general hospitals in the delivery of specialized inpatient services. These developments threaten to redirect important sources of revenue from hospitals to physician practices and change the historically symbiotic relationships that have existed between hospitals and physicians. In some cases, hospitals have created joint ventures with physicians for the development of these new facilities in order to retain some ownership and control over the activities. In other cases, hospitals have revoked the admitting privileges of physicians who invest in these types of facilities in order to discourage their development and growth. In still other cases, hospitals have pressured health insurers to exclude physician-owned facilities from their provider networks.
Ambulatory Care Providers

Ambulatory care includes a wide range of health professionals, settings, and services for the “walking” or noninstitutionalized patient. Ambulatory care providers play a central role as the initial and continuing point of contact with the health-care system for most people. Collectively these providers offer preventive, screening, and diagnostic services as well as ongoing treatment services and follow-up care for patients that do not require inpatient or residential care. These providers also serve as brokers by referring patients to more specialized medical services available in hospitals and other institutional settings.

Ambulatory health care includes the following major types of personal health-care services:

- **Preventive care** is designed to avoid the onset and/or progression of disease and injury. Examples of these services include vaccinations that prevent the occurrence of infectious diseases, as well as screening tests for cancer or high blood pressure that enable the early detection and treatment of diseases or risk factors in order to forestall disease progression and complications. Services designed to prevent the occurrence of disease altogether are defined as primary prevention activities, whereas services aimed at early detection to limit and/or reverse the progression of disease are defined as secondary prevention activities. The preventive services delivered in ambulatory care settings are typically referred to as clinical preventive services and may be performed in many different settings including physician offices, community health centers, worksite health clinics, hospital outpatient clinics, pharmacies, mobile health clinics, and even health fairs. These services may be performed by physicians or by a variety of other health professionals including nurse practitioners, physician assistants, clinical pharmacists, and nurses.

- **Primary care** focuses on the diagnosis, treatment, and management of routine, nonemergent health conditions. Primary care physicians assume primary responsibility for the delivery of these services, although physician extenders such as nurse practitioners and physician assistants also play major roles in the delivery of these services in many settings. Primary care physicians are commonly defined to include those physicians specializing in general practice, family medicine, general internist medicine, pediatrics, and obstetrics/gynecology. Physicians practicing in other specialty areas, particularly internal medicine subspecialties such as cardiology and rheumatology, may also deliver primary care services to patients under their care. Individuals with some form of health insurance typically receive most of their primary care in physician office settings, while uninsured individuals and those who face other barriers in accessing mainstream physician practices often receive primary care from alternative settings such as community health centers, hospital outpatient clinics, urgent care centers, and hospital emergency departments.

- **Secondary care** focuses on the diagnosis, treatment, and management of complex health conditions that require specialized clinical knowledge and skills. Most secondary care is provided by specialists in physician office settings or in more specialized ambulatory facilities such as imaging and surgery centers or hospital outpatient clinics. Primary care physicians play key roles in identifying the need for secondary care and referring patients to specialty physicians for consultation, diagnosis, and treatment. The secondary care provided by physician specialists also serves as an entry point for tertiary care and quaternary care services—the most complex types of medical services that are often provided on an inpatient basis at advanced medical centers.

- **Rehabilitative care** is designed to restore and preserve function in patients affected by disease and injury. These services may be delivered in both inpatient and ambulatory care settings. Patients who are hospitalized for care may receive rehabilitative services in inpatient settings such as rehabilitation units and skilled nursing facilities immediately following their hospital admissions. Patients may also receive rehabilitative services in ambulatory settings such as hospital outpatient clinics, outpatient therapy centers specializing in physical, occupational, and/or speech therapy, and in the home through home health care providers. Rehabilitative care is commonly delivered by a variety of ancillary therapists and therapy assistants with more complex and advanced care being managed by physicians specializing in physical medicine and rehabilitation.

- **Long-term care** is designed to provide assistance to patients with health-related impairments in their ability to perform routine activities of daily living such as bathing, dressing, transferring, walking, preparing meals, and taking medications. These services may be delivered in both institutional and ambulatory care settings. Institutional settings for long-term care include nursing homes, assisted living centers, and board and care facilities. Ambulatory providers of long-term care include home-care providers, visiting nurses associations, adult day care centers, and respite care programs. These ambulatory services are designed to enable patients to remain living at home as an alternative to more costly institutional care settings.

In addition to these personal health services, public health services are also provided to both institutionalized and noninstitutionalized populations with the goal of reducing the incidence of disease and injury. These population-based services include activities to protect the safety of water and food supplies, identify and assess community health needs, investigate health threats, and educate the public about health issues. These services, which are discussed in more detail in the following chapter, generally do not involve the direct provision of services to individuals and therefore are not typically considered part of the ambulatory health-care system.

**Office-Based Ambulatory Care.** Most of the ambulatory care delivered in the United States is provided in office-based practice settings (Table 74-3). Although hospital-based settings deliver significant amounts of ambulatory care, the predominant source of this care is the physician’s office, including solo physician practices, partnerships, and group practices. Physicians provide a broad array of services in their offices, including routine examinations, evaluation and management services, diagnostic services that include imaging and laboratory tests, counseling, and surgical procedures. The scope of services provided in physicians’ offices has been expanding over time, particularly in the areas of diagnostic testing and surgical procedures where advances in medical technology have allowed these services to move from inpatient to outpatient settings.

A solo practice consists of a single physician practicing alone in an office-based setting, whereas a partnership practice includes two physicians practicing together. A group practice is typically defined as the combination of three or more physicians practicing together in an office-based setting. True group practice involves the sharing of revenue and expenses, staff, medical records, and other resources and may involve sharing responsibilities for night and weekend on-call duties and hospital rounding. Some physicians share only physical space or staff, but this arrangement does not constitute a formal group practice.

Most ambulatory care services historically have been provided by physicians in solo office-based practice. This arrangement offers the physician the greatest degree of professional and organizational independence and the ability to be self-employed. Although solo practitioners still account for a large share of ambulatory care, group practice and hospital-based practices are expanding dramatically. A variety of factors have led physicians to seek alternatives to solo practice in recent years, including rising practice expenses and the cost of purchasing new office-based medical technologies, the growth of managed care and the desire to develop practice arrangements that enhance physician negotiating leverage with health insurers, and changing physician lifestyles and the desire to practice in settings that offer less demanding work schedules. Some of the earliest group practices in the United States were started by industries that needed to provide care to employees in rural
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Physician Visit Characteristics

1995

1997

1998

1999

2000

2001

2002

Total

697,082

787,372

829,280

756,734

823,542

880,487

889,980

Under 18 years
18–44 years
45–64 years
45–54 years
55–64 years
65 years and over
65–74 years
75 years and over

150,351
219,065
159,531
88,266
71,264
168,135
90,544
77,591

158,423
245,127
192,753
105,511
87,243
191,069
99,714
91,355

168,520
260,379
203,296
112,316
90,979
197,085
102,306
94,779

135,627
227,005
201,911
108,597
93,315
192,190
92,642
99,548

163,459
243,011
216,783
119,474
97,309
200,289
102,447
97,842

168,663
244,288
239,106
130,795
108,310
228,430
112,978
115,452

183,027
240,432
242,142
131,806
110,336
224,380
109,331
115,049

 Number of Visits in Thousands

 Physician Visits as a Percentage of all Outpatient Visits (Hospitals, Emergency Departments, and Offices)
Total
Under 18 years
18–44 years
45–64 years
45–54 years
55–64 years
65 years and over
65–74 years
75 years and over

81.0
77.2
76.8
84.7
84.2
85.4
87.2
88.2
86.1

82.1
77.7
78.6
85.3
84.8
85.8
87.8
88.6
87.1

82.5
78.9
79.3
85.5
85.0
86.2
87.4
88.6
86.2

80.2
74.1
75.7
83.9
83.0
84.9
87.2
87.3
87.1

81.1
77.0
77.0
84.7
84.0
85.6
86.7
87.9
85.4

82.2
78.0
76.9
85.4
84.6
86.3
88.6
89.1
88.2

82.1
78.7
76.5
85.4
84.5
86.5
88.7
89.3
88.2

 Number of Visits per 100,000 Population
Total, age adjusted
Total, crude
Under 18 years
18–44 years
45–64 years
45–54 years
55–64 years
65 years and over
65–74 years
75 years and over

271
266
213
203
309
286
343
534
494
588

300
295
222
226
351
316
406
596
552
653

312
308
235
240
358
327
407
609
569
659

283
279
188
209
344
305
405
592
521
679

304
300
226
224
358
323
412
612
577
654

316
314
233
222
373
336
431
678
625
739

316
314
252
218
366
332
417
661
606
722

Male, age adjusted
Male, crude
Under 18 years
18–44 years
45–54 years
55–64 years
65–74 years
75 years and over

232
220
209
139
229
300
445
616

255
243
225
145
251
370
516
653

261
251
239
149
251
379
538
640

246
235
189
150
247
361
510
663

261
251
231
148
260
367
539
670

275
264
235
152
273
371
598
758

270
261
254
145
270
359
580
685

Female, age adjusted
Female, crude
Under 18 years
18–44 years
45–54 years
55–64 years
65–74 years
75 years and over

309
310
217
265
339
382
534
571

344
345
219
306
377
439
581
652

360
362
231
328
399
433
595
671

317
320
187
267
361
445
530
689

345
348
221
298
384
453
609
645

356
362
231
291
397
485
648
726

359
365
250
290
390
471
628
746

White, age adjusted
White, crude
Under 18 years
18–44 years
45–54 years
55–64 years
65–74 years
75 years and over

282
281
237
211
286
345
496
598

310
310
243
234
324
410
547
653

316
317
235
248
328
406
572
669

292
293
197
222
312
410
526
687

315
316
243
239
330
416
568
658

338
343
260
242
354
451
651
764

330
335
272
234
346
431
611
720

African American, age adjusted
African American, crude
Under 18 years
18–44 years
45–54 years

204
178
100
158
281

260
228
145
186
294

281
259
217
207
310

239
211
144
155
277

239
214
167
149
269

212
189
102
154
286

283
253
196
173
281
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health insurers and operate successfully under capitated payment systems. Practices in order to improve their ability to compete for contracts with practices have raised questions about the future role of these practices environments as employees of a practice rather than as owners. Younger physicians, women, and physicians practicing in areas that are more heavily penetrated by managed care plans. Furthermore, surveys of physicians. Most of these groups are relatively small with an average size of less than 10 physicians, but the prevalence of larger groups has grown over time. Recent evidence indicates an increasing penetration of physician-hospital relationships have become the movement to group practice. Group practices have provided a structure for sharing the costs associated with increasingly complex and expensive office facilities, equipment, and personnel. Group practice is viewed as a strategy for improving quality of care by facilitating referral arrangements and coordination of care across different physicians and specialties, and by enhancing opportunities for informal consultations and information-sharing among physicians. Group practice is also viewed as a strategy for improving the efficiency of medical practice by pooling resources to support nonphysician staff such as nurse practitioners, physician assistants, and general office staff to perform activities that do not require specialized medical knowledge. Group practices can also offer physicians more appealing work environments by sharing responsibilities for after-hours coverage and rounding with hospitalized patients, and providing more flexible work hours.

There are currently over 16,000 group practices in the United States according to the American Medical Association’s periodic surveys of physicians. Most of these groups are relatively small with an average size of less than 10 physicians, but the prevalence of larger groups has grown over time. Recent evidence indicates an increasing preference for group practice among physicians, particularly among younger physicians, women, and physicians practicing in areas that are more heavily penetrated by managed care plans. Furthermore, physicians are increasingly practicing in more corporate-oriented environments as employees of a practice rather than as owners.

Recent trends in the ownership and management of physician practices have raised questions about the future role of these practices within the nation’s health-care system. During the 1990s, many hospital systems were aggressively seeking relationships with physician practices in order to improve their ability to compete for contracts with health insurers and operate successfully under capitated payment systems with health maintenance organizations (HMOs). Some hospital systems were directly purchasing physician practices and employing their physicians, especially primary care physicians, while other systems were forming alliances with these physicians through physician-hospital organizations (PHOs) and related arrangements. Since that time, however, HMO enrollment failed to grow as expected in many communities, and many health insurers have scaled back the use of managed care techniques such as selective contracting with hospital systems. As a result, physician-hospital relationships have become less important for contracting, and hospital systems in many communities have divested their owned primary care practices and PHOs.

Most recently, hospital systems in some communities have begun to pursue tighter relationships with specialty physician practices in order to compete more effectively for patients in profitable specialty service areas such as cardiac care and orthopedics. Some hospital systems have established joint ventures with single-specialty groups to develop ambulatory surgery centers, thereby avoiding direct competition with these groups in the delivery of ambulatory services. Hospital systems in some communities have purchased specialty physician practices and directly employed specialist physicians in order to strengthen these relationships.

**Hospital-Based Ambulatory Care.** Although hospitals historically have focused on the provision of inpatient care, they also serve as major sources of ambulatory care services. Hospitals traditionally have delivered a great deal of ambulatory care through their emergency departments, which provide care not only for patients with emergent conditions but also for patients who need routine primary care but lack access to mainstream providers. Some hospitals have created primary care outpatient clinics to reduce crowding in their emergency departments and redirect primary care patients to more appropriate and less costly care settings. Many hospitals also operate specialty outpatient clinics and ambulatory surgery centers that serve as important sources of specialty care. These ambulatory services have become increasingly important sources of revenue for hospitals as services historically provided on an inpatient basis continue to shift to outpatient settings. Some hospitals directly employ specialist physicians and other personnel to provide these outpatient services, while others contract with specialty group practices for this purpose.

**Freestanding Ambulatory Centers.** While hospitals and physician offices account for the vast majority of ambulatory care delivered in the United States, a small but growing amount of care is provided by private, freestanding ambulatory centers that are not based in hospitals or physician practices. Many of these freestanding centers provide outpatient surgical services, while others provide diagnostic tests and imaging services, emergency and urgent care services, and rehabilitation services. Some of these centers are owned and operated by proprietary corporations that directly employ physicians and other clinical personnel to staff the centers, while other centers are developed as joint ventures with physician groups and/or hospitals.

**Ambulatory Care in Safety-Net Clinics.** Safety-net health-care clinics serve as important sources of ambulatory care for the uninsured and other population groups that lack access to office-based and hospital-based providers due to financial, geographic, or other barriers to care. These clinics rely on support from a variety of sources, including governmental funding, private charitable contributions, volunteer labor, and sliding-scale patient fees to deliver care to these population groups. Some of these clinics receive support through the federal Community Health Center program, which provides grants to more than 1200 health centers and 3000 individual clinic sites to deliver comprehensive primary care services to populations residing in medically underserved areas of the United States and its territories. Other clinics receive special support through other federal programs such as those targeting rural health centers, school-based health centers, and clinics that serve the residents of public housing facilities. A number of state and local governments also maintain programs that provide financial support to safety-net clinics. Many communities are also served by “free clinics” that rely primarily on voluntary-clinical labor and on donations collected by community-based and faith-based organizations. In some communities, local public health agencies provide some preventive and primary care services such as immunizations, chronic disease screenings, and prenatal and well-child care. In some cases, universities sponsor safety-net health
The nursing home is the most costly and visible component of the long-term care continuum. Nearly 1.5 million residents receive care in the nation’s 16,000 nursing homes, most of whom are over 75 years of age, female, suffer from multiple chronic conditions, and have severe limitations in activity (Table 74-4). Although many nursing homes are small, there is a growing trend toward larger homes and toward ownership by multihome for-profit and for-profit entities.

Most long-term care services are not covered by Medicare, the federal health program that provides health-care coverage for elderly and permanently disabled populations in the United States. Medicare provides only short-term coverage for services provided by rehabilitation units, skilled nursing facilities, and home health agencies. For longer-duration care in nursing homes and other care settings, patients must rely on their own financial assets or on private long-term care insurance until those resources are depleted and patients become eligible for Medicaid, the program for low-income populations that is jointly administered by the federal and state governments. Financial support for nursing home care is limited under Medicaid


<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>65 years and over, age adjusted</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>58.5</td>
<td>54.0</td>
<td>45.9</td>
<td>45.3</td>
<td>43.3</td>
</tr>
<tr>
<td>65 years and over, crude</td>
<td>961,500</td>
<td>1,318,300</td>
<td>1,422,600</td>
<td>1,465,000</td>
<td>1,469,500</td>
<td>44.7</td>
<td>46.2</td>
<td>42.4</td>
<td>43.4</td>
<td>42.9</td>
</tr>
<tr>
<td>65–74 years</td>
<td>163,100</td>
<td>212,100</td>
<td>190,200</td>
<td>198,400</td>
<td>194,800</td>
<td>12.3</td>
<td>12.5</td>
<td>10.1</td>
<td>10.8</td>
<td>10.8</td>
</tr>
<tr>
<td>75–84 years</td>
<td>384,900</td>
<td>509,000</td>
<td>511,900</td>
<td>528,300</td>
<td>517,600</td>
<td>57.7</td>
<td>57.7</td>
<td>45.9</td>
<td>45.5</td>
<td>43.0</td>
</tr>
<tr>
<td>85 years and over</td>
<td>413,600</td>
<td>597,300</td>
<td>720,400</td>
<td>738,300</td>
<td>757,100</td>
<td>257.3</td>
<td>220.3</td>
<td>198.6</td>
<td>192.0</td>
<td>182.5</td>
</tr>
<tr>
<td><strong>Male</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>65 years and over, age adjusted</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>42.5</td>
<td>38.8</td>
<td>32.8</td>
<td>32.0</td>
<td>30.6</td>
</tr>
<tr>
<td>65 years and over, crude</td>
<td>265,700</td>
<td>334,400</td>
<td>356,800</td>
<td>372,100</td>
<td>377,800</td>
<td>30.0</td>
<td>29.0</td>
<td>26.1</td>
<td>26.7</td>
<td>26.5</td>
</tr>
<tr>
<td>65–74 years</td>
<td>65,100</td>
<td>80,600</td>
<td>79,300</td>
<td>80,800</td>
<td>84,100</td>
<td>11.3</td>
<td>10.8</td>
<td>9.5</td>
<td>9.8</td>
<td>10.3</td>
</tr>
<tr>
<td>75–84 years</td>
<td>102,300</td>
<td>141,300</td>
<td>144,300</td>
<td>159,300</td>
<td>149,500</td>
<td>39.9</td>
<td>43.0</td>
<td>33.3</td>
<td>34.6</td>
<td>30.8</td>
</tr>
<tr>
<td>85 years and over</td>
<td>98,300</td>
<td>112,600</td>
<td>133,100</td>
<td>132,000</td>
<td>144,200</td>
<td>182.7</td>
<td>147.5</td>
<td>130.8</td>
<td>119.0</td>
<td>116.5</td>
</tr>
<tr>
<td><strong>Female</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>65 years and over, age adjusted</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>67.5</td>
<td>61.5</td>
<td>52.3</td>
<td>51.9</td>
<td>49.8</td>
</tr>
<tr>
<td>65 years and over, crude</td>
<td>695,800</td>
<td>983,900</td>
<td>1,065,800</td>
<td>1,092,900</td>
<td>1,091,700</td>
<td>54.9</td>
<td>57.9</td>
<td>53.7</td>
<td>55.1</td>
<td>54.6</td>
</tr>
<tr>
<td>65–74 years</td>
<td>98,000</td>
<td>131,500</td>
<td>110,900</td>
<td>117,700</td>
<td>110,700</td>
<td>13.1</td>
<td>13.8</td>
<td>10.6</td>
<td>11.6</td>
<td>11.2</td>
</tr>
<tr>
<td>75–84 years</td>
<td>282,600</td>
<td>367,700</td>
<td>367,600</td>
<td>368,900</td>
<td>368,100</td>
<td>68.9</td>
<td>66.4</td>
<td>53.9</td>
<td>52.7</td>
<td>51.2</td>
</tr>
<tr>
<td>85 years and over</td>
<td>315,300</td>
<td>484,700</td>
<td>587,300</td>
<td>606,300</td>
<td>612,900</td>
<td>294.9</td>
<td>250.1</td>
<td>224.9</td>
<td>221.6</td>
<td>210.5</td>
</tr>
<tr>
<td><strong>White</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>65 years and over, age adjusted</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>61.2</td>
<td>55.5</td>
<td>45.4</td>
<td>44.5</td>
<td>41.9</td>
</tr>
<tr>
<td>65 years and over, crude</td>
<td>920,600</td>
<td>1,227,400</td>
<td>1,271,200</td>
<td>1,294,900</td>
<td>1,279,600</td>
<td>46.9</td>
<td>47.7</td>
<td>42.3</td>
<td>43.0</td>
<td>42.1</td>
</tr>
<tr>
<td>65–74 years</td>
<td>150,100</td>
<td>187,800</td>
<td>154,400</td>
<td>160,800</td>
<td>157,200</td>
<td>12.5</td>
<td>12.3</td>
<td>9.3</td>
<td>10.0</td>
<td>10.0</td>
</tr>
<tr>
<td>75–84 years</td>
<td>369,700</td>
<td>473,600</td>
<td>453,800</td>
<td>464,400</td>
<td>440,600</td>
<td>60.3</td>
<td>59.1</td>
<td>44.9</td>
<td>44.2</td>
<td>40.5</td>
</tr>
<tr>
<td>85 years and over</td>
<td>400,800</td>
<td>566,000</td>
<td>663,000</td>
<td>669,700</td>
<td>681,700</td>
<td>270.8</td>
<td>228.7</td>
<td>200.7</td>
<td>192.4</td>
<td>181.8</td>
</tr>
<tr>
<td><strong>Black or African American</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>65 years and over, age adjusted</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>28.2</td>
<td>41.5</td>
<td>50.4</td>
<td>54.4</td>
<td>55.6</td>
</tr>
<tr>
<td>65 years and over, crude</td>
<td>37,700</td>
<td>82,000</td>
<td>122,900</td>
<td>137,400</td>
<td>145,900</td>
<td>22.0</td>
<td>35.0</td>
<td>45.2</td>
<td>49.4</td>
<td>51.1</td>
</tr>
<tr>
<td>65–74 years</td>
<td>12,200</td>
<td>22,500</td>
<td>29,700</td>
<td>31,400</td>
<td>30,300</td>
<td>11.1</td>
<td>15.4</td>
<td>18.4</td>
<td>19.2</td>
<td>18.2</td>
</tr>
<tr>
<td>75–84 years</td>
<td>13,400</td>
<td>30,600</td>
<td>47,300</td>
<td>51,900</td>
<td>58,700</td>
<td>26.7</td>
<td>45.3</td>
<td>57.2</td>
<td>60.6</td>
<td>66.5</td>
</tr>
<tr>
<td>85 years and over</td>
<td>12,100</td>
<td>25,000</td>
<td>45,800</td>
<td>54,100</td>
<td>56,900</td>
<td>105.7</td>
<td>141.5</td>
<td>167.1</td>
<td>186.0</td>
<td>183.1</td>
</tr>
</tbody>
</table>

Notes: Excludes residents in personal care or domiciliary care homes.
and is widely viewed as inadequate to support the staffing levels, physical environments, and range of services and activities that would be necessary to ensure high-quality care. Many state Medicaid programs are now experimenting with various forms of home-based and community-based alternatives to nursing home care with the goal of reducing the costs of care and improving quality of care and patient satisfaction. Some of these experiments are now including consumer-directed care models that offer expanded opportunities for patients to decide how best to use their long-term care benefits, including using funds to reimburse family members and other lay-persons as caregivers.

Improvements in other aspects of the long-term care continuum are also moving forward. Hospice providers deliver services to terminally ill patients in caring and medically supportive environments using a multispecialty approach in both institutional and home settings. Home health providers and assisted living facilities have expanded rapidly in recent years, and several state Medicaid programs are now testing ways of positioning these services as cost-effective alternatives to nursing homes. The federal government continues to experiment with all-inclusive care programs that coordinate a comprehensive array of services for long-term care patients who are eligible for both Medicare and Medicaid. Additionally, various types of continuing care facilities have emerged in recent years, although most of these are designed to serve higher-income private-pay patients rather than lower-income Medicaid recipients. Despite some progress, serious challenges remain concerning how to finance long-term care services for the aging baby boom population and how to coordinate the various components of this care to achieve desired health and economic outcomes.

**Mental Health and Substance Abuse Service Providers**

Mental health and substance abuse care providers represent another major component of the U.S. health-care system, accounting for nearly $33 billion of the nation’s $1.5 trillion in health-care expenditures for 2002. Like long-term care, mental health care encompasses a broad spectrum of services delivered in both institutional and ambulatory care settings. Institutional care providers include specialized psychiatric hospitals, psychiatric units of general hospitals, nursing homes, board and care facilities, and residential substance abuse treatment centers. In the ambulatory care arena, primary care physicians play key roles in diagnosing mental health and substance abuse disorders and in managing routine mental health conditions, while more specialized office-based care is provided by psychiatrists, psychologists, social workers, family counselors, and other health professionals. Community mental health centers and outpatient substance abuse treatment centers are also important sources of ambulatory care for these populations.

Mental health services are generally provided through parallel public and private subsystems, with only those individuals having private insurance or sufficient resources for self-pay receiving care through the private subsystem. These patients are more likely to receive care from private-practice psychiatrists and other professionals, private mental health hospitals, and private substance abuse treatment facilities. Employees in many large and mid-sized firms may also obtain access to private mental health and substance abuse providers through the employee assistance programs offered by these firms. By contrast, patients who are uninsured, covered by Medicaid, or who exhaust their private insurance benefits typically rely on a patchwork of government-owned mental health hospitals, community mental health centers, and a variety of community-based not-for-profit providers. Many of these providers rely heavily on financial support from federal programs such as the Community Mental Health Services Block Grant and the Substance Abuse Prevention and Treatment Block Grant. Hospital emergency departments also increasingly serve as providers of last resort for patients with acute mental health and substance abuse problems who lack other sources of care. Unfortunately, correctional facilities have also become common sources of care for patients with severe and poorly managed mental health and substance abuse problems, where services are delivered through local jail health systems as well as state and federal prison health systems.

**Pharmacy Providers and Suppliers**

Pharmaceutical therapies continue to be one of the fastest growing components of modern medical practice, and therefore the organizations and professionals involved in prescribing, distributing, and dispensing drugs have become increasingly important components of the health-care system. Between 1995 and 2002, national expenditures for prescription drugs grew faster than expenditures for any other type of health care, and by 2002, drug expenditures accounted for 11% of the nation’s total health-care spending. A variety of factors are driving the increased utilization of prescription drugs, including the availability of new drugs to treat an expanding array of health conditions, increased marketing of new and existing drugs to physicians and consumers, and a growing body of evidence demonstrating the effectiveness of drug therapies in treating a variety of common conditions ranging from heart disease and hypertension to diabetes and asthma.

The delivery system for prescription drugs includes the manufacturers that are responsible for producing and marketing these products, the physicians and advanced practice nurses who prescribe them for patients, and the pharmacists who are responsible for dispensing drugs as well as educating patients about drug therapy choices and proper drug usage. A variety of intermediaries are involved in drug purchasing and distribution as well, including pharmacy benefit managers (PBMs) who work on behalf of health insurers and employers to establish policies on which drugs should be covered and to negotiate pricing arrangements with manufacturers. Drug dispensing is carried out through an array of different organizations including local retail pharmacies, national chain pharmacies, mail order pharmacies, and pharmacies operated by individual health plans and hospitals. In recent years, specialty pharmacy organizations have emerged that manage the drug purchasing, dispensing, and administration processes for high-cost medications and those that are difficult to store or administer, such as biologicals and other products that require intravenous administration.

The growing importance of prescription drugs in modern medical care has raised concerns about population groups that lack access to these products, including the uninsured as well as the elderly and disabled populations covered by Medicare. Most private health insurance plans include coverage for prescription drugs, as do state Medicaid programs, but the federal Medicare program historically has not included an outpatient prescription drug benefit. In response, many state governments have created pharmacy assistance programs (PAPs) that provide the uninsured and low-income Medicare beneficiaries with financial assistance in purchasing needed prescription drugs. Some states have gone further in adopting policies that would allow states to negotiate discounts with drug manufacturers for drugs needed by their residents who lack drug coverage or who are covered by Medicaid. Still other states and some local governments are exploring options for allowing their residents to purchase drugs from Canada and other foreign countries where drug prices are lower, and then reimporting these drugs to the United States. The federal government also maintains several targeted programs to assist disadvantaged populations in obtaining needed medications, including the AIDS Drug Assistance Program (ADAP) that assists HIV and AIDS patients and the 340B Drug Pricing Program that allows community health centers to purchase discounted medications for their uninsured patients. The U.S. Congress passed legislation in 2003 that created an outpatient prescription drug benefit for Medicare beneficiaries. This benefit, which went into effect in 2006, is administered by private health insurers and prescription drug plans.

Beyond pharmacy, a variety of other health-care providers play important roles in delivering health services within the health-care system. These include providers of dental care, vision services, nutritional assessment and counseling, genetic counseling, and the rapidly growing field of complementary and alternative medical services. Other organizations specialize in providing support services that facilitate access to care, such as emergency and nonemergency medical transportation and language translation services. Finally, a wide array of organizations participate in the health-care system as suppliers of health-related products and equipment, including wheelchairs and
other durable medical equipment; orthotics, prosthetics, and other assistive devices; implantable therapeutic devices such as pacemakers and defibrillators; clinical laboratory and imaging equipment; and health information technology such as electronic medical records and telemedicine applications. By continually bringing new and improved products to market, these suppliers of medical technologies, devices, and equipment are major forces of change in medical practice.

The Health-Care Workforce

The health-care system is the single largest industry in the United States, providing a total of 12.9 million jobs nationwide. About 518,000 establishments make up the employer base for the health industry, three-fourths of which are the offices of physicians, dentists, and other health professionals. Hospitals constitute only 2% of all health services establishments, but they employ 41% of all workers in the industry (Table 74-5). The federal Bureau of Labor Statistics projects that about 16% of all new wage and salary jobs created between 2002 and 2012 will be in the health services industry, representing a total of 3.5 million jobs—more than any other industry. This projected job growth is attributed to continued growth in demand for health services as the American population becomes older and as improvements in health and medical care allow more Americans to live longer but with more health conditions and disabilities that require care.

Professional occupations such as physicians, registered nurses, dentists, therapists, and social workers account for three-fourths of all the jobs in the health-care industry. The remaining one-quarter of jobs include clinical service occupations such as nursing aides and therapist assistants, administrative and clerical workers, and management occupations.

Physicians

Over the past half-century, the American health-care system has oscillated between concerns about physician shortages and concerns about over-supply. In the early 1960s, the perception of physician shortages led to the growth of medical school classes and the building of new medical schools. Foreign medical school graduates were also viewed as additional sources of personnel for the United States. In 1963, the Health Professions Educational Assistance Act was passed to provide funds to medical schools based on enrollments and for grants and loans for the construction of new medical education facilities. This legislation marked the first instance of direct federal involvement in medical education financing. Previous attempts at federal intervention in medical education had been blocked by both organized medicine and medical schools themselves. The incentives contained in the 1963 legislation were effective in increasing the number of medical school graduates, with new graduates doubling between 1965 and 1980.

But in the early 1980s, however, industry observers were raising concerns that the earlier policies on medical education overcorrected the nation’s physician supply. The American Medical Association and other industry groups had predicted an over-supply of physicians within the U.S. health-care system for the past quarter century, and had worked to limit the number of new physicians produced by U.S. medical schools. In 1980, the Graduate Medical Education National Advisory Committee projected that by 1990 a surplus of 70,000 physicians would exist. As a result, medical schools began reducing class sizes and immigration laws were revised to eliminate preferential treatment for foreign medical graduates. A later study published in 1995 predicted a surplus of 165,000 physicians by the year 2000, in part due to the growth of managed care and its emphasis on steering patients to primary care physicians and restricting unnecessary access to specialists.

The physician surplus never materialized, however. The American population has continued to grow, as has utilization of physician services. Health insurers have scaled back the use of restrictive managed care techniques in response to consumer preferences for direct access to specialists. Moreover, continued innovations in medical technology and practice have kept the physician workforce busy with new services and procedures ranging from heart stents to bariatric surgery.

In fact, several recent studies warn of a looming physician shortage. The nation now has more than 800,000 active physicians, up from 500,000 twenty years ago (Table 74-6). But this supply is projected to begin shrinking in about 10 years as doctors from the baby boom generation retire in large numbers—just as demand for physician services is likely to spike upward as large cohorts of Americans become eligible for Medicare. Moreover, pressure from rising practice expenses and the costs of medical malpractice insurance are leading physicians in some communities to retire early. In response, the Council on Graduate Medical Education recently produced a study for Congress that recommends training 3000 additional physicians per year in U.S. medical schools to address the looming shortage. Even the American Medical Association has abandoned its long-standing opposition to producing more physicians.

There are also concerns about the distribution of physicians across specialties and across geographic areas. During the 1990s, primary care physicians appeared to be in short supply relative to specialists, especially in light of the movement toward managed care and its heightened roles for primary care physicians as gatekeepers and care managers. Efforts to correct this specialty imbalance included federal training grants for new residency training in primary care specialties. For the most part, however, the bias toward specialty practice has persisted due to the higher earnings potential in many specialty areas compared to primary care practice. Rising levels of medical student debt and increasing medical practice expenses and malpractice insurance costs have reinforced this bias.

Even more difficult to address is the maldistribution of physicians in rural versus urban areas and in wealthy versus lower-income communities. Physicians tend to locate where they want to live and where their earning potential is greatest rather than where unmet needs exist. Rural and inner-city communities face persistent difficulties recruiting and retaining physicians due to their lower incomes, greater professional isolation, higher charity care burden, and perceived quality of life issues. Several federal and state programs exist to encourage physicians to practice in rural and urban underserved areas. Several states have loan repayment programs for medical students that agree to practice in these areas after graduation. The federal National Health Service Corps provides similar incentives. Other programs are designed to expose medical students to the professional rewards of practicing in underserved areas, or to recruit medical students from among the residents of these areas, with the expectation that participants would be more likely to return to practice in these areas after medical school. Unfortunately many of these programs have had only limited success.

TABLE 74-5. PERCENT DISTRIBUTION OF WAGE AND SALARY EMPLOYMENT AND ESTABLISHMENTS IN HEALTH SERVICES, 2002

<table>
<thead>
<tr>
<th>Establishment Type</th>
<th>Establishments</th>
<th>Employment</th>
</tr>
</thead>
<tbody>
<tr>
<td>Health services, total</td>
<td>100.0</td>
<td>100.0</td>
</tr>
<tr>
<td>Hospitals, public and private</td>
<td>1.9</td>
<td>40.9</td>
</tr>
<tr>
<td>Nursing and residential care</td>
<td>11.7</td>
<td>22.1</td>
</tr>
<tr>
<td>facilities</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Offices of physicians</td>
<td>37.3</td>
<td>15.5</td>
</tr>
<tr>
<td>Offices of dentists</td>
<td>21.6</td>
<td>5.9</td>
</tr>
<tr>
<td>Home health-care services</td>
<td>2.8</td>
<td>5.5</td>
</tr>
<tr>
<td>Offices of other health</td>
<td>18.2</td>
<td>3.9</td>
</tr>
<tr>
<td>practitioners</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Outpatient care centers</td>
<td>3.1</td>
<td>3.3</td>
</tr>
<tr>
<td>Other ambulatory health-care</td>
<td>1.5</td>
<td>1.5</td>
</tr>
<tr>
<td>services</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Medical and diagnostic</td>
<td>1.9</td>
<td>1.4</td>
</tr>
<tr>
<td>laboratories</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>


<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of Doctors of Medicine</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Doctors of medicine</td>
<td>334,028</td>
<td>393,742</td>
<td>467,679</td>
<td>552,716</td>
<td>615,421</td>
<td>720,325</td>
<td>813,770</td>
<td>836,156</td>
<td>853,187</td>
</tr>
<tr>
<td>Doctors per 100,000 population</td>
<td>16.4</td>
<td>15.3</td>
<td>20.6</td>
<td>20.7</td>
<td>24.7</td>
<td>24.2</td>
<td>28.9</td>
<td>29.4</td>
<td>29.6</td>
</tr>
<tr>
<td>Professionally active</td>
<td>310,845</td>
<td>340,280</td>
<td>414,916</td>
<td>497,140</td>
<td>547,310</td>
<td>625,443</td>
<td>690,128</td>
<td>709,168</td>
<td>717,549</td>
</tr>
<tr>
<td>Place of medical education:</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>U.S. medical graduates</td>
<td>256,427</td>
<td>—</td>
<td>333,325</td>
<td>392,007</td>
<td>432,884</td>
<td>481,137</td>
<td>525,691</td>
<td>537,529</td>
<td>544,779</td>
</tr>
<tr>
<td>International medical graduates</td>
<td>54,418</td>
<td>—</td>
<td>81,591</td>
<td>105,133</td>
<td>114,426</td>
<td>144,306</td>
<td>164,437</td>
<td>171,639</td>
<td>172,770</td>
</tr>
</tbody>
</table>

Activity:
- Nonfederal
- Patient care
- Office-based practice
- General and family practice
- Cardiovascular diseases
- Dermatology
- Gastroenterology
- Internal medicine
- Pediatrics
- Pulmonary diseases
- General surgery
- Obstructive and gynecology
- Ophthalmology
- Orthopedic surgery
- Otolaryngology
- Plastic surgery
- Urological surgery
- Anesthesiology
- Diagnostic radiology
- Emergency medicine
- Neurology
- Pathology, anatomicalclinical
- Psychiatry
- Radiology
- Other specialty
- Hospital-based practice
- Residents and interns
- Full-time hospital staff
- Other professional activity
- Federal
- Patient care
- Office-based practice
- Hospital-based practice
- Residents and interns
- Full-time hospital staff
- Other professional activity
- Inactive
- Not classified
- Unknown address


Nursing
Registered nurses constitute the largest health-care profession with 2.3 million members, and over the next 10 years more new jobs are expected to be created for nurses than for any other health profession. About half of registered nursing jobs are in hospitals, in both inpatient and outpatient departments (Table 74-7). Many other nurses work in offices of physicians, nursing care facilities, home health-care services, outpatient care centers, and public health agencies. About one in five nurses works part-time.

The three primary educational paths to registered nursing are a bachelor’s degree, an associate degree, and a diploma. The diploma historically has been offered in hospital-based training programs, whereas the other degrees have been offered in college and university-based programs. Since the 1980s, the nursing profession has...
promoted university-educated nurses over diploma nurses in state licensing and credentialing programs, leading the numbers of diploma graduates to decline. To assist registered nurses, an auxiliary profession exists in the form of the licensed practical nurse, which requires a year of training in a vocational program. Additionally, higher-level professional categories exist in the form of advanced-practice nursing, which requires significant postbaccalaureate training and may include a master’s or doctoral degree. Advanced-practice nurses such as nurse practitioners and clinical nurse specialists enjoy a greater degree of professional autonomy and assume higher overall levels of patient care responsibility than do registered nurses.

The health-care industry has periodically confronted times of apparent shortage in the supply of nurses. Nursing shortages are attributable to a variety of factors. Many nurses leave the field of practice prematurely due to salary constraints, stressful work environments, and limited opportunities for professional advancement. Moreover, the downsizing that occurred in the U.S. hospital industry during the 1980s and 1990s has required nurses to care for larger numbers of more acutely ill patients during generally shorter lengths of stay. Moreover, the efforts of some hospitals to contain costs by replacing registered nurses with LPNs and nurses aides served to reduce morale and job satisfaction among many nurses.

More recently, the upsurge in hospital utilization and the efforts of many hospitals to expand their facilities and clinical services have caused the demand for nurses to outstrip the existing supply in many communities, leading to heightened competition for nurses and rising nursing compensation. The growing body of evidence concerning the effects that nurse staffing levels have on quality of care and health outcomes in hospitals and other health-care settings has also stimulated additional demand for nurses within the health-care industry. In response, nursing schools across the country have taken steps to increase their enrollment, often with financial support from area hospitals or special governmental programs. However, the production of new nursing graduates remains constrained by the availability of graduate-degree nursing faculty to teach in these schools.

### Other Clinical Personnel

Nonphysician health professionals such as nurse practitioners and physician assistants have assumed expanding responsibilities within the health-care system in recent decades. Nurse practitioners are registered nurses who receive 1–2 years of additional clinical training and sometimes a master’s degree. Physician assistants typically receive training through a 2-year university-based program that may result in a bachelor’s or master’s degree. Both of these professionals provide patient care relatively autonomously but generally under the general direction of a physician. Some practice settings such as medical groups, community health centers, and staff-model HMOs use these professionals as lower-cost “physician extenders” to perform routine clinical services that physicians would otherwise provide, thereby freeing up physician time to provide more complex care. In some cases these professionals have been used to staff clinics in underserved geographic areas where physicians were unavailable, thereby expanding access to care.

The use of nurse practitioners and physician assistants has been limited by professional and political struggles over where and under what circumstances they can practice. State medical societies have aggressively sought to limit their scope of practice and their ability to practice independently of physicians. Public and private insurance programs have also been reluctant to allow these professionals to directly bill for their services, in part due to concerns that these professionals will generate new and duplicative health-care costs rather than substitute for more costly physician services. Nevertheless, a growing body of evidence suggests that in appropriate practice settings these professionals can provide high-quality care at lower cost than care delivered by physicians alone.

Other professional components of the health-care workforce include dentists, dental hygienists, podiatrists, psychologists, social workers, pharmacists, therapists, nutritionists, audiologists, and optometrists. To support this professional workforce, an expanding array of technical workers practice within the health-care system, contributing specialized knowledge and skills in the application of medical technologies and equipment. These workers include medical and radiological technicians, nuclear medicine technicians, sonographers, laboratory technicians, surgical technicians, and cardiovascular technicians. A variety of clinical service support staff also assist the health professions workforce, including nursing assistants and aids, home health aides, physical and occupational therapy assistants and aids, and pharmacy assistants and aids.

### Health-Care Purchasers

Expenditures for health care in the United States totaled more than $1.5 trillion in 2002, more than any other industrialized country on a per capita basis or as a percentage of the gross domestic product (Table 74-8). Private health insurance remains the single largest source of these funds, accounting for about 36% of all personal health-care expenditures. The federal government pays for about 34% of these expenditures through the Medicare program, the federal...
### TABLE 74-8. HEALTH-CARE EXPENDITURES IN THE UNITED STATES AND SELECTED COUNTRIES, 1960–2001

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Health Expenditures as a Percent of Gross Domestic Product</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Australia</td>
<td>4.1</td>
<td>7.0</td>
<td>7.6</td>
<td>7.9</td>
<td>9.2</td>
<td>9.2</td>
</tr>
<tr>
<td>Austria</td>
<td>4.3</td>
<td>5.3</td>
<td>7.6</td>
<td>7.7</td>
<td>7.7</td>
<td>7.7</td>
</tr>
<tr>
<td>Belgium</td>
<td>—</td>
<td>4.0</td>
<td>6.4</td>
<td>7.4</td>
<td>8.6</td>
<td>9.0</td>
</tr>
<tr>
<td>Canada</td>
<td>5.4</td>
<td>7.0</td>
<td>7.1</td>
<td>9.0</td>
<td>9.2</td>
<td>9.7</td>
</tr>
<tr>
<td>Czech Republic</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>5.0</td>
<td>7.1</td>
<td>7.3</td>
</tr>
<tr>
<td>Denmark</td>
<td>—</td>
<td>—</td>
<td>9.1</td>
<td>8.5</td>
<td>8.3</td>
<td>8.6</td>
</tr>
<tr>
<td>Finland</td>
<td>3.8</td>
<td>5.6</td>
<td>6.4</td>
<td>7.8</td>
<td>6.7</td>
<td>7.0</td>
</tr>
<tr>
<td>France</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>8.6</td>
<td>9.3</td>
<td>9.5</td>
</tr>
<tr>
<td>Germany</td>
<td>—</td>
<td>6.2</td>
<td>8.7</td>
<td>8.5</td>
<td>10.6</td>
<td>10.7</td>
</tr>
<tr>
<td>Greece</td>
<td>—</td>
<td>6.1</td>
<td>6.6</td>
<td>7.4</td>
<td>9.4</td>
<td>9.4</td>
</tr>
<tr>
<td>Hungary</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>6.7</td>
<td>6.8</td>
</tr>
<tr>
<td>Iceland</td>
<td>3.0</td>
<td>4.7</td>
<td>6.2</td>
<td>8.0</td>
<td>9.3</td>
<td>9.2</td>
</tr>
<tr>
<td>Ireland</td>
<td>3.7</td>
<td>5.1</td>
<td>8.4</td>
<td>6.1</td>
<td>6.4</td>
<td>6.5</td>
</tr>
<tr>
<td>Italy</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>8.0</td>
<td>8.2</td>
<td>8.4</td>
</tr>
<tr>
<td>Japan</td>
<td>3.0</td>
<td>4.5</td>
<td>6.4</td>
<td>5.9</td>
<td>7.7</td>
<td>8.0</td>
</tr>
<tr>
<td>Korea</td>
<td>—</td>
<td>—</td>
<td>4.8</td>
<td>5.9</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Luxembourg</td>
<td>—</td>
<td>3.6</td>
<td>5.9</td>
<td>6.1</td>
<td>5.6</td>
<td>—</td>
</tr>
<tr>
<td>Mexico</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>4.8</td>
<td>5.6</td>
<td>6.0</td>
</tr>
<tr>
<td>Netherlands</td>
<td>—</td>
<td>—</td>
<td>7.5</td>
<td>8.0</td>
<td>8.6</td>
<td>8.9</td>
</tr>
<tr>
<td>New Zealand</td>
<td>—</td>
<td>5.1</td>
<td>5.9</td>
<td>6.9</td>
<td>8.0</td>
<td>8.1</td>
</tr>
<tr>
<td>Norway</td>
<td>2.9</td>
<td>4.4</td>
<td>6.9</td>
<td>7.7</td>
<td>7.6</td>
<td>8.0</td>
</tr>
<tr>
<td>Poland</td>
<td>—</td>
<td>—</td>
<td>5.3</td>
<td>6.0</td>
<td>6.3</td>
<td>—</td>
</tr>
<tr>
<td>Portugal</td>
<td>—</td>
<td>2.6</td>
<td>5.6</td>
<td>6.2</td>
<td>9.0</td>
<td>9.2</td>
</tr>
<tr>
<td>Slovak Republic</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>5.7</td>
<td>5.7</td>
</tr>
<tr>
<td>Spain</td>
<td>1.5</td>
<td>3.6</td>
<td>5.4</td>
<td>6.7</td>
<td>7.5</td>
<td>7.5</td>
</tr>
<tr>
<td>Sweden</td>
<td>—</td>
<td>6.7</td>
<td>8.8</td>
<td>8.2</td>
<td>8.4</td>
<td>8.7</td>
</tr>
<tr>
<td>Switzerland</td>
<td>4.9</td>
<td>5.6</td>
<td>7.6</td>
<td>8.5</td>
<td>10.7</td>
<td>11.1</td>
</tr>
<tr>
<td>Turkey</td>
<td>—</td>
<td>2.4</td>
<td>3.3</td>
<td>3.6</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>United Kingdom</td>
<td>3.9</td>
<td>4.5</td>
<td>5.6</td>
<td>6.0</td>
<td>7.3</td>
<td>7.6</td>
</tr>
<tr>
<td>United States</td>
<td>5.1</td>
<td>7.0</td>
<td>8.8</td>
<td>12.0</td>
<td>13.3</td>
<td>14.1</td>
</tr>
<tr>
<td><strong>Per Capita Health Expenditures</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Australia</td>
<td>$87</td>
<td>—</td>
<td>$658</td>
<td>$1300</td>
<td>$2363</td>
<td>$2513</td>
</tr>
<tr>
<td>Austria</td>
<td>64</td>
<td>$159</td>
<td>662</td>
<td>1204</td>
<td>2170</td>
<td>2191</td>
</tr>
<tr>
<td>Belgium</td>
<td>—</td>
<td>130</td>
<td>576</td>
<td>1245</td>
<td>2260</td>
<td>2490</td>
</tr>
<tr>
<td>Canada</td>
<td>107</td>
<td>255</td>
<td>709</td>
<td>1674</td>
<td>2580</td>
<td>2792</td>
</tr>
<tr>
<td>Czech Republic</td>
<td>—</td>
<td>—</td>
<td>575</td>
<td>987</td>
<td>1106</td>
<td>—</td>
</tr>
<tr>
<td>Denmark</td>
<td>—</td>
<td>—</td>
<td>819</td>
<td>1453</td>
<td>2398</td>
<td>2503</td>
</tr>
<tr>
<td>Finland</td>
<td>54</td>
<td>161</td>
<td>509</td>
<td>1295</td>
<td>1699</td>
<td>1841</td>
</tr>
<tr>
<td>France</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>1509</td>
<td>2387</td>
<td>2561</td>
</tr>
<tr>
<td>Germany</td>
<td>—</td>
<td>223</td>
<td>824</td>
<td>1600</td>
<td>2780</td>
<td>2808</td>
</tr>
<tr>
<td>Greece</td>
<td>—</td>
<td>98</td>
<td>348</td>
<td>695</td>
<td>1556</td>
<td>1511</td>
</tr>
<tr>
<td>Hungary</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>817</td>
<td>911</td>
</tr>
<tr>
<td>Iceland</td>
<td>45</td>
<td>129</td>
<td>576</td>
<td>1377</td>
<td>2605</td>
<td>2643</td>
</tr>
<tr>
<td>Ireland</td>
<td>36</td>
<td>99</td>
<td>452</td>
<td>719</td>
<td>1793</td>
<td>1935</td>
</tr>
<tr>
<td>Italy</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>1321</td>
<td>2060</td>
<td>2212</td>
</tr>
<tr>
<td>Japan</td>
<td>26</td>
<td>130</td>
<td>523</td>
<td>1082</td>
<td>2002</td>
<td>2131</td>
</tr>
<tr>
<td>Korea</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>354</td>
<td>893</td>
<td>—</td>
</tr>
<tr>
<td>Luxembourg</td>
<td>—</td>
<td>148</td>
<td>606</td>
<td>1501</td>
<td>2719</td>
<td>—</td>
</tr>
<tr>
<td>Mexico</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>276</td>
<td>492</td>
<td>536</td>
</tr>
<tr>
<td>Netherlands</td>
<td>—</td>
<td>—</td>
<td>668</td>
<td>1333</td>
<td>2348</td>
<td>2626</td>
</tr>
<tr>
<td>New Zealand</td>
<td>—</td>
<td>177</td>
<td>458</td>
<td>937</td>
<td>1611</td>
<td>1710</td>
</tr>
<tr>
<td>Norway</td>
<td>46</td>
<td>132</td>
<td>632</td>
<td>1363</td>
<td>2755</td>
<td>2920</td>
</tr>
<tr>
<td>Poland</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>259</td>
<td>572</td>
<td>629</td>
</tr>
<tr>
<td>Portugal</td>
<td>—</td>
<td>46</td>
<td>265</td>
<td>611</td>
<td>1519</td>
<td>1613</td>
</tr>
<tr>
<td>Slovak Republic</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>641</td>
<td>682</td>
<td>—</td>
</tr>
<tr>
<td>Spain</td>
<td>14</td>
<td>83</td>
<td>328</td>
<td>813</td>
<td>1497</td>
<td>1600</td>
</tr>
<tr>
<td>Sweden</td>
<td>—</td>
<td>270</td>
<td>850</td>
<td>1492</td>
<td>2195</td>
<td>2270</td>
</tr>
<tr>
<td>Switzerland</td>
<td>138</td>
<td>292</td>
<td>891</td>
<td>1836</td>
<td>3160</td>
<td>3322</td>
</tr>
<tr>
<td>Turkey</td>
<td>—</td>
<td>23</td>
<td>75</td>
<td>171</td>
<td>—</td>
<td>—</td>
</tr>
</tbody>
</table>

(Continued)

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>United Kingdom</td>
<td>74</td>
<td>144</td>
<td>445</td>
<td>977</td>
<td>1813</td>
<td>1992</td>
</tr>
<tr>
<td>United States</td>
<td>143</td>
<td>348</td>
<td>1067</td>
<td>2738</td>
<td>4670</td>
<td>5021</td>
</tr>
</tbody>
</table>


share of the Medicaid and State Children’s Health Insurance (SCHIP) programs, and through health insurance programs for federal employees, the active-duty military, and veterans. Approximately 11% of the nation’s health-care expenditures are paid by state and local governments, mostly for Medicaid and SCHIP recipients but also for health insurance for government employees. Consumers pay the remaining 16% of the nation’s health-care expenditures through out-of-pocket costs, including the self-pay payments made by uninsured patients as well as the deductibles and copayments incurred by patients covered by private or public health insurance programs.

National health spending increased at double-digit annual rates of growth for much of the period following the creation of the federal Medicare and Medicaid programs in 1965. However, spending slowed during the 1990s, a fact attributed at least in part to the emergence of managed care plans in the private health insurance industry and their use of cost containment techniques such as selective contracting with health-care providers, preauthorization requirements for high-cost services, and capitated payment methods for hospitals and physicians. These managed care techniques were also introduced into many state Medicaid programs and into the federal Medicare program on an optional basis. During the late 1990s, mounting public and professional dissatisfaction with managed care and its restrictions on health-care utilization led many private health insurers to scale back the use of these techniques. Since then, health-care spending has returned to double-digit annual rates of growth.

Private Health Insurance

Most individuals have some type of health insurance, although the number of Americans without health insurance coverage has continued to grow over the past decade (Table 74-9). Most individuals obtain private health insurance through an employer, with the employer paying part of the premium and the employee also contributing toward the premium through a payroll deduction. Individuals without access to employer-provided health insurance may purchase an individual policy directly from a private health insurance carrier. Individual policies are generally more costly than group insurance policies obtained through an employer because of the increased administrative costs involved in marketing and processing individual policies and because of the increased financial risk entailed in individual policies.

Private health insurers gradually became the predominant method for financing health care during the 1900s. Initially commercial insurance companies were reluctant to offer insurance for health-care expenditures because of concerns that it would attract only the sick (termed adverse selection) and encourage subscribers to over-consume health services (termed moral hazard). In the absence of commercial insurance policies, the fore-runners to the Blue Cross and Blue Shield health insurance plans were created during the Great Depression to allow individuals with limited incomes to prepay for health care they may need in the future. Hospitals and later physicians in many communities supported the emergence of these not-for-profit plans because of their ability to improve financial access to health-care services and reduce unpaid hospital bills. Employers began offering subsidized health insurance as a benefit to their employees in large numbers during World War II, when federal wage and price controls prevented employers from using wages to compete for scarce labor. Federal tax policies strengthened interest in employer-provided health insurance by making health insurance contributions exempt from employers’ payroll tax obligations as well as employees’ income tax obligations.

As demand for private health insurance grew, commercial insurers rapidly entered the market for selling group health insurance policies because of the diminished potential for adverse selection among comparatively young and healthy workers and their families. By the early 1950s, more individuals received insurance coverage from commercial insurers than from Blue Cross and Blue Shield plans. The policies sold by both types of insurance carriers were indemnity policies that reimbursed subscribers for their health-care expenses based on an established percentage of the usual, customary, and reasonable (UCR) charge that prevailed in the local area. Any difference between the provider’s actual charge and the carrier’s UCR-based reimbursement was borne by the subscriber as an out-of-pocket cost. By the 1950s, many indemnity policies provided coverage for both hospital and physician services.

Rapidly rising health-care costs during the 1970s led employers—who paid most of the health insurance premiums for their employees—to search for strategies to reign in these costs. HMOs began to receive increasing attention as a lower-cost alternative to traditional indemnity insurance policies. HMOs contained costs by covering only those services delivered by a relatively limited network of physicians and hospitals. Rather than reimbursing subscribers for each service they receive based on a percentage of the UCR charge, HMOs frequently used capitated payment methods wherein providers agree to provide or arrange for all of the services needed by a defined panel of subscribers in exchange for fixed monthly payment per subscriber from the HMO. These methods created financial incentives for providers to reduce unnecessary service utilization and coordinate health-care delivery in order to keep health-care costs below their capitiated payment rate. As an additional cost-saving mechanism, many HMOs also required subscribers to obtain a referral from their designated primary care physician before accessing services from specialists, hospitals, or other specialty providers. Federal legislation enacted during the 1970s encouraged the development of HMOs but indemnity health insurance remained dominant through the 1980s in most communities.

As health-care costs continued to grow during the 1980s, several variants on the HMO concept emerged that collectively became known as managed care plans. Most of these plans sought to contain costs by selectively contracting with a limited network of physicians and hospitals that agreed to accept discounted payment arrangements in exchange for the prospect of increased patient volume. The least restrictive of these plans, known as preferred provider organizations (PPOs), typically allowed subscribers to access specialists without a referral from their primary care physician and offered subscribers the option of seeking care from providers not included in the plan’s network in exchange for paying higher out-of-pocket fees. Other plans, known as HMO point-of-service (POS) plans, required referrals for most specialist visits similar to the HMO design but offered out-of-network benefits similar to the PPO design. Managed

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Numbers in Millions</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>29.8</td>
<td>33.4</td>
<td>40.0</td>
<td>38.5</td>
<td>40.5</td>
<td>39.2</td>
<td>40.6</td>
</tr>
<tr>
<td>Total, age adjusted</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total, crude</td>
<td>14.3</td>
<td>15.3</td>
<td>17.2</td>
<td>16.1</td>
<td>16.8</td>
<td>16.2</td>
<td>16.6</td>
</tr>
<tr>
<td>Under 18 years</td>
<td>14.5</td>
<td>15.6</td>
<td>17.5</td>
<td>16.1</td>
<td>16.8</td>
<td>16.1</td>
<td>16.5</td>
</tr>
<tr>
<td>Under 6 years</td>
<td>13.9</td>
<td>14.7</td>
<td>15.0</td>
<td>11.9</td>
<td>12.4</td>
<td>11.0</td>
<td>10.7</td>
</tr>
<tr>
<td>6–17 years</td>
<td>14.9</td>
<td>15.1</td>
<td>13.4</td>
<td>11.0</td>
<td>11.7</td>
<td>9.7</td>
<td>9.1</td>
</tr>
<tr>
<td>18–44 years</td>
<td>13.4</td>
<td>14.5</td>
<td>15.8</td>
<td>12.3</td>
<td>12.8</td>
<td>11.7</td>
<td>11.5</td>
</tr>
<tr>
<td>18–24 years</td>
<td>17.1</td>
<td>18.4</td>
<td>21.7</td>
<td>21.0</td>
<td>22.0</td>
<td>21.7</td>
<td>22.5</td>
</tr>
<tr>
<td>25–34 years</td>
<td>25.0</td>
<td>27.1</td>
<td>30.8</td>
<td>27.4</td>
<td>29.7</td>
<td>29.3</td>
<td>28.2</td>
</tr>
<tr>
<td>35–44 years</td>
<td>16.2</td>
<td>18.3</td>
<td>21.9</td>
<td>22.1</td>
<td>22.7</td>
<td>22.3</td>
<td>23.8</td>
</tr>
<tr>
<td>45–64 years</td>
<td>11.2</td>
<td>12.3</td>
<td>15.9</td>
<td>16.3</td>
<td>16.8</td>
<td>16.7</td>
<td>17.8</td>
</tr>
<tr>
<td>65–64 years</td>
<td>8.7</td>
<td>10.0</td>
<td>11.2</td>
<td>11.4</td>
<td>12.5</td>
<td>11.0</td>
<td>11.6</td>
</tr>
<tr>
<td>Male</td>
<td>15.0</td>
<td>16.4</td>
<td>18.5</td>
<td>17.2</td>
<td>17.8</td>
<td>17.2</td>
<td>18.2</td>
</tr>
<tr>
<td>Female</td>
<td>13.6</td>
<td>14.3</td>
<td>16.1</td>
<td>15.0</td>
<td>15.8</td>
<td>15.1</td>
<td>15.1</td>
</tr>
<tr>
<td>White only</td>
<td>13.4</td>
<td>14.2</td>
<td>16.6</td>
<td>14.6</td>
<td>15.2</td>
<td>14.7</td>
<td>15.3</td>
</tr>
<tr>
<td>Black or African American only</td>
<td>20.0</td>
<td>21.4</td>
<td>19.7</td>
<td>19.5</td>
<td>20.0</td>
<td>19.3</td>
<td>19.3</td>
</tr>
<tr>
<td>American Indian and Alaska Native only</td>
<td>#</td>
<td>#</td>
<td>#</td>
<td>38.3</td>
<td>38.2</td>
<td>33.4</td>
<td>38.7</td>
</tr>
<tr>
<td>Asian only</td>
<td>18.0</td>
<td>18.5</td>
<td>20.1</td>
<td>16.4</td>
<td>17.3</td>
<td>17.1</td>
<td>17.2</td>
</tr>
<tr>
<td>Native Hawaiian and Other Pacific</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
</tr>
<tr>
<td>Islander only</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>16.8</td>
<td>18.4</td>
<td>18.6</td>
<td>19.2</td>
</tr>
<tr>
<td>2 or more races</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>16.8</td>
<td>18.4</td>
<td>18.6</td>
<td>19.2</td>
</tr>
<tr>
<td>Hispanic or Latino</td>
<td>29.1</td>
<td>32.4</td>
<td>31.8</td>
<td>33.9</td>
<td>35.4</td>
<td>34.8</td>
<td>33.8</td>
</tr>
<tr>
<td>Mexican</td>
<td>33.2</td>
<td>38.8</td>
<td>36.2</td>
<td>38.0</td>
<td>39.9</td>
<td>39.0</td>
<td>37.0</td>
</tr>
<tr>
<td>Puerto Rican</td>
<td>18.1</td>
<td>23.3</td>
<td>15.7</td>
<td>19.8</td>
<td>16.4</td>
<td>16.0</td>
<td>19.5</td>
</tr>
<tr>
<td>Cuban</td>
<td>21.6</td>
<td>20.9</td>
<td>27.4</td>
<td>19.7</td>
<td>25.2</td>
<td>19.2</td>
<td>20.5</td>
</tr>
<tr>
<td>Other Hispanic or Latino</td>
<td>27.5</td>
<td>25.2</td>
<td>30.7</td>
<td>30.8</td>
<td>32.7</td>
<td>33.1</td>
<td>32.9</td>
</tr>
<tr>
<td>Not Hispanic or Latino</td>
<td>13.0</td>
<td>13.5</td>
<td>15.5</td>
<td>13.5</td>
<td>14.1</td>
<td>13.4</td>
<td>14.0</td>
</tr>
<tr>
<td>White only</td>
<td>11.8</td>
<td>11.9</td>
<td>14.4</td>
<td>12.1</td>
<td>12.5</td>
<td>11.9</td>
<td>12.6</td>
</tr>
<tr>
<td>Black or African American only</td>
<td>19.7</td>
<td>21.3</td>
<td>19.3</td>
<td>19.4</td>
<td>20.0</td>
<td>19.2</td>
<td>19.2</td>
</tr>
<tr>
<td>All ages:</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Below 100 percent</td>
<td>34.7</td>
<td>35.8</td>
<td>33.1</td>
<td>35.6</td>
<td>35.2</td>
<td>34.0</td>
<td>31.4</td>
</tr>
<tr>
<td>100—149 percent</td>
<td>27.0</td>
<td>31.3</td>
<td>35.0</td>
<td>34.7</td>
<td>35.2</td>
<td>32.0</td>
<td>32.8</td>
</tr>
<tr>
<td>150—199 percent</td>
<td>17.4</td>
<td>21.8</td>
<td>26.1</td>
<td>27.2</td>
<td>27.2</td>
<td>26.5</td>
<td>25.6</td>
</tr>
<tr>
<td>200 percent or more</td>
<td>5.8</td>
<td>6.8</td>
<td>9.2</td>
<td>9.1</td>
<td>10.0</td>
<td>9.9</td>
<td>10.9</td>
</tr>
<tr>
<td>Under 18 years:</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Below 100 percent</td>
<td>28.9</td>
<td>31.6</td>
<td>22.1</td>
<td>22.3</td>
<td>21.8</td>
<td>20.6</td>
<td>16.9</td>
</tr>
<tr>
<td>100—149 percent</td>
<td>22.8</td>
<td>26.1</td>
<td>27.7</td>
<td>24.2</td>
<td>25.1</td>
<td>19.4</td>
<td>19.2</td>
</tr>
<tr>
<td>150—199 percent</td>
<td>12.7</td>
<td>15.8</td>
<td>19.1</td>
<td>19.1</td>
<td>17.6</td>
<td>17.3</td>
<td>14.2</td>
</tr>
<tr>
<td>200 percent or more</td>
<td>4.2</td>
<td>4.4</td>
<td>7.1</td>
<td>5.4</td>
<td>6.5</td>
<td>5.8</td>
<td>6.7</td>
</tr>
<tr>
<td>Geographic region</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Northeast</td>
<td>10.1</td>
<td>10.7</td>
<td>13.6</td>
<td>12.2</td>
<td>12.1</td>
<td>11.6</td>
<td>12.7</td>
</tr>
<tr>
<td>Midwest</td>
<td>11.1</td>
<td>10.5</td>
<td>12.2</td>
<td>11.5</td>
<td>12.3</td>
<td>11.7</td>
<td>12.4</td>
</tr>
<tr>
<td>South</td>
<td>17.4</td>
<td>19.4</td>
<td>21.0</td>
<td>19.8</td>
<td>20.4</td>
<td>20.0</td>
<td>20.2</td>
</tr>
<tr>
<td>West</td>
<td>17.8</td>
<td>18.4</td>
<td>20.4</td>
<td>18.6</td>
<td>20.2</td>
<td>18.6</td>
<td>18.8</td>
</tr>
<tr>
<td>Urban residence</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Within MSA</td>
<td>13.3</td>
<td>14.9</td>
<td>16.7</td>
<td>15.3</td>
<td>16.3</td>
<td>15.6</td>
<td>16.1</td>
</tr>
<tr>
<td>Outside MSA</td>
<td>16.4</td>
<td>16.9</td>
<td>19.0</td>
<td>18.9</td>
<td>18.8</td>
<td>18.5</td>
<td>18.9</td>
</tr>
</tbody>
</table>

# Estimates are available from the source upon request.
* Estimates have a relative standard error >30% and are considered unreliable

Care plans also used a variety of administrative controls designed to limit health-care utilization and expenditures, including requiring physicians and/or subscribers to obtain preauthorizations, or medical necessity determinations, from the health plan before seeking specified high-cost services and procedures from hospitals and specialists.

Enrollment in managed care plans grew rapidly during the late 1980s and early 1990s because of the relatively low insurance premiums these plans offered employers and the relatively low out-of-pocket costs they offered consumers compared to traditional indemnity insurance. Correspondingly, annual rates of growth in private health insurance premiums fell significantly during the 1990s. By the latter part of this decade, however, both consumers and providers began voicing complaints about the restrictions that these plans imposed on health-care choices. Faced with increasingly competitive labor markets, employers were pressured to offer less
restrictive health insurance designs to their employees that included access to larger networks of providers and placed fewer restrictions on health-care utilization.14 At the same time, hospitals and physicians began negotiating more aggressively with health insurers for more favorable payment rates—including an end to capitated payments in many cases—as well as for fewer administrative requirements regarding referrals, preauthorizations, and medical necessity determinations. Growing public dissatisfaction with managed care plans also led state and federal policy makers to adopt regulatory limits on the use of containment techniques, including mandatory minimum hospital stays for selected procedures, mandatory coverage requirements for selected services, and any-willing-provider laws that limit selective contracting. In response, many managed care plans have scaled back these cost containment tools and moved to broader and more inclusive provider networks and traditional fee-for-service payment methods in order to retain their membership.

In the wake of the managed care backlash, HMO enrollment has slowed and even declined in many communities while enrollment in less restrictive PPO insurance products has increased substantially. Since 2000, private health insurance premiums have resumed double-digit annual rates of growth, placing renewed pressure on employers and insurers to find new ways of containing costs.15 Many smaller employers, unable to absorb the increased costs, have shifted more of the costs to consumers through increased payroll deductions for employee premium contributions and larger out-of-pocket costs for deductibles and copayments. As a consequence, larger numbers of employees are now declining to accept the insurance coverage offered by their employers because of the added costs entailed. Some small employers have chosen to discontinue insurance coverage for their employees’ spouses and dependents, while others have discontinued offering health insurance benefits altogether because of the rising costs. These developments are contributing to the rising numbers of individuals that lack health insurance coverage, which reached 45 million Americans in 2003.

Private insurers and employers are currently pursuing two primary strategies for limiting the future growth of health-care costs and private health insurance premiums. First, these purchasers are investing more heavily in disease management programs and related care management initiatives designed to improve the likelihood that patients with identified health conditions and risks receive evidence-based standards of care and adhere to recommended self-care guidelines. These programs use a combination of interventions that are often tailored to a patient’s disease stage and level of risk, including printed health education materials, telephone outreach and follow-up, and provider notification and profiling. The most widely used disease-specific programs currently target the most prevalent and costly health conditions, including diabetes, asthma, congestive heart failure, coronary artery disease, and depression. Other programs target patients with a variety of complex health conditions that result in high-cost episodes of care or sentinel events such as long hospital stays or repeated emergency department visits. A large number of specialty disease management vendors have emerged within the health-care system over the past decade to assist insurers and employers in implementing these programs.

As a second cost-control strategy, purchasers have begun to experiment with new “consumer-driven” health insurance designs that require consumers to assume more responsibility for balancing issues of cost, choice, and quality when selecting among health-care providers and treatment alternatives. The most common designs take the form of a PPO health plan with a relatively large deductible that consumers must meet before services are covered by the plan. These high-deductible health plans are coupled with a spending account that consumers can use to pay health-care expenses before the deductible is met. The spending account may be funded with money contributed by the employer, by the employee, or both. A new law passed by Congress in 2003 allows consumers covered by high-deductible health plans to contribute funds to designated Health Savings Accounts (HSAs) on a pretax basis and to accumulate unused funds in the account from year to year. Proponents of these designs anticipate that they will encourage consumers to be more economical in their health-care decision-making and to shop for the best value among alternative providers and treatment options. To this end, health insurers are developing a variety of decision support tools and information resources for consumers to use, including cost estimators and reports containing quality measures for specific hospitals and physicians.

One of the biggest limitations of these new products is the lack of accurate provider-specific information on health-care costs and prices so that consumers can factor this information into their decisions. Other observers fear that these plans will encourage consumers—especially those with low incomes—to forego needed health care once their spending accounts have been depleted, thereby contributing to the growing problem of underinsurance. Still others fear that these new insurance designs will contribute to adverse selection by attracting primarily young and healthy employees, leaving older and sicker individuals in traditional health plans and making these plans increasingly unaffordable to employers and consumers. To date, enrollment in these new insurance designs has been modest, so it remains unclear what impact they may have on the health-care system of the future.

**Governmental Health Insurance**

The advent of public insurance programs during the 1960s, especially Medicare and Medicaid, ushered in major improvements in financial access to care for some of the nation’s most vulnerable populations, including the elderly, disabled, and poor. Both programs have been revised many times in response to cost containment pressures, quality and utilization concerns, and various political developments. More recently, the SCHIP was added by Congress in 1997 to expand coverage for low-income children, another vulnerable population that was not fully reached by the existing Medicaid program. These public programs not only supplement the private health insurance market by protecting populations that lack access to private coverage, but these programs also interact with this market in complex and sometimes unexpected ways. For example, efforts to expand coverage for low-income, working adults and their children through Medicaid and SCHIP may “crowd out” the demand for private health insurance coverage among these populations and ultimately shift costs from the private sector to the public sector. Conversely, efforts to contain costs in public sector programs like Medicare and Medicaid by limiting payments to hospitals and physicians may lead providers to increase the prices they negotiate with private insurers, thereby shifting costs from the public to the private sector.

**Medicare.** Medicare is a federal health insurance program that serves three basic categories of beneficiaries: individuals age 65 and older, individuals who are permanently and completely disabled, and individuals with end-stage renal disease. The program has evolved over its 40-year history and now includes four major components. Part A provides coverage for short-stay hospital inpatient services, skilled nursing facilities, home health services, and hospice care. Part A coverage is financed through the Medicare Trust Fund which is funded from employer and employee payroll taxes. Coverage under Part A is mandatory for all eligibility groups, and beneficiaries are responsible for paying an out-of-pocket deductible for hospital care. Historically, payments to providers under Medicare Part A were based on a cost-based reimbursement system, but over time Medicare has adopted prospective payment methods for most services that pay providers a fixed amount for an episode of care regardless of the actual cost of care delivered. The fixed payment methods are tailored to specific types of diagnoses, services, and acuity levels and are adjusted for outlier cases that require more intensive care than the average patient. These methods create financial incentives for providers to reduce unnecessary and inappropriate care and minimize patient lengths of stay and readmissions. Such a system was implemented for inpatient hospital care in 1986 and extended to skilled nursing and home health during the late 1990s.

Medicare’s second major component, Part B, covers physician care and other outpatient services. Part B is an optional benefit and...
beneficiaries are responsible for paying a monthly premium for this coverage that is set to cover approximately 25% of the Part B costs. Physicians are paid using a modified fee-for-service methodology that adjusts payment to account for the time and resources required to deliver each service. This methodology, known as the Resource Based Relative Value Scale, is designed to reward physicians for performing time-intensive cognitive services that are common in primary care as opposed to purely procedure-based services that are common in specialty care.

Both Part A and Part B leave Medicare beneficiaries exposed to significant out-of-pocket costs. Including deductibles, copayments, and costs for noncovered services. Beneficiaries therefore have the option of purchasing private, supplementary health insurance coverage. These Medicare supplemental policies offer coverage for Medicare Part A deductibles and Part B copayments, and some policies offer additional coverage for services not covered by Medicare, including vision, and dental care. These policies are offered by a variety of private health insurance carriers and are regulated by state insurance departments.

A third component of the Medicare program, Part C, covers an array of managed care plans that beneficiaries may choose to enroll in as an alternative to the traditional Medicare program. The Medicare program began experimenting with managed care plans on a voluntary-enrollment basis from the program’s very inception in 1965, and these plans have evolved considerably over time. Medicare launched a major effort to expand managed care enrollment in Medicare in 1997 with the Medicare+Choice program, which authorized the creation of new plans including HMOs, provider-sponsored plans, PPOs, and private fee-for-service plans. Because enrollment is voluntary, plans must compete to attract membership by offering additional benefits not available in the traditional Medicare program such as coverage for outpatient prescription drugs and expanded preventive and wellness services, and by offering lower premiums and out-of-pocket costs than are found in the traditional program. Plans must balance these benefits with the capitated payments they receive from Medicare, which are based on the average adjusted per-capita cost of serving beneficiaries in the traditional Medicare program and which vary by county.

Managed care offerings and enrollment initially expanded under Medicare+Choice, but Congressionally imposed limits on health plan payments ultimately led plans to scale back their benefits and pull out from a growing number of unprofitable counties. Nationally, Medicare enrollment in managed care plans dropped from 17% in 1999 to 12% in 2002. Most recently, Congress has attempted to revive managed care options for Medicare beneficiaries through the Medicare Advantage program created under the Medicare Modernization Act of 2003, which increases payment levels for private managed care plans and creates additional options for participating in Medicare as a private plan. The new program has attracted a number of national and regional plans back into the Medicare market, but the long-term success of this program remains to be seen.

The fourth and newest component of the Medicare program is Part D, which for the first time offers Medicare beneficiaries coverage for outpatient prescription drugs. This component was enacted as part of the Medicare Modernization Act of 2003 and took effect during 2006. As a voluntary component of the program, Medicare beneficiaries have the option to enroll in one of several private plans that offer prescription drug coverage that is compliant with the formulary requirements developed by Medicare. Options include a freestanding prescription drug plan that can be combined with the traditional Medicare program, as well as a variety of Medicare Advantage managed care plans that offer drug coverage along with other benefits. The Part D program also offers financial incentives to employers that currently offer their retirees a Medicare supplemental plan with prescription drug coverage, in order to encourage these employers to continue offering this coverage. The new Part D benefits promise to fill a long-standing gap in the Medicare benefit package, but its ultimate impact on the health-care system remains to be seen.

Medicaid. Medicaid is now the single largest health-care program in the country, paying for medical and long-term care for more than 53 million poor, elderly, and disabled Americans. It finances more than one-third of all births in the United States and pays the costs of almost two-thirds of the people in nursing homes. Because Medicare does not cover long-term care services and few individuals purchase private long-term care insurance, Medicaid is the nation’s single largest purchaser of long-term care, accounting for 43% of all spending on these services.

The Medicaid program is jointly financed and administered by the federal government and individual state governments. Individual states provide partial funding for the program and agree to provide coverage for a minimum set of services and serve a minimum set of eligible recipients in order to receive federal matching funds. The states can choose to provide coverage for additional, optional services and for additional eligibility categories. The minimum services covered include inpatient and outpatient medical care, physician services, laboratory and imaging services, family planning services, mental health services, early childhood diagnostic screening and treatment services, and selected long-term care services including nursing home care and home health care. Optional services include rehabilitation care, dental care, and home and community-based long-term care services.

The federal government requires that these services be provided to certain groups of low-income people, including the elderly, people with disabilities, children, and pregnant women and parents of children. People within these categories who have incomes below the historical eligibility criteria for cash assistance programs are considered mandatory for Medicaid coverage. Examples of mandatory eligibility groups include children in families with incomes below 100% of the federal poverty level (FPL), pregnant women with incomes below 133% of the FPL, and individuals with disabilities that receive cash assistance through the federal Supplemental Security Income (SSI) program. Other low-income population groups are considered optional, such as the disabled and elderly not eligible for SSI but below 100% of FPL, and nursing home residents not eligible for SSI but below 300% of the SSI eligibility level. Low-income adults under age 65 who are not living with a disability and are not caring for children generally do not qualify for coverage except through optional state waivers.

When states choose to cover an optional eligibility group, these groups are usually eligible for the same set of benefits offered to mandatory groups. An exception is individuals covered under optional state Medically Needy categories. Individuals qualifying through these categories may have incomes above the state’s standard eligibility thresholds but when their medical expenditures are taken into account they fall below these thresholds. Many individuals with chronic health conditions requiring high-cost treatments, such as cancer, HIV/AIDS, and nursing home patients, fall into these categories. Under federal guidelines, states may provide a reduced benefit package for Medically Needy individuals that is typically limited to those services needed to address the relevant chronic health condition.

The federal government matches the funds that states spend on their Medicaid programs using a match rate that is based on each state’s per capita income. The average federal matching rate was 57% in 2003 and ranged from 50% to 77% across states. Despite this significant federal subsidy, Medicaid programs represent a substantial and growing proportion of many states’ budgets. Rising health-care costs and increasing numbers of individuals eligible for Medicaid have caused the Medicaid program to become one of the largest budget items for many states, often rivaling or exceeding state education expenditures.

In an effort to contain costs, a number of states have secured waivers from federal Medicaid program requirements that allow the states to implement key changes in the delivery and financing of health services for their Medicaid recipients. Many states have used these waivers to implement managed care programs for selected categories of Medicaid recipients, including arrangements that allow private HMOs and other managed care plans to enroll and arrange care for these recipients. Although experiences with Medicaid managed care have varied considerably across states, several
of these programs have achieved considerable cost-savings while maintaining levels of access, quality, and patient satisfaction that are comparable to traditional fee-for-service programs. Some states have used the savings generated from their managed care programs to expand eligibility to additional population groups and to increase provider participation in Medicaid by raising payment levels. Likewise, many states have used waivers to implement programs that provide home and community-based long-term care services as lower-cost alternatives to nursing home care. Most recently, a number of states have used a new category of waivers under the federal Health Insurance Flexibility and Accountability (HIFA) initiative to implement more aggressive cost sharing provisions and management controls within their Medicaid programs in an effort to utilize contain costs.

SCHIP. The State Children’s Health Insurance Program (SCHIP) was created by Congress in 1997 to expand health insurance coverage for low-income children not eligible for the traditional Medicaid program. SCHIP is the single largest expansion of health insurance coverage for children since the initiation of Medicaid in the mid-1960s. Like Medicaid, SCHIP is jointly financed and administered by the federal government and individual state governments, but states have even broader discretion in setting policy regarding eligibility and services covered. SCHIP is designed to provide coverage to uninsured children who reside in families with incomes below 200% of the FPL or whose family has an income 50% higher than the state’s Medicaid eligibility threshold. Some states have expanded SCHIP eligibility beyond the 200% FPL limit, and others are covering entire families and not just children.

SCHIP offers states three options when designing a program. The state can either (a) use SCHIP funds to expand Medicaid eligibility to children who previously did not qualify for the program; (b) design a separate children’s health insurance program entirely separate from Medicaid; or (c) combine both the Medicaid and separate program options.

As of 1999, each of the 50 states had approved SCHIP plans in place. In addition to expanding eligibility, many states have used their SCHIP funds to implement statewide and community-based outreach and enrollment assistance activities, targeting eligible children who were not enrolled. States also increased access to coverage by designing streamlined enrollment strategies, such as creating simplified mail-in applications, eliminating the face-to-face interview and asset test requirements, adopting presumptive eligibility and 12-month continuous eligibility, and accelerating enrollment of uninsured children already participating in other means-tested programs such as food stamps or school lunch. As a result of these efforts, participation in Medicaid and SCHIP has grown substantially, reducing the number of uninsured children. Between 1996 and 2002, the uninsured rate among low-income children nationally dropped from 25% to 19%, largely due to increases in Medicaid and SCHIP coverage.

Over the past few years, the economic downturn and resulting state budgetary shortfalls have forced states to slow spending on Medicaid and SCHIP. While some states are continuing to broaden access to coverage, many states have moved to restrict Medicaid and SCHIP enrollment for eligible children and parents. During 2003 and 2004, 23 states adopted policies that made it harder for eligible children and families to secure and retain coverage, including freezing enrollment, increasing premiums, and reversing previously simplified enrollment procedures. Most of these changes have been made in SCHIP rather than Medicaid programs, until recently states have had less flexibility to implement cost-sharing premiums, and enrollment freezes under Medicaid. As a result of these changes, SCHIP enrollment fell for the first time in the program’s history during the second half of 2003.

Governmental health insurance programs for the poor and elderly perpetually face difficulties in securing the funding necessary to serve the populations that need this coverage. Adequate funding is especially difficult during periods of economic decline when job losses reduce access to private health insurance and constrict governmental revenue streams. More persistent challenges loom for these programs due to the aging of the American population, continued escalation in health-care costs, and reductions in employer provision of health insurance for active workers as well as retirees. In response, more profound changes to these programs are likely to be necessary in the future.

THE FUTURE

Although the American health-care system is a constantly evolving enterprise, many of its most severe problems and limitations tend to persist over time. Large numbers of Americans remain without adequate health insurance coverage and face financial and other barriers to health care. Health-care costs continue to rise rapidly and raise questions about the economic sustainability of the current system. And the quality and safety of health-care received by Americans often leaves much to be desired, all too often failing to conform to the evidence-based standards of care that are known to produce desired health outcomes.

There are many activities underway at various levels within the system that appear to hold promise for improving system performance. For example, both private and public purchasers are investing in disease management interventions and health promotion programs designed to improve health outcomes, and some are experimenting with pay-for-performance programs that reward providers for improving the quality and efficiency of their practices. In turn, providers are implementing a wide array of quality improvement and error reduction programs designed to improve the processes and outcomes of their care. And many providers have begun to adopt information technologies that can assist the health workforce in achieving these improvements, such as electronic medical records, disease registries, clinical decision support systems, and telehealth interventions.

For the most part, however, the key actors within the health-care system are continuing down a path of individual, incremental change and reform. There is relatively little coordination and collaboration among the major purchasers and providers in carrying out their quality improvement activities, payment reforms, and information technology initiatives. As a result, many observers fear that these individual and isolated initiatives may not be sufficient to achieve meaningful change within the complex, interrelated, and dynamic health system that exists in the United States. Because no single organization or actor within society has full control over the health problems and threats that face the health-care system, effective solutions are likely to require multiorganizational and multisectoral efforts. Stronger policy action may be required at local, state, and federal levels to mobilize the collective action needed to address persistent deficits in health system performance.
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John Last defines public health in his dictionary of epidemiology as, “Efforts organized by society to protect, promote, and restore the people’s health. It is the combination of science, skills and beliefs that is directed to the maintenance and improvement of the health of all the people through collective or social actions.” These efforts organized by society are focused on “creating conditions in which people can be healthy”—the mission of public health as defined by the Institute of Medicine (IOM) in its 1988 Report on the Future of Public Health, and confirmed in the IOM’s 2003 report, The Future of the Public’s Health in the 21st Century.

The value of public health is unquestionable. Its prevention efforts are responsible for 25 years of the nearly 30 year improvement in life expectancy at birth in the United States over the past century. This is based on evidence that only about 5 years of the 30 year improvement are the result of medical care. Public health approaches carry significant potential for future contributions as well, since almost half of deaths in the United States are premature and result from preventable causes.

Public health is practiced in a variety of settings and agencies, and by a variety of professionals. The work of many community-based organizations or major not-for-profit voluntary organizations can certainly be characterized as the practice of public health. Their programs fit Last’s definition and are consistent with the mission statement articulated by the IOM. However, when we think of public health activities, we most often envision the constellation of activities of governmental public health agencies at the federal, state, and particularly, local levels. This is especially true since it is only official public health agencies that have statutory responsibility for the health status of the populations they serve. Legal authority for this responsibility is based on a variety of federal, state, and local ordinances, including the granting of police powers.

A PUBLIC HEALTH RENAISSANCE?

It can be argued that public health in the United States is in the midst of a “renaissance” in several ways. The last several decades have seen a great deal of effort focused on defining the role of public health within the context of the health problems and health services existing in this country. There have also been significant changes in the way public health services are practiced and evaluated in a number of settings. Improvements in financial support and organizational structure for public health services have been less evident.

A Philosophic Renaissance

The pace of change in understanding the place and role of public health in the United States has accelerated dramatically in recent years. Stimulated by the disturbing findings in the 1988 IOM report (public health system in disarray, no coherent vision or mission, disconnection from its academic base, etc.), and by the effort of the Clinton Administration to refine the health-care delivery system in the United States, public health professionals began a systematic review of their discipline and its place in this society. Adding to the impetus were the terrorist attacks of September 11, 2001, the subsequent anthrax scare, as well as the ever-expanding role of public health. Old understandings of illness and health have been increasingly synthesized and recast in a manner that clarified the inter-relatedness of social factors, cultural factors, genetics, behavior, illness care, and prevention. Public health is recognized as the discipline that spans almost all health discipline boundaries, and it is increasingly looked to for understanding and solutions for difficult problems, such as emerging infections, violence, etc. Some of the more important elements of the “philosophic renaissance” that followed included:

Public Health’s Three Core Functions

In addition to proposing a national vision and mission statement for public health, the 1988 IOM Study Committee identified and proposed three core functions for public health departments. Described below, these functions have largely been accepted by the public health community:

Assessment. Every public health agency should regularly and systematically collect, assemble, analyze, and make available information on the health of the community, including statistics on health status, community health needs, and epidemiologic and other studies of health problems.

Policy Development. Every public health agency should exercise its responsibility to serve the public interest in the development of comprehensive public health policies by promoting the use of the scientific knowledge base in decision-making about public health and by leading in developing public health policy.

Assurance. Public health agencies should assure their constituents that services necessary to achieve agreed upon goals are provided, either by encouraging actions by other entities, by requiring such action
through regulation, or by providing services directly. They should also involve key policy makers and the general public in determining a set of high-priority personal and community-wide health services that governments will guarantee to every member of the community, including subsidization of direct provision of personal health care.

The assurance function is the most difficult of the three for many local health departments to comply with. Advocacy for access to illness care services for all is one thing, but providing those services for approximately 16% of the population (over 45 million people) is something else again in most public health settings. The resources for individual illness care essentially don’t exist in the public sector, and too much attention paid to that issue in public health agencies would diminish resources available for population-based preventive and regulatory activities. The 2003 IOM report faces the issue more directly by calling for universal access to health insurance in the United States.3

The Ten Essential Services
The three core functions listed above were easily understood and embraced by public health professionals, but they meant little to legislators and the public at large. Because of the concern that public health would be ignored in efforts to redesign the health system in the United States, the U.S. Department of Health and Human Services convened a work group to determine how public health activities could be more clearly described. The three core functions were expanded to a list of Ten Essential Community Health Services that would more clearly define the services communities need in order to achieve high levels of healthfulness.4 Those Ten Essential Services are:

1. Monitor health status to identify community health problems.
2. Diagnose and investigate health problems and health hazards in the community.
3. Inform, educate, and empower people about health issues.
4. Mobilize community partnerships to identify and solve health problems.
5. Develop policies and plans that support individual and community health efforts.
6. Enforce laws and regulations that protect health and ensure safety.
7. Link people to needed personal health services and ensure the provision of health care when otherwise unavailable.
8. Ensure a competent public health and personal health workforce.
9. Evaluate effectiveness, accessibility, and quality of personal and population-based health services.
10. Research for new insights and innovative solutions to health problems.

These essential services have become the central focal point for many public health activities, including evaluating the capacity of communities to assess their capacity for healthfulness, defining a public health research agenda, and providing a framework for determining the workforce competencies required to deliver them well. The relationships of the essential services to the IOM’s three core functions are illustrated in Fig. 75-1.

Council on Linkages between Public Health Practice and Academia
In response to the finding that public health practice is “de-coupled” from its academic base, The Faculty/Agency Forum was established to address the educational and academic dimensions of the findings of the IOM. The Forum’s major accomplishment in 1993 was the development and publication of a compendium of competencies required for public health practice.7 After this group produced its report and went out of existence, the Council on Linkages Between Public Health Practice and Academia (COL) was formed to facilitate additional activities that would enhance the practice/academic connection. The COL is comprised of representatives from the major national public health professional organizations and certain federal governmental agencies involved in public health. A number of products and initiatives have emerged from this group. They include:

1. Delineation of workforce competencies: The COL, drawing on the work of the Forum and many others in the field, developed an improved list of public health workforce competencies required to deliver each of the ten essential services. The competencies can be viewed at: http://www.trainingfinder.org/competencies/index.htm.
2. Improving the science base for community activities through community service guidelines: The COL piloted an effort to determine if it might be possible to develop community preventive service guidelines in the same way that the Clinical Preventive Services Guidelines were developed. The COL’s pilot efforts proved successful, and the Centers for Disease Control and Prevention (CDC) has taken on the task of examining the science base for community services. The first report is now available in book form and can also be viewed at http://www.thecommunityguide.org.
3. Defining a public health research agenda: Most of the research money in the United States is focused on the diagnosis and treatment of disease rather than health promotion, disease prevention, and public health service delivery. In an effort to modify that reality, the COL has engaged many interested in public health research in the effort of developing a research agenda. One approach is to review what we need to know to deliver the ten essential community services effectively so research dollars could be targeted to gaps in our knowledge. Another approach will be to review the work of the Community Health Services Guidelines Task Force, targeting research support to review program effectiveness where evidence is lacking.
4. Establishing practice coordinators at every school of public health: Working through the Association of Schools of Public Health, a COL agency member, a practice coordinator has been identified at each school of public health charged with improving their institution’s linkages with practice settings. Important contributions of the group include their promotion of the importance of scholarship in the area of public health practice,8 and the value of practice-based teaching for public health.9

Figure 75-1. The relationship of the essential services to the Institute of Medicine (IOM’s) three core functions. The words and phrases in bold in the diagram were added by the Ohio Department of Health to suggest areas of emphasis for local health departments.

[See figure 75-1 with table and diagram]
National Performance Standards

The ten essential services, initially intended to describe the work of local health departments, have subsequently been recognized as a compilation of services that need to be available in communities for populations to be as healthy as possible. They certainly include many activities engaged in by health departments, but they also include activities of many other individuals, groups, agencies, and institutions. They, therefore, are now considered to be services provided by the Local Public Health System (LPHS), a term intended to include all agencies, institutions, and individuals providing health-related services. This broadens the concept of public health to include everyone involved in efforts to improve health status. National performance measures have been developed at the CDC to allow communities to measure their capacity to deliver the essential services. These measures can be viewed at www.cdc.gov/od/ocphp/hp tsp.

The Medicine/Public Health Initiative

Medicine and public health have evolved into two distinct cultures in this country. Too often, these cultures have been at war with each other. The differences between the two professions remain quite apparent, but it is also clear that the differences are narrowing. The American Medical Association (AMA) and the American Public Health Association (APHA) have developed a medicine/public health initiative intended to draw the two professions more closely together where their agendas overlap, and agree to disagree where dissonance remains. The Journal of the American Medical Association prints many articles of relevance to public health, the AMA has taken many positions supporting traditional public health issues (tobacco, violence, gun control, etc.), and the APHA has reached out to clinicians to help deal with access to care issues.

National Association of County and City Health Officials

In 1994, the National Association of County Health Departments (the national association for directors of county health departments) and the United States Conference of Local Health Officers (the national professional association for directors of city health departments) merged to become the National Association of County and City Health Officials. This organization grew in strength during the ensuing decade and it has become an important contributor to the development of strategies and tools for public health practice and an important force in the development of national public health policy.

National Association of Local Boards of Health

Most local health departments are governed by a board of health. The large majority of board of health members have little or no background in the health sciences, and have relied on the health department they represent (sometimes with assistance from the relevant state health department) to inform them about the discipline of public health and their responsibilities to it. Some local state board of health associations were formed in the 1980s in early efforts to bring some organization, standardization, and support to this important component of the public health infrastructure. In November 1992, representatives of states with these kinds of organizations (Georgia, Illinois, North Carolina, Ohio, and Washington) came together to form the National Association of Local Boards of Health (NALBOH). Since its founding, NALBOH has grown rapidly, and now, among other activities, is a participant in providing training for local board of health members, in developing and using national performance standards, in tobacco control, and in developing academic/practice linkages.

Public Health Leadership Institutes

Leadership was identified by the 1988 IOM report as an important need in public health practice. In response, the National Public Health Leadership Institute was developed with federal funding in 1991 to focus on identifying and training current and future public health leaders. The national program has since been joined by many state-sponsored and academic institution programs focused on the same issues. There is a current urgency to this effort stimulated by data that suggests state governments could lose close to 45% of their public health workforce.

The Need for an Accompanying Financial and Organizational Renaissance

The progress made in understanding the value of public health to communities and individuals, and in describing the past and potential impact of the discipline, has been heartening. On the other hand, the continuing inability of the country to act to strengthen the financial underpinning and organization of its public health system makes it impossible for the discipline to reach its full potential to protect the public from disease and injury. Additional federal funding for terrorism preparation has been made available for state and local health departments, and preparedness capacity has been measurably strengthened, especially in the area of communicable disease surveillance and control. This increase has occurred in an environment of decreasing overall resources at the federal level and in most states, however, with a resultant loss in overall capacity in many, if not most, public health jurisdictions.

Little has changed with respect to the organization and governance of local health departments. Problem areas identified by the 1988 IOM study committee remain. The 2003 IOM report noted that the public health system that was in disarray in 1988 remained, in some important ways, in disarray in 2003. They noted the absence of fundamental reform of the statutory framework for public health in most of the country, and insufficient support for public health infrastructure. They noted mixed progress in improving capacity to address environmental issues, in building linkages with mental health, and in meeting health-care needs of the medically indigent. In addition, significant gaps remain in workforce capacity and competency, information and data systems, and the organizational capacities of state and local health departments and laboratories. Many local health departments remain too small and resource poor to meet the basic public health needs of the populations they serve.

The Federal Public Health Role

The federal government’s role in promoting and protecting the health of the public has evolved significantly over time. The 2003 IOM report notes the federal government has a limited role in the direct delivery of essential public health services, but plays a crucial role by acting in six main areas of population health: policy making, financing, public health protection, collection and dissemination of information about U.S. health and health-care delivery systems, capacity building for population health, and direct management of services. Based on a number of constitutional powers, including the power to “regulate Commerce . . . among several states,” the federal government involves itself in environmental protection, occupational health and safety, and food and drug purity. By setting conditions on the expenditure of federal funds, adjusting taxes on products to promote healthy use or discourage unhealthy use, and regulating business and persons whose activities may affect interstate commerce, the federal government can affect population health. Decisions by the judicial branch can also impact federal policy in many ways that affect health, such as upholding governmental power to protect people’s health, setting conditions on the receipt of public funds, and upholding a woman’s right to reproductive privacy.

Organization

The federal government is divided into three branches: the legislative, judicial, and executive. The legislative and judicial branches do play substantial roles in public health, but it is usually the activities of the executive branch that come to mind when considering the federal government’s role in improving public health. Within the executive branch, it is the Department of Health and Human Services (DHHS) which is the primary site of public health activities. Many of those activities are centered in one of the DHHSs component parts, the U.S.
Public Health Service (PHS). There are, nonetheless, significant activities related to public health that occur in other branches of the executive branch. Examples include the Women, Infants, and Children Program (WIC) run by the Department of Agriculture (the largest public health program in the country in terms of dollars spent), the many pollution and contamination control programs run by the Environmental Protection Agency (EPA), the workplace safety programs run by the Occupational Safety and Health Administration (OSHA) which is part of the Department of Labor, and the health-care and public health services provided to active-duty military personnel by the Department of Defense.

The Department of Health and Human Services

Public health-related activities and responsibilities are scattered throughout the federal government, but the principle federal agency for health-related programs is the Department of Health and Human Services (DHHS). DHHS is involved in policy making, financing of public health activities, public health protection, collection and dissemination of information, capacity building, and direct management of services. Many of these activities are located in various branches of the PHS.

The PHS had its origins in the Marine Hospital Service in the late 1700s, created to meet the health-care needs of Merchant Marine seamen. The Service continued relatively unchanged until the turn of the twentieth century when it was renamed the Public Health Service and took on new responsibilities, most notably providing states with the twentieth century when it was renamed the Public Health Service and took on new responsibilities, most notably providing states with

The IOM report describes the duties of the state health department as:

- Assurance of an adequate statutory base for public health activities in the state
- Establishment of statewide health objectives, delegating power to locals as appropriate and holding them accountable
- Assurance of appropriate organized statewide effort to develop and maintain essential, personal, educational, and environmental health services; provision of access to necessary services; and solution of problems inimical to health
- Guarantee of a minimum set of essential health services
- Support of local service capacity, especially when disparities in local ability to raise revenue and/or administer programs require subsidies, technical assistance, or direct action by the state to achieve adequate service levels

Organization

In order to fulfill these functions, the 50 states and 5 trusts (Guam, District of Columbia, American Samoa, Puerto Rico, and the Virgin Islands) have developed agencies to address them. In many cases these are not departments, so the Association of State and Territorial Health Officers refers to them as state health agencies (SHAs). There is substantial variability in the organizational structures of these agencies. In some cases the SHA is a cabinet-level office reporting directly to the governor—an arrangement encouraged by the IOM. In other circumstances the SHA functions are subsumed as part of a larger administrative organization, which often includes social services functions as well as health. These “umbrella” or “superagencies” carry titles such as Cabinet for Human Resources or Department of Health and Human Services. They are frequently led by political appointees who often have no substantive health expertise. These individuals report to their governors and are cabinet-level officers. In 2000, 20 states had the SHA in a superagency. This number decreased from 22 states in 1980, reversing a 40-year trend toward the establishment of superagencies.

State Health Agency Activities

The activities of SHAs vary considerably. For example, the IOM report recommended that Medicaid, environmental programs, and mental health services should be a part of the SHA’s function. That, however, is not the norm. In only five states is the SHA responsible for mental health services, and in only five states and three territories is the SHA responsible for Medicaid. In most states Medicaid management is the responsibility of the welfare agency. A case can certainly be made that subsuming the large budgets of Medicaid under the aegis of the SHA would allow the SHA to more closely integrate its public health functions with that of payment for medical care services. In fact, the group receiving the largest amount of public health services is women and children. Women and children also receive the substantial portion of Medicaid expenditures, thus providing opportunity for synergy between these two governmental functions.

Environmental health was traditionally a part of the SHA’s responsibility until the 1960s. At that point growing concern about environmental degradation led special interest groups and policy makers to give special attention to many environmental issues. The federal government had made the decision to create the Environmental Protection Agency in response to those same concerns, and most states followed the federal lead by creating a state environmental protection agency separate from the SHA with responsibility for many environmental issues. All states were given the opportunity to designate a lead environmental health agency. While some initially designated the SHA as the lead agency, the number so designated fell from 19 in 1978 to only 8 in 2000. Even though most major environmental concerns are dealt with by state environmental protection agencies, most SHAs have retained responsibility for some environmental health issues, such as food service, recreation facility inspections, investigation of chronic disease clusters that might have an environmental etiology, etc.

State Boards of Health

One of the strong recommendations of the IOM regarded state boards of health. They felt, “... each state should have a state health council that reports regularly on the health of the state’s residents, makes health policy recommendations to the governor and legislature, promulgates regulations, reviews the work of the state health department, and recommends candidates for director of the department.” In 2000, 21 states had boards of health which were responsible for making policy, while 14 had boards which were advisory. It is more likely that existing boards of health have a policy-making function in states with a free-standing SHA than in those with a superagency. Only four states had a board which appointed the director of the SHA in 1992. The growing centralization of policy making in the executive branch...
and the perception that special interest groups, especially physicians, have “captured” them, has led to a decline in the power and influence of state boards of health.

**Public Health Directors**

In the earlier half of the century, the director of health was a physician, frequently trained in public health, who held the job for a protracted period of time. In fact, many states had statutes that required the director to be a physician. That has changed over the years to the point that in 2000 only 25 states had that requirement. In many cases there is no statutory blockage to the governor appointing his or her cardiologist or campaign manager to the post. The “politicization” of the position in many places has led to substantial turnover and a diminished desire on the part of qualified individuals to take such a position.

---

**THE LOCAL PUBLIC HEALTH ROLE**

Local health departments are the governmental entities closest to the populations needing services. The IOM felt that, “...no citizen from any community, no matter how small or remote, should be without protection, which is possible only through a local component of the public health delivery system.” This is a more modern reaffirmation of the need for, “a governmental presence at the local level (AGPALL).”

**As Defined by the Institute of Medicine**

The IOM defined the functions of official local public health agencies as assessment, policy development, and assurance. By assessment, the IOM meant the responsibility to develop or collect data and information that allows for analysis and understanding of the health status of the communities for which the agencies are responsible. The policy development function requires that public health agencies take the lead in developing policies and making decisions based on the best available scientific knowledge. Finally, the official public health agency has the responsibility to ensure that services necessary to achieve agreed-upon health goals are provided. This can be done by providing the required services directly, or by encouraging their delivery by other agencies, groups, or individuals in the community. Guidance in this matter is provided by the 10 essential services described previously, and the Local Public Health System National Performance Standards. Particular services delivered by each local health department will depend on the needs of each community and decisions made locally about where those services can best be located.

**Size of Local Health Departments**

State health agencies vary considerably from state to state, but there is even more variability in the approximately 3000 local public health departments in the United States. A periodic survey conducted by the National Association of County and City Health Officials (NACCHO) allows us to characterize the structure and function of local health departments (LHDs).

Generally, LHDs serve small populations. Over two-thirds (69%) of LHDs serve a jurisdiction containing fewer than 50,000 people. In fact, 50% of LHDs serve less than 25,000 people. According to the survey, 60% of LHDs are county, 8% are multicounty, 7% are city/county, 10% are city, and 15% are town/township jurisdictions. Not surprisingly, the smaller jurisdictions have the fewest employees. LHDs that serve a population of less than 50,000 employ an average of 13.9 and a median of 8.5 FTEs.

**Organization and Structure**

The organizational relationships between the SHA and the LHDs also vary considerably. In 11 states the SHA is the LHD, or directly operates the LHD. Of these 11, four are very small states (Hawaii, Delaware, Rhode Island, and Vermont). In seven states control is shared between the county and the state. Sixteen states are totally decentralized with local government operating the LHD, and another 16 states have a mix, where large jurisdictions run their own LHD, but the state directly runs smaller, more rural, LHDs.

The IOM recommended that a single jurisdiction in a community be given the responsibility for providing public health services to decrease duplication and/or prevent confusion about responsibilities. As a corollary, it also recommended that jurisdictions too small to support an effective LHD consider linking with other communities to create district health departments.

The IOM also recommended that boards of health should exist at the local level with responsibilities comparable to those it recommended for state boards. In 1992–93 (the most recent data available), approximately 73% of LHDs had a board of health, a slight increase from 70% in 1989.

**Funding**

There are four major sources of funding for LHDs: local taxes, state grants, federal grants, and fees for service. Through the 1990s and into the current decade, there have been significant shifts in the portion of support coming from each area. By 2000, local revenues accounted for 44% of total LHD funding, up from 34% in 1992. State revenues comprised 30% of the revenue stream, down from 40% in 1992. Federal funding shrank from 6% in 1992 to only 3% in 2000, and fees for service rose to 19% of LHD budgets in 2000 from 17% in 1992. These changes probably represent, to some degree, the flattening of federal categorical grant dollars during this period, as well as increasingly tight state and federal budget allocations for public health. Neither the recent influx of bioterrorism preparedness funding to SHDs and LHDs, nor the continued decline of state and federal dollars in other areas of public health, are taken into account in these figures.

Most LHDs serve jurisdictions that have small populations. Sixty-nine percent of health departments serve fewer than 50,000 residents, and 50% serve fewer than 25,000 people. The median average expenditure per year of departments serving 25,000 or fewer in 2000 was only $214,658 and the median number of staff was just 8.5 FTEs. These are remarkably small numbers given the range of responsibilities shouldered by these agencies.

**Leadership**

Leadership at the local level is more stable than it is in SHAs. The most recent data available is from 1992. At that time over 50% of LHD leaders had been in office longer than 5 years. In general, the smaller jurisdictions have the longest tenure and the largest health departments experience turnover rates comparable to those in SHAs. Approximately 37% of LHD directors have doctoral degrees, and only have 17% have public health practice degrees (MPH or DrPH).

**Services**

Despite the recommendation that a group of essential public health services be evident in every LHD, the evidence shows that there is great disparity in services offered. Most LHDs report that they offer clinical preventive services, such as adult immunizations (91%), childhood immunizations (91%), tuberculosis testing (88%), and HIV testing and counseling (64%). Most assess the extent to which clinical preventive services are provided in their communities (80%), and provide programs to fill gaps in those services. Communicable disease control services are commonly present (94%).

Almost all public health departments provide some personal health services. In many cases, the health department is the provider of last resort, filling gaps in the private medical care system. Reimbursement for Medicaid-eligible clients often provides the funding base required for the department to maintain its services to the uninsured population. The growing trend in states to mandatory, Medicaid managed-care arrangements, however, has moved paying clients out of health
departments into the private sector without reducing the need for care for the growing numbers of uninsured. This threatens the viability of one of our society’s “last resort” systems for the medically disenfranchised, and challenges both the private and public sectors to develop collaborative arrangements to assure continued access to needed personal health services. In testimony to this issue, between 1992 and 2001, LHDs reported significant reductions in the proportion of departments that offer personal health services: primary care from 30% to 18%, dental care from 45% to 30%, prenatal care from 64% to 41%, family planning from 68% to 58%, WIC from 78% to 55%, and EPSDT from 79% to 58%.13

Environmental issues are more clearly identified at the local level as the responsibility of the health department, in general, than they are at the state level. Most LHDs enforce state environmental laws (restaurant inspections, trailer park inspections, etc.), regulate private water and sewage systems, and enforce other local environmental ordinances. Confusion does sometimes occur when LHDs receive environmental complaints about problems when jurisdiction for dealing with those problems lies with others. It is then the job of the LHD to coordinate the response, and assure that the state or federal agency with jurisdiction follows through on investigation and resolution of the problem.

ASSESSMENT AND MANAGEMENT TOOLS

Public health has benefited from the movement of a number of management tools from the private to the public sector over the past two to three decades. It has increased its capacity in recent years to deal with public health issues by successfully marrying good management mechanisms with new tools to describe and develop solutions for community health problems.

Setting National Objectives for 1990

One of the most important steps taken was to apply management by objectives and total quality management to public health. The notion to use measurable objectives to enhance the productivity of public health efforts dates to the publication in 1979 of Healthy People: The Surgeon General’s Report on Health Promotion and Disease Prevention. This document laid out a series of goals for mortality reductions to be achieved in the United States by 1990 for four age groups:

1. a 35% reduction in infant mortality
2. a 20% reduction in mortality for children ages 1–14 years
3. a 20% death rate reduction for those between 15 and 24 years of age
4. a 25% reduction in adult mortality for those aged 25–65 years

For those above age 65 it called for a reduction in disability days.16

The Public Health Service began examining health status determinants and developed information on 15 disease prevention/health promotion areas. With the help of outside experts, in 1979 the first draft of specific objectives for these 15 priority areas was developed. After considerable outside review, Health Promotion/Disease Prevention: Objectives for the Nation was published in 1981. It contained 226 objectives with targets for achievement by 1990 that were linked to the 15 priority areas. The objectives were grouped as improvement in health status, reduction of risks to health, increased awareness, improved and expanded preventive health services, and improved surveillance.17

This effort was moderately successful. Three of the four mortality-related goals were met or exceeded. Specifically, the infant and adult mortality goals were met, and the childhood mortality target was significantly exceeded. The mortality goal for adolescents was not met. Failure to achieve the goal was directly due to high rates of both unintentional (motor vehicle accidents) and intentional (homicide) fatal injuries in this age group.18

Thirty-two percent of the 228 objectives set for 1990 were met. Progress was made toward an additional 30%, and ground was either lost or no progress made in another 15%. Insufficient data was available to determine the status of the remaining 23% of the objectives.18

In general, however, the success of this project was remarkable. It established an agenda which the public health community could rally around, and served to energize and empower those who were committed to improving community health status.

Healthy People 2000

Because this project was so well received, the PHS began work in the late 1980s toward the establishment of a new set of objectives for the year 2000. It sought input even more broadly than it had previously, and in September, 1990, distributed Healthy People 2000: The National Health Promotion and Disease Prevention Objectives. This document contains three overarching goals:

- Increase the span of healthy life
- Reduce health disparities among Americans
- Achieve access to preventive services for all Americans18

The 332 objectives contained in Healthy People 2000 address Health Promotion, Health Protection, Preventive Services, and Surveillance and Data Systems. They are grouped into 22 priority areas (see Table 75-1). Surveillance and Data Systems was included in this new version of national objectives in order to provide the foundation for tracking all of the objectives in an effort to minimize the problem of not being able to determine progress made on some of them. A Healthy People 2000 final review of progress in tracking these objectives yielded the following information: 68 objectives (21%) met the targets, 129 (41%) showed movement toward the targets, 35 objectives (11%) showed missed results, and 7 (2%) showed

<table>
<thead>
<tr>
<th>TABLE 75-1. HEALTHY PEOPLE 2000 PRIORITY AREAS</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Health Promotion</strong></td>
</tr>
<tr>
<td>1. Physical activity and fitness</td>
</tr>
<tr>
<td>2. Nutrition</td>
</tr>
<tr>
<td>3. Tobacco</td>
</tr>
<tr>
<td>4. Alcohol and other drugs</td>
</tr>
<tr>
<td>5. Family planning</td>
</tr>
<tr>
<td>6. Mental health and mental disorders</td>
</tr>
<tr>
<td>7. Violent and abusive behavior</td>
</tr>
<tr>
<td>8. Educational and community-based programs</td>
</tr>
<tr>
<td><strong>Health Protection</strong></td>
</tr>
<tr>
<td>9. Unintentional injuries</td>
</tr>
<tr>
<td>10. Occupational safety and health</td>
</tr>
<tr>
<td>11. Environmental health</td>
</tr>
<tr>
<td>12. Food and drug safety</td>
</tr>
<tr>
<td>13. Oral health</td>
</tr>
<tr>
<td><strong>Preventive Services</strong></td>
</tr>
<tr>
<td>14. Maternal and infant health</td>
</tr>
<tr>
<td>15. Heart disease and stroke</td>
</tr>
<tr>
<td>16. Cancer</td>
</tr>
<tr>
<td>17. Diabetes and chronic disabling conditions</td>
</tr>
<tr>
<td>18. HIV infection</td>
</tr>
<tr>
<td>19. Sexually transmitted diseases</td>
</tr>
<tr>
<td>20. Immunization and infectious diseases</td>
</tr>
<tr>
<td>21. Clinical preventive services</td>
</tr>
<tr>
<td><strong>Surveillance and Data Systems</strong></td>
</tr>
<tr>
<td>22. Surveillance and data systems</td>
</tr>
</tbody>
</table>

Healthy People 2010

The continued success of Healthy People 2000 prompted the creation of a new set of objectives for the year 2010. As with previous documents, this required the participation and input of a variety of constituencies and viewpoints. This report and its development were guided by the Institute of Medicine.

As with the earlier objectives, this one begins with overarching goals. The first goal is to increase the quality and years of healthy life. This goal focuses on increasing life expectancy to more nearly that of other developed nations. It also includes a concern with the quality of life. While it is difficult to define, the notion is to use tools to document the increase in the quality-related years of life.

The second goal is eliminating health disparities. There are continuing and significant differences in both length and quality of life based on several characteristics of populations, sex, gender, ethnicity, socioeconomic status, and so on. Healthy People 2010 commits us to decreasing those differences, to quote, “Healthy People 2010 is firmly dedicated to the principle that—regardless of age, gender, race or ethnicity, income, education, geographic location, disability, and sexual orientation—every person in every community across the Nation deserves equal access to comprehensive, culturally competent, community-based health-care systems that are committed to serving the needs of the individual and promoting community health.”

The document has 28 separate focus areas and 467 objectives distributed among these focus areas. These areas include very specific interventions or health problems in individuals or communities, such as cancer or physical activity. Others are focused on much broader areas, such as access to care or improving public health infrastructure. The 28 focus areas are listed in Fig. 75-2.

One of the criticisms leveled at previous objectives is that there were too many, they had no priority and were hard to deal with given their number and variety. Given that criticism, the framers of Healthy People 2010 identified 10 leading health indicators from the 28 focus areas, these 10 are listed in Fig. 75-3.

The establishment of measurable national health objectives coupled with regular tracking of progress made toward their accomplishment has proven to be a very effective way to focus the nation’s attention on health status. The objectives have brought a variety of governmental agencies together to determine approaches to protecting and improving health. They have also provided an opportunity for contributions to the process by nonpublic health organizations and agencies resulting in a prevention agenda that has a wide range of national support.

Setting Local Objectives

Setting national objectives is a very important step in preparing for an ordered process of allocating resources where the impact is likely to be greatest. It is the translation of those national objectives into action at the local level that actually assures progress toward meeting them.

Mobilizing for Action through Planning and Partnership

The most recent tool for community health assessment and planning is Mobilizing for Action through Planning and Partnership (MAPP). This tool was developed through a collaborative effort of NACCHO and the CDC. The process of using MAPP is shown in the two graphics, Fig. 75-4 and Fig. 75-5. During the first phase those responsible for implementing MAPP get themselves prepared for the process. Embarking on MAPP is not to be taken lightly, as it requires substantial commitment from those who lead it and those involved in its various phases. The second step is the visioning process, attempting to describe what the community health should look like in ten years.
The next step is to complete the four community assessments which will characterize the community, its health status, assets, and infrastructure issues for solving community health problems. The four assessments are (a) community themes and strengths assessment, (b) local public health system assessment, (c) community health status assessment, and (d) forces of change assessment. Following those assessments, the MAPP process requires the identification of strategic community health issues, then a formulation for goals and strategies to deal with these issues, and finally, the action cycle. During this phase, participants plan, implement, and evaluate. These activities build upon one another in a continuous and interactive manner and ensure continued success.

The NACCHO website which describes the MAPP process has many helpful tools and suggestions for those who wish to embark on the MAPP process. It is clear that this process is much improved over previous community health processes, but is still open for criticism and further development.

Assessment Protocol for Excellence in Public Health

MAPP builds on the experience of the Assessment Protocol for Excellence in Public Health (APEX/PH), which was the first major tool developed by NACCHO to address issues dealing with local community needs assessment. In order to assist LHDs with that task, the National Association of County Health Officials spearheaded a collaborative process in league with the CDC, the United States Conference of Local Health Officers, the American Public Health Association, the Association of State and Territorial Health Officials, and the Association of Schools of Public Health to develop the APEX/PH.

Figure 75-4. The most recent tool for community health assessment and planning is Mobilizing for Action through Planning and Partnership (MAPP). This tool was developed through a collaborative effort of NACCHO and the CDC.

Figure 75-5. The most recent tool for community health assessment and planning is Mobilizing for Action through Planning and Partnership (MAPP). This tool was developed through a collaborative effort of NACCHO and the CDC.
The APEX/PH program is designed to help LHDs involve their communities in a process to assess community health status, identify and prioritize public health problems, and create a community plan for action. It contains three phases. Phase I is an assessment of internal organizational capacity of the department intended to identify strengths and weaknesses, particularly as they pertain to a department’s capacity to take the lead in the broader community assessment effort.

Phase II, intended to be initiated after the department addresses weaknesses or concerns identified in Phase I, is the actual community assessment portion. Phase III is the implementation of the community health plan under the leadership of the LHD. The health officer is expected to combine the results of Phase I and Phase II in a manner that enhances the capacity of the health department to lead the community in directing its resources to most appropriately address the problems identified.

**Planned Approach to Community Health**

During the 1980s, the CDC, encouraged by the evidence that community-based prevention programs were effective in reducing coronary heart disease risk factors, developed a protocol that could be locally applied to develop community-based health promotion programs. The *Planned Approach to Community Health (PATCH)* was designed as a working partnership between the CDC, SHA’s and communities to focus resources and activities on health promotion. There are five phases to the PATCH process:

1. Mobilizing the community—establishing a strong core of representative local support and participation in the process
2. Collecting and organizing data—gathering and analyzing local community opinion and health data for the purpose of identifying health priorities
3. Choosing health priorities—setting objectives and standards to denote progress and success
4. Intervention—design and implementation of multiple intervention strategies to meet objectives
5. Evaluation—continued monitoring of problems and intervention strategies to evaluate progress and detect need for change

PATCH training has been provided by the CDC to 39 states and territories, and there are at least 130 operational programs.

**Healthy Cities**

The idea of *Healthy Cities* also emerged in the 1980s as a demonstration project of the European office of the World Health Organization. The project creates public, private, and voluntary partnerships which focus collective energies into coordinated, broad-based approaches to the resolution of community health problems. Each project is expected to attain four major goals: assure organizational capacity, enhance information, establish initiatives, and create networks.

**THE FUTURE**

The health status of citizens of the United States has improved dramatically over the past several centuries. The bulk of that improvement is due to public health policies and actions. The major causes of disease and death have changed during that period, however, from communicable disease agents to behavioral and environmental factors that cause chronic illnesses or injuries. Approximately 70% of the resultant premature mortality currently suffered by the population of the United States is amenable to control using population-based strategies.

There are also other areas which can, and will, contribute to the range of public health tools that we can use in dealing with community health problems. In addition to the epidemiology, biostatistics, environmental health, health behavior, and health systems management, the IOM also suggests that there are several additional areas where knowledge can assist us in understanding and dealing with disease. These areas include genomics, informatics, communication, cultural competency, community-based participatory research, global health, policy and law, and public health ethics. With the advent of new directions in disease etiology and intervention, these new content areas assume increased relevance for the public health practitioner. They suggest that we use the socioecological model for considering public health problems. This model, shown in Fig. 75-6, indicates that health and disease are dependent on risk factors or specific microbiologic agents, but those other areas, such as the family, the community, the work site, or the context in which we function, are also powerful determinants of disease. The science of this area of public health is rapidly developing and provides an important new source of information to be brought to bear on public health problems.

The notion of community and the socioecological nature of disease also suggest that new ways of community involvement are key in community ownership and communities beginning to deal with these determinants of health. The use of democratic principles, deliberation, public judgment, and public acting has an important role in the new public health.

**The Place of Public Health in an Evolving System**

The United States is currently enduring a restructuring of its illness care system. Change is evolving based on a series of governmental and private policy decisions aimed at controlling illness care costs by applying market strategies to health care and improving the quality of care patients receive. Little attention is being paid to the more than 45 million Americans without health-care insurance, or the public health infrastructure.

If our concern was for the health status of our population, reform of our “system” would be based on what should be done to create the
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healthiest population possible. Following that concern to its logical ends would lead to the realization that improved health status depends on both illness care reform and public health reform. It is the responsibility of public health practitioners to help society understand that both disciplines are important, and that they should be integrated to provide a seamless web of services from health promotion through disease prevention to illness diagnosis and treatment accessible to all Americans. No one should be denied access to illness care, but it is population-based services that have the greatest potential to improve health status.

**Strengthening Public Health for the Future**

Public health departments face an operational environment that is more fluid than it has perhaps ever been. Rapid advances in technology and understanding of risks to health challenge agencies with minimal funding, training, and technical capacity to incorporate new methods into time-honored, traditional modes of operation. Federal and state comparative attention to public health needs, coupled with the shift of resources and some responsibilities to private contracting insurance companies in many, especially urban, localities, create crises of role definition and funding.

As often occurs, however, this period of relatively rapid change presents opportunities. The description of the core functions of public health has made basic public health roles and functions more easily understood and appreciated. The ascendency of concerns for costs and quality of health care brings new players to the scene who should be philosophically in tune with population risk reduction. The growing technical capacity to store, transmit, and analyze large bits of information brings new opportunities for interaction among public health professionals, and between the public health profession and the community. If public health departments can be flexible and adjust their services and activities to match the needs and opportunities now apparent, they will be in good position to serve well the communities that fund them.

Basic to the successful LHD of the future will be its position as the health intelligence center of its constituency. The LHD must be the source of epidemiologically based thinking and analysis of its community’s approach to health problem solving. It must be the facilitator of strong and meaningful community participation in the assessment and prioritization of community health problems and issues. It must be a major participant in public policy decision-making relative to health, and it must deliver, and broker the delivery of, services needed by its constituency to maintain or regain health. And, of course, it must focus on health outcomes as the measure of the impact of interventions.

It will be the rare LHD that has the resources available to it that are needed to carry out its community’s full public health agenda. To be successful, LHDs will have to build strong collaborative and cooperative linkages with a variety of other community agencies and institutions. These linkages might take the form of joint programming efforts, service and referral arrangements, contracts for services, conduits for funding, information-sharing agreements, etc. By acting as a broker to bring needed services together to meet identified community needs, the LHD can complete its role in assuring the community will have access to the services it needs.

The proliferation of private, organized health-care delivery systems puts health departments into the position of deciding whether or not to partner with emerging managed care companies and/or to monitor their activities to assure that personal health services are available to all who need them in the community. It is far from clear how, or even if, this dual role can be successfully carried out. Circumstances are quite different community by community, and the many ways these issues will be addressed should be followed closely and evaluated rigorously. At the very least, essential public health services should not be compromised in the meantime.

Also important for success will be the development of stronger linkages between public health agencies and their academic bases, particularly schools and programs of public health. This should be pursued in a manner that the technical capacity of public health workers is improved, and the knowledge of community public health problems is advanced. Students and faculty from educational settings teaching public health-related disciplines should be welcomed into LHDs for pragmatic practice experiences, and for access to data and systems to carry out research. Likewise, educational institutions should seek out the participation of practitioners in their teaching and research activities. Local health departments should be supportive of their employees who wish to receive further training while employed.

**CONCLUSION**

Significant change is occurring in both the illness care system and the public health system. No one is clearly in charge of either. Consequently, there are remarkable opportunities for entrepreneurial efforts to reshape each. Those efforts are clearly evident in the illness care system. They are also present in the public health system, although not as visibly. If the public health leadership of the United States can move the public health system out of old molds that no longer serve it well, there is every reason to believe that public health can provide a valuable set of services to communities, and be recognized as having done so. Steady, measurable gains in community health status will be the ultimate marker of success.
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International and Global Health
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International Health is a well-established branch of public health, with origins in the health situation of developing nations and the efforts of industrialized countries to assist them. It has always considered issues transcending national jurisdiction, for example, quarantine regulations. However, the field has recently extended to Global Health, emphasizing global cooperation for solutions. While problems like unsafe drinking water affect mainly local communities within countries, others have worldwide impact, for example, air pollution, drug trafficking, and tobacco marketing. Although local and national actions are essential, these also require additional global action, for example, the Framework Convention on Tobacco Control. Regardless of the levels of solutions (local, national, international, global), at the core of the world’s health problems lie enormous inequities in economic and social conditions, and the right to health remains unfulfilled for most of the world’s people.

Coherent country-specific, regional, or global health initiatives depend on priority setting that considers the magnitude of problems, and the availability of effective, affordable, and acceptable solutions. The process requires reliable health information to inform decisionmakers and guide managers in implementing sustainable programs. Many industrialized countries do not perform this process well, despite their resources and availability of choices. In developing countries, making the best possible decisions with more limited resources is even more critical, and requires building a research capacity to produce such health information. The 1990 Commission on Health Research for Development argued that developing countries allocate 2% of their health budgets to Essential National Health Research. Regardless of the levels of solutions, the core of the world’s health problems lie enormous inequities in economic and social conditions, and the right to health remains unfulfilled for most of the world’s people.

This disequilibrium mirrors inequities in health worldwide: in 2003, the under-five mortality rate was 123 deaths per 1000 live births for low-income countries (LICs), while in high-income countries (HICs), the rate was 7 (Table 76–1). For all countries experiencing violent conflicts, child mortality rates have worsened: preventable infectious diseases (IDs) and malnutrition, often in combination, are the predominant underlying causes. Women are over 100 times more likely to die of pregnancy-related causes in developing than in developed countries. Of people in developing countries, more than half lack access to sanitation, a quarter lack clean water, a fifth lack access to health care of any kind, and a fifth experience inadequate nutrition. Economic disparities within and between countries are growing. Over a billion people live in extreme poverty despite the global economy doubling over the past 25 years to more than $25 trillion.

For some LICs, historical dynamics complicate the situation. For centuries, powerful nations explored, conquered, and exploited world regions already inhabited by indigenous peoples; most of these nations today are donor countries. While colonialism produced benefits, for example, trade routes, and information exchange, many developing countries still cope with its harmful legacies. In some settings, disparities arise from the colonial fragmentation or coalescence of peoples, sometimes with conflict along religious or tribal lines, for example, Palestine, Kashmir, and Rwanda. In permanently colonized lands, the poor health status of aboriginal peoples and some other minorities, for example, blacks and Hispanics in the United States, reflect similar dynamics.

People in rich countries can become indifferent to the widespread poverty and disease of developing nations, and to similar problems in their own. Yet, because such adverse conditions also diminish human dignity and can give birth to civil and global unrest, rich nations increasingly view global health investments as an extension of their foreign policy and security interests. Other motives exist: the growing global dimensions of health issues; the scientific challenge of unsolved and emerging health problems; the threat of IDs exported internationally, for example, severe acute respiratory syndrome (SARS), avian influenza, and Marburg haemorrhagic fever; and (not least) humanitarianism.

GLOBALIZATION

This term refers to the growing interconnectedness of countries, centered around trade and the flow of ideas facilitated by communications technologies, cultural convergence, and common concerns for environmental and health impacts. In promoting more open trade, the International Bank for Reconstruction and Development (World Bank) and the International Monetary Fund (IMF) urge deregulated markets, subject to rules laid down by the World Trade Organization (WTO) through multilateral trade agreements, for example, corporate taxation concessions and investment incentives allied for relaxation of wage controls and workplace standards, and contraction of public sector spending. Some developing nations, for example, China and India, can compete in this environment—size and resources matter. Otherwise, nations with fragile economies may struggle in dependency relationships, often accumulating debt that reduces their capacity to meet human needs. It is argued that only where regulatory institutions are strong, domestic markets competitive, and social safety nets in place, will health benefits derive from globalization.

The potential risks to LICs from trade-oriented initiatives were demonstrated during the era of structural adjustment programs (SAP) two decades ago. The IMF then argued that economic development eventually results in poverty reduction and improved health status; IMF requirements called for reducing public expenditures on education and health as a condition for development loans. This process resulted in reversing the social and health gains of many countries. The World Bank (WB) consequently came to recognize that strong state support is essential to education and health. Income gains accounted for only a fifth of life expectancy (LE) gains between 1960 and 1990; generation and application of new knowledge and female
## TABLE 76-1. SELECTED HEALTH AND DEVELOPMENT INDICATORS BY INCOME LEVEL, AND BY REGION FOR LOW AND MIDDLE INCOME LEVELS

<table>
<thead>
<tr>
<th>Income Level (No. of Countries)</th>
<th>High Income (54)</th>
<th>Upper Middle Income (37)</th>
<th>Lower Middle Income (56)</th>
<th>Low Income (61)</th>
<th>E. Asia &amp; Pacific (24)</th>
<th>Europe &amp; Central Asia (27)</th>
<th>Latin America &amp; Caribbean (32)</th>
<th>Middle East &amp; N. Africa (15)</th>
<th>South Asia (8)</th>
<th>Sub-Saharan Africa (48)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Population (millions)</td>
<td>972</td>
<td>333</td>
<td>2,655</td>
<td>2,311</td>
<td>1,855</td>
<td>472</td>
<td>533</td>
<td>312</td>
<td>1,425</td>
<td>705</td>
</tr>
<tr>
<td>GNI per capita (US$)</td>
<td>≥9,386</td>
<td>3,036–9,385</td>
<td>766–3,035</td>
<td>≤765</td>
<td>1,988</td>
<td>1,217</td>
<td>1,747</td>
<td>744</td>
<td>733</td>
<td>351</td>
</tr>
<tr>
<td>LE at birth, sexes combined (years)</td>
<td>78</td>
<td>74</td>
<td>69</td>
<td>58</td>
<td>70</td>
<td>68</td>
<td>71</td>
<td>69</td>
<td>63</td>
<td>46</td>
</tr>
<tr>
<td>TFR (births per woman)</td>
<td>1.6</td>
<td>2.3</td>
<td>2.1</td>
<td>3.7</td>
<td>2.1</td>
<td>1.6</td>
<td>2.4</td>
<td>3.1</td>
<td>3.2</td>
<td>5.2</td>
</tr>
<tr>
<td>IMR (per 1,000 live births)</td>
<td>5</td>
<td>18</td>
<td>31</td>
<td>80</td>
<td>36</td>
<td>25</td>
<td>43</td>
<td>58</td>
<td>67</td>
<td>110</td>
</tr>
<tr>
<td>&lt;5 years mortality (per 1,000 children)</td>
<td>7</td>
<td>22</td>
<td>38</td>
<td>123</td>
<td>41</td>
<td>36</td>
<td>33</td>
<td>53</td>
<td>92</td>
<td>171</td>
</tr>
<tr>
<td>Literacy, %</td>
<td>≥15 years*:</td>
<td>—</td>
<td>90</td>
<td>88</td>
<td>68</td>
<td>90</td>
<td>98</td>
<td>86</td>
<td>82</td>
<td>73</td>
</tr>
<tr>
<td>males</td>
<td>—</td>
<td>90</td>
<td>88</td>
<td>68</td>
<td>90</td>
<td>98</td>
<td>86</td>
<td>82</td>
<td>73</td>
<td>71</td>
</tr>
<tr>
<td>females</td>
<td>—</td>
<td>90</td>
<td>86</td>
<td>48</td>
<td>86</td>
<td>96</td>
<td>88</td>
<td>81</td>
<td>44</td>
<td>58</td>
</tr>
<tr>
<td>% population access to improved water source*:</td>
<td>100</td>
<td>96</td>
<td>94</td>
<td>89</td>
<td>71</td>
<td>92</td>
<td>98</td>
<td>96</td>
<td>93</td>
<td>82</td>
</tr>
<tr>
<td>urban</td>
<td>98</td>
<td>—</td>
<td>71</td>
<td>70</td>
<td>69</td>
<td>80</td>
<td>69</td>
<td>78</td>
<td>80</td>
<td>46</td>
</tr>
<tr>
<td>rural</td>
<td>98</td>
<td>—</td>
<td>71</td>
<td>70</td>
<td>69</td>
<td>80</td>
<td>69</td>
<td>78</td>
<td>80</td>
<td>46</td>
</tr>
</tbody>
</table>

Source: Data from 2005 World Development Indicators database, World Bank. Based on data reported as 2002 (*) and 2003.

NOTE: GNI = Gross National Income, Atlas method; LE = Life Expectancy; TFR = Total Fertility Rate; IMR = Infant Mortality Rate; — = data not given.
education were more critical. The world should have learned that, in liberalizing trade, measures to protect the autonomy of national social and health policies must be respected. If health is a priority, it can be delivered; for example, health status in Cuba, excluded from mainstream globalization, is comparable to that of the United States, with per capita income less than a fifth. Public policies affecting health determinants underlie this success.

How globalization plays out depends on how the process is managed. Under the WTO’s Trade-Related Aspects of Intellectual Property (TRIPS) Agreement (1994), drug patent protection trumps public health. Although the WTO Doha Declaration (2001) reaffirmed that TRIPS should not prevent poor countries from making essential drugs available to their people, successful applications of this principle so far remain few. Ideally, trade and health-related laws should work in harmony, for example, Rotterdam Convention on the Prior Informed Consent Procedure for Certain Hazardous Chemicals and Pesticides in International Trade (1998). A high level of compliance with such multilateral agreements can be achieved, a motivating factor being how a nation’s reputation is affected. Globalization will be optimized only when health becomes a central objective.

CLASSIFICATIONS OF NATIONS

All classifications have advantages and limitations. The term “third world” originated in French (tiers monde) following World War II when politicians aligned countries into the “free world,” the “communist block,” or nonaligned states (“third world”). This construct is now obsolete, communism being a spent force and new geopolitical alignments forming. In 1980, the Brandt Commission envisioned a world divided into “North,” the industrialized nations (mostly Northern Hemisphere), and “South,” comprising most of Africa, Latin America, and South and Southeast, and South and Southwest Asia, the underdeveloped regions. While several “south” countries have transcended this status, the terminology remains relevant with renewed interest in the Commission’s goals. The terms “developing versus developed,” or “less developed versus more developed,” refer mainly to economic development. However, income-based groupings may be preferable. The WB classifies nations into four groups based on gross national income (GNI) per capita, using U.S. dollar equivalents (Table 76-1).

Other classifications are also used, depending on the purpose. To compare disease burdens and expenditures, the World Health Organization (WHO; see International Health Agencies) groups nations as established market economies; former socialist economies of Europe; China and India as distinct entities due to population size; and the rest of the world by geographic region. The WHO also groups neighboring countries into regions, for example, Africa, Latin America and the Caribbean, and Eastern Mediterranean, for policy and programming purposes. The United Nations Children’s Fund (UNICEF), given its distinct mission, groups nations by their infant and early child mortality rates.

INEQUALITIES AND THE HEALTH OF NATIONS

Of 6.3 billion people in the world (Table 76-1), 2.3 billion live in the poorest countries (LICs), 2.6 billion live in lower-middle income countries (LMICs), and 333 million in upper-middle income countries (UMICs). About 972 million people live in HICs, rich in part because of their access to or ability to exploit resources, for example, oil, and food. Restated, over 80% of people live in nations with access to less than 20% of the world’s wealth and productive capacity. More striking is that 2.5 million of the world’s poor collectively have less wealth than the world’s richest 400 individuals. Such gross inequalities should challenge the world community. That LE varies by more than 48 years among countries (Japan 81.5; Zambia 32.7), and 20 years or more within countries, is not inevitable. Social factors influence the occurrence of most forms of disease and lie at the root of health inequalities. In response to this global challenge, WHO recently launched a Commission on Social Determinants of Health (2005) to review evidence, raise societal debate, and recommend policies to improve the health of vulnerable people; the thrust is to transform public health knowledge into political action.

The Human Development Index (HDI) is a composite index developed by the United Nations Development Programme (UNDP), combining income, life expectancy, adult literacy, and schooling. Although controversial, the HDI helps to compare countries regarding their health and welfare. In 2002, Norway had the highest HDI (0.956) and Sierra Leone the lowest (0.273; rank 177). Four decades ago, China ranked below Pakistan on education although equal on per capita income. Pakistan today (HDI 0.497; rank 142) remains an LIC with an unfavourable health status. China (HDI 0.745; rank 94) is now a LMIC showing impressive gains. This did not happen by chance. In its process of socialist modernization, casting off feudalism and colonialism, China emphasized prevention, focused on rural areas (using “barefoot doctors”), and implemented a “one-child policy.” Now contemplating democratic reforms, while challenged by noncommunicable disease (NCD) risk factors, HIV/AIDS, and most recently SARS, how China manages its health situation is of global interest.

Today, several Asian nations, for example, Japan, Singapore, and South Korea, are at par with western economies. While often attributed to investment policies, savings incentives, and land and tax reforms, more critical to health are their public investment in education and technology, and degree of gender equity. Notwithstanding significant gains in the Americas, for example, Chile, Brazil, and Mexico, the situation is dire for the countries of sub-Saharan Africa and western Asia whose economic viability is overwhelmed by population growth outstripping resources, environmental degradation, poor planning and mismanagement, corruption, military conflict, and widespread preventable diseases.

International Health Agencies

Health services in developing countries mostly reflect their own widely varying capacities. The international system plays an ancillary role, comprising four types of agency: multilateral, bilateral, non-governmental, and other.

Multilateral Agencies

Funded primarily by member governments, the lead agency of this type is WHO, headquartered in Geneva. Launched in 1948, under the aegis of the newly formed United Nations (UN), WHO is governed by a World Health Assembly composed of representatives from almost 200 member states. Its main task is to review and approve policies, program initiatives, and biennial budgets. WHO is primarily a coordinating agency, promoting technical cooperation among countries while facilitating training and technical assistance. Health data from member countries are analyzed and the resulting information disseminated globally; collaborative programs with member countries are performed by a Secretariat, supported by six regional offices with representatives in most countries.

The organization’s achievements are impressive. Most notably, it spearheaded the global eradication of smallpox, accomplished in 1979. Similar initiatives for other conditions are underway. Nonetheless, such selective programming by WHO attracts debate given its broader mandate. WHO also suffers from unreliable funding; for example, the United States owed $2 billion in the late 1990s. In recent years, extrabudgetary sources (grants, contracts, donations) have exceeded the regular budget. While this diversification protects WHO against unstable government funding, extrabudgetary support is mostly restricted to particular programs, which may influence or distort priorities.

Other multilateral agencies with health-related roles are UNICEF, UNDP, WB, UNAIDS (a separate agency since 1993, formerly the WHO Global Program on acquired immunodeficiency syndrome), the Food and Agriculture Organization (FAO), the United Nations Fund for Population Activities (UNFPA), the Office of the UN High
Commissioner for Refugees (UNHCR), and the UN Fund for Drug Abuse Control (UNPFDAC).

Bilateral Agencies
In addition to supporting multilateral agencies, most industrialized nations also provide aid on a “country-to-country” basis, attempting to match a recipient’s needs with the donor’s objectives and capacity to assist, usually subject to political considerations. Smaller donors are geographically selective; for example, Australia emphasizes its Western-Pacific neighbors. Others emphasize their expertise; for example, the Netherlands supports water technologies. Some follow historical links; for example, France emphasizes its former colonies. Some both receive and donate international aid, for example, Cuba, China. The United States links aid to democratic reforms and human rights, although restricting support for reproductive rights since 2001. Illustrating the flexibility of the bilateral system, other donor nations, for example, United Kingdom and Canada, compensate through unrestricted support for these rights.

In 2004, only five countries met the UN target of contributing at least 0.7% of gross national product in official development assistance (ODA): Norway, Denmark, the Netherlands, Luxembourg, and Sweden. In contrast, the United States provided only 0.16%, and the U.K. 0.36%. Spain, Germany, France, Finland, Belgium, and the U.K. have pledged to reach the target by 2015. Donor countries often rely on their own expertise through competitive bidding to design, implement, and monitor projects funded under bilateral agreements, sometimes requiring that the donor’s own products and services be used. Thus, a significant proportion of aid budgets may be recycled within a donor’s economy. As each donor has its own motivation, priorities, and management style, competition and conflict can arise in some settings, revealing a need to improve donor coordination. It is critical that ODA is increased, effectively placed, and fairly counted, so as to help to build sustainable capacities for all the people of the world.

International Nongovernmental Organizations
International nongovernmental organizations (NGOs) are increasingly active in development work as the inadequacies of bilateral and multilateral responses become more apparent. Sometimes known as “people to people” aid, their activities are mostly specific, for example, targeting trachoma, and cataract, while some are general, for example, aid for orphans. Supported mainly by voluntary subscriptions or donations, some NGOs also act under contract to governments or other agencies. The largest NGO is the International Red Cross and Red Crescent movement, which has national counterparts within most countries. It is mandated under the Geneva Conventions to assist prisoners and civilians in armed conflicts, including visiting detainees and enabling them to communicate with the outside world, setting up surgical hospitals and emergency teams, rehabilitation of war-disabled persons, and providing independent information on prisoners and war victims.

Other well-known international NGOs are Oxford Famine Relief (OXFAM), CARE International, Save the Children International Alliance, and World Vision. Medecins Sans Frontieres (MSF, Doctors Without Borders) was recently awarded the Nobel Peace Prize (1999). Founded in France in 1971, MSF provides health aid to war victims, and assists in other health disasters and development initiatives. Smaller international NGOs also make highly valuable contributions, many operating within a country. Many exercise key advocacy roles, for example, to prevent violent conflicts, promoting gender equity. Despite good intentions, given sometimes conflicting priorities and mandates, and competition for resources, better coordination would help them become more effective.

Other Agencies
Both developed and developing country institutions, universities, laboratories, and consulting groups are active in bilateral initiatives, and some also work with multilateral agencies, for example, as WHO collaborating centers. Several philanthropic bodies contribute substantially to international health, for example, the Bill and Melinda Gates Foundation, Robert Wood Johnson Foundation, David and Lucille Packard Foundation, and Aga Khan Development Network.

HEALTH REFORM AND FINANCING
In many developing countries, health and social development suffer from distortions in priority setting, fiscal allocations, and management. Neocolonial patterns are reflected in debt servicing and arms purchases (large donor countries are major suppliers), vastly exceeding the value of ODA and depleting national budgets. Given the consequently reduced national investment in health, private providers dominate with minimal regulation. Such situations have often arisen in virtual policy vacuums, with no explicit social development or health objectives, let alone comprehensive health sector planning.

The widespread need for reform was recognized by the WB in their concept of “investing in health.” However, this idea is not widely accepted by political leaders even in some industrialized countries; for example, millions of Americans lack health insurance. In virtually all countries, “reform” is driven more by fiscal than health priorities. Lack of investment in health by many developing countries contributes to a “brain drain” that further diminishes their capabilities while subsidizing the health systems of developed nations, some of which actively recruit this talent, for example, nurses and doctors. While health may be improved indirectly by investing in other sectors, for example, education, optimal outcomes require direct investment in the health sector. Assistance with health systems reform and human resources for health is an important responsibility for bilateral and multilateral aid agencies. There is a direct relationship between such investment and health outcomes.

Public-Private Partnerships
In 1998, the Director-General of WHO advocated greater collaboration with the private sector. Perhaps inevitable given the global trend towards privatization and declining public sector funding, with this endorsement, public–private partnerships (PPPs) were ushered in to address a broader range of health initiatives. Beyond philanthropy, the private sector now had to help shoulder responsibility for the public good, or otherwise demonstrate the failure of privatization as sound public policy. Likewise, many public health managers had little option other than to develop such arrangements, despite their untested strengths and limitations. As a company’s first responsibility is to its shareholders, the potential for conflicts of interest was recognized, as was the need for WHO to ensure safeguards to protect the public interest. Large corporations gained access to certain areas of decision-making arguably greater than that of many countries. Major pharmaceutical and equipment manufacturing firms joined private foundations to become major players in the global development scene.

While the impact of PPPs requires ongoing evaluation, some genuinely good work has emerged: subsidized products, distribution assistance, educational initiatives, and disease control ventures, for example, Global Alliance for Vaccines and Immunization and Medicines for Malaria Venture. In some instances, health services are to be strengthened, for example, Gates Foundation/Merck Botswana Comprehensive HIV/AIDS Partnership. However, WHO-facilitated PPPs generally emphasize specific disease interventions, and other PPP models seem better at health systems development; for example, BRAC (formerly Bangladesh Rural Advancement Committee), a people-centered national NGO, has developed an integrated multidimensional health program that links foundations, governments, and communities, with notable success within the country.

Strategic Options
The Alma Ata Conference sponsored by WHO and UNICEF in 1978 ushered in a new philosophy on health service development. With 134 countries represented, primary health care (PHC) was unanimously accepted as the key to attaining “by all peoples of the world by the year 2000 a level of health that will permit them to lead a
socially and economically productive life”. The PHC strategy emphasized community participation, and included adequate nutrition, safe water, sanitation, maternal and child health, immunization, medical care for common illnesses, access to essential drugs, control of locally prevalent diseases, and health education. Countries were motivated to formulate PHC approaches, setting objectives based on their health profile and resources.

However, lack of leadership and management skills in developing countries hampered progress towards this goal, and rather than taking on the task of building local capacity, the global agenda abruptly changed in 1979. A powerful counter movement questioned the feasibility of PHC, advocating an alternative strategy deemed “Selective Primary Health Care.” Buoyed by successful smallpox eradication, its goal was to control other important IDs, selected from a need to restore balance between these two strategic visions.

Endorsing “selective PHC,” WHO launched globally coordinated, nationally administered, vertically integrated, and externally financed programs against mostly single diseases, for example, tuberculosis, leprosy, and malaria. Progress towards eradication of poliomyelitis and dracunculiasis demonstrated again that selective approaches can work.

Developing countries quickly learned that selective programs attract funding, with little incentive for integration within broader programming; yet selective programs against every disease are unfeasible. Moreover, conditions dominating childhood morbidity and mortality (diarrheal diseases, acute respiratory infections, and malnutrition) are not efficiently addressed by selective PHC, and receive less funding. Regarding the NCD pandemic now dominating all regions except sub-Saharan Africa, lack of a broadly integrated PHC model hampers efforts to respond. At the “People’s Health Assembly” in Dhaka in 2000, delegates from 113 nations expressed disappointment over the unrealized goal of Alma Ata, and encouraged policy reflections “by” instead of “on behalf of” people, emphasizing the social and economic roots of ill health and poverty. There is clearly a need to restore balance between these two strategic visions.

Integrated approaches have been advocated in all developing regions, and some show promise, for example, vitamin A supplementation within the Expanded Program on Immunization. Integrated Management of Childhood Illnesses (IMCI) promotes case management for common IDs and malnutrition, with health systems improvements involving families and communities; but IMCI has not succeeded when scaled to a national level. Community-directed treatment for the control of onchocerciasis, schistosomiasis, and intestinal helminths were shown to be functional strategies in poor treatment for the control of onchocerciasis, schistosomiasis, and malaria. Progress towards eradication of poliomyelitis and dracunculiasis demonstrated again that selective approaches can work.

Developing countries quickly learned that selective programs attract funding, with little incentive for integration within broader programming; yet selective programs against every disease are unfeasible. Moreover, conditions dominating childhood morbidity and mortality (diarrheal diseases, acute respiratory infections, and malnutrition) are not efficiently addressed by selective PHC, and receive less funding. Regarding the NCD pandemic now dominating all regions except sub-Saharan Africa, lack of a broadly integrated PHC model hampers efforts to respond. At the “People’s Health Assembly” in Dhaka in 2000, delegates from 113 nations expressed disappointment over the unrealized goal of Alma Ata, and encouraged policy reflections “by” instead of “on behalf of” people, emphasizing the social and economic roots of ill health and poverty. There is clearly a need to restore balance between these two strategic visions.

Integrated approaches have been advocated in all developing regions, and some show promise, for example, vitamin A supplementation within the Expanded Program on Immunization. Integrated Management of Childhood Illnesses (IMCI) promotes case management for common IDs and malnutrition, with health systems improvements involving families and communities; but IMCI has not succeeded when scaled to a national level. Community-directed treatment for the control of onchocerciasis, schistosomiasis, and intestinal helminths were shown to be functional strategies in poor rural communities in Africa. While addressing onchocerciasis as a target for eradication, Carter Center researchers recently reported that health workers engaged in other health activities performed better in control efforts than those involved solely in its control.

Probably the best examples of integrated approaches are those addressing sexual and reproductive health (see Gender, later in this chapter). Integrated models for NCD, well tested in the WHO European Region’s CINDI network, are also of interest: Mauritius achieved impact on NCD risk factors with a policy and lifestyles approach; the Pan American Health Organization (PAHO/WHO) initiated the CARMEN network of projects in 1995; and in 2004, Pakistan launched an NCD Action Plan utilizing a PPP model. Despite the potential of these and other integrated models, they generally enjoy less political and funding support when compared with selective control models.

Responsibility for general inaction in implementing more broadly-based PHC is shared at all levels. District health systems in all countries have, in principle, the potential to integrate medical and public health approaches at community level, consistent with the Alma Ata vision. But district health officers in developing countries are often selected based on seniority without adequate training, while public health specialists may be assigned to inappropriate tasks, for example, emergency clinics. Perhaps it was unrealistic to entrust the implementation of PHC strategy to this poorly managed local health system. With this backdrop, the merits of selective disease control became easier for the multilateral system to advocate and finance, and stays well within their remit.

Citing the “disease-to-poverty” pathway, in 2001 the WHO Commission on Macroeconomics and Health gave timely support to the UN which then launched the Global Fund to Fight AIDS, Tuberculosis, and Malaria in 93 countries, committing an initial U.S. $1.5 billion by 2004, augmented in subsequent years. These are devastating conditions; for example, over the past two decades, more than 60 million people have become HIV-infected, and over three million have died from AIDS; in many countries health gains of the previous 50 years have been eroded; for example, in Botswana, adult HIV prevalence is 39%, and LE at birth is now below 40 years. However, despite this clear justification for the Global Fund, whenever selective goals receive massive support, alternative choices inevitably drop in priority; especially so in an era of ODA falling far short of the 0.7% which rich countries pledged to work towards in Monterrey and Johannesburg. The “poverty-to-disease” pathway also must be addressed, as recognized in 2005 when WHO launched The Commission on Social Determinants of Health.

Focusing more on poverty reduction, the eight Millennium Development Goals (MDGs) adopted by the UN in 2000 committed members to tackle ill-health, gender inequality, lack of education, poor access to clean water, and environmental degradation. Three MDGs are directly health-related: reduce child mortality; improve maternal health; and combat HIV/AIDS, malaria, and other diseases. Critical needs such as health systems development, sexual and reproductive health, and NCDs were omitted, although countries may add their own goals.

**HEALTH TRANSITIONS**

Epidemiologic transition theory combines the demographic transitions attributable to declining mortality and fertility rates, with shifts in variables that produce disease patterns. The process was experienced slowly by western societies over three centuries, accompanying improved literacy, hygiene, nutrition, and sanitation; medical interventions played a late role. The “classical” model of western Europe and North America revealed declining infant mortality, increased LE, and aging populations, with a gradual shift in predominance from IDs to NCDs and injuries. Less developed countries are undergoing faster transitions, the timing and pace of fertility decline varying with socioeconomic, medical, technological, and political settings.

Variants of the theory help to characterize observed changes. The “accelerated/sem西侧ern model” applies to eastern Europe, Russia, and Japan: the disease pattern changes are attributed mainly to synergy between sanitation and disease control, for example, antibiotics, immunization, insecticides, and organized health care. A “rapid transitional variant” fits scenarios seen in fast industrializing or socially developing countries that are often small, for example, Hong Kong, Singapore, and Caribbean nations, where mortality declines began only in the third or fourth decade of the twentieth century, but once fertility then began falling, it did so rapidly. A “slow transitional variant” characterizes LICs in Africa, Asia, and Latin America, with moderate mortality declines and still high fertility associated with short LFs and young age structure, and slow socioeconomic development; a large NCD burden is superimposed on persistent heavy burdens from IDs and malnutrition. An “intermediate transitional variant” includes countries with patterns falling between rapid and slow models, having well-organized family planning programs, but coping with a considerable “double burden” of disease.

Epidemiological transition theory helps explain existing patterns and disparities in international health, and provides an approach to modeling projections. Stages may overlap between or within countries; underlying processes may stagnate or even reverse; war, unfair trade, microbial resistance, systems failure, resource depletion, and environmental damage may be incorporated. Scenarios for sustained health can also be projected: this model calls for improved global governance, investment in social programs, sound resource and...
environmental management, health systems adjusted to aging populations, and strategies to reduce disparities between rich and poor.44 Denoting transition variables as either determinants or consequences, or interpreting their interactions, is problematic. Furthermore, globalization forces may further distort current and future scenarios: rural to urban population drift, changing nutrition, and other lifestyle variables are dramatically transforming health patterns. The increasing prevalence of overweight or obesity, due to a shift from traditional diets low in fat and high in grains, to diets high in fats, processed foods, and meats, along with more sedentary living, is driving increasing rates of cardiovascular and metabolic disorders, for example, diabetes, especially in lower socioeconomic groups.45 In addition, NCDs are more likely to occur in adults who once suffered intrauterine growth retardation due to maternal undernutrition.46 The poorest LICs, mostly in Africa, already face a triple burden of communicable diseases, NCDs, and sociobehavioural disorders; by 2020, NCDs will account for 70% of deaths in developing regions, injuries will rival infectious diseases in priority, and tobacco is expected to kill more people than any single disease, even HIV/AIDS.47

Global and Regional Health Profiles

During the twentieth century, death rates fell and LEs rose first in the more developed countries, and then throughout the less developed world. In 1900, LE at birth was 45–50 years in the United States, Europe, Japan, and Australia. Today, LE in the United States is 77 years, while in Japan and many European countries, LE is over 80 years. However, Russia, Central Asian, and Eastern European states experienced declining LEs during the 1980s and 1990s when economic conditions deteriorated. Between 1990 and 2000, Russian male LE fell from 64 to 59 years, and female LE dropped about 2 years to 72 years.48 In Africa, adult mortality, following steady declines until the mid-1990s, sharply reversed; in parts of sub-Saharan Africa, current adult mortality rates now exceed the levels of three decades earlier, producing a rapid drop in LE in the 38 most-affected African countries, where nearly 10 years of LE will have been lost by 2020–2025, falling to age 40 or less in at least eight countries. Without HIV/AIDS, LE at birth in the African Region would have been almost 6.1 years higher in 2002. Healthy LE (HALE) converts total LE into equivalent years of “full health” by taking into account years lived in less than full health as a result of diseases and injuries.49 Globally, HALE varies even more than total LE, ranging from 41 years for sub-Saharan Africa to 71.4 years for western Europe in 2002. As LE at birth is heavily weighted by death at younger ages, to account for survivorship at older ages in various states of health, Disability Adjusted Life Years (DALYs) is an alternative health measure used. The distribution of DALYs in 2002 due to three groups of conditions, for selected world regions, are presented in Table 76-2: Group I (communicable diseases, maternal and perinatal conditions, and nutritional deficiencies) accounts for below 10% in each developed region, but for almost 75% of DALYs in Africa. However, in all other developing regions, Group II (noncommunicable conditions) equals or exceeds the burden due to Group I. Health policies in poor countries, and at a global level, given the current preoccupation on IDs, must be quick to adapt or lose the opportunity to prevent much of the now burgeoning pandemic of NCDs and injuries. Differences also exist for indigenous populations.50 Wherever measured, for example, Australia, Canada, New Zealand, and the United States, aboriginal people experience lower LEs, higher infant mortality, higher rates for IDs and NCDs, and much higher rates of drug use, injuries, and suicide than general populations. Such gaps signal an urgent need to take action on the social causes that result in these health inequities.

### FOOD AND NUTRITION SECURITY

Nutrition throughout life determines growth, development, and disease susceptibility. Although enough food is produced to feed everyone, inequitable distribution results in hunger and malnutrition, affecting over 350 million people worldwide. Most vulnerable are the poor, the marginalized, women, children, and persons exposed to natural or manmade disasters. Children are most vulnerable and suffer irreversible growth retardation by stunting and wasting, and impaired cognitive development that affects them through life; females are almost twice as likely as males to experience malnutrition.

Food security would exist when all people, at all times, have physical and economic access to sufficient, safe, and nutritious food to meet their dietary needs and preferences. Food insecurity results from unavailability, unstable supplies, insufficient purchasing power, inappropriate distribution, or inadequate household utilization. FAO classifies most of the developing world as “low income, food deficit countries” (LIFDCs) not producing enough food to feed their people and unable to afford importing sufficient amounts to close the gap.51 FAO estimates that 852 million people worldwide were undernourished in 2000–2002: 815 million in developing countries, 28 million in transitional countries, and 9 million in industrialized countries. The World Food Summit (1996) called for improving food security in over 80 LIFDCs by rapidly increasing food productivity; reducing year-to-year variability in production; and improving food access. The goal is to halve the number of malnourished people globally by
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NOTE: “Developed” versus “developing” based on WHO region and mortality rates for children <5 and adult males 15–59 years. Region abbreviations: SE Asia = South East Asia; E Med = Eastern Mediterranean; W Pacific = Western Pacific; Americas developed = Canada, Cuba, United States of America; W Pacific developed = Australia, Brunei Darussalam, Japan, New Zealand, Singapore.
2015, the underlying assumption being that barriers to food security can be overcome by economically viable and environmentally sustainable means; however, trade practices and policies associated with deregulated markets impede progress toward this goal.

Though food and nutrition insecurity is generally declining worldwide, albeit slowly in South Asia, the problem is worsening in Africa due to civil conflicts, droughts, floods, and economic downturns. Estimates of undernourished people in Africa rose from 111 million in 1969–1971 to 204 million in 1999–2001. Food shortages are now so severe in East and Central Africa that they require regular international interventions. Rich country agricultural subsidies total over $300 billion annually, nearly six times the value of ODA. Food and nutrition security remain global ethical imperatives.

► WATER AND SANITATION

Over a billion people in developing countries lack access to safe water, and 2.4 billion lack access to adequate sanitation. In rural areas without distribution technology, digging and carrying water, often performed by women and children, reduces the time available for other subsistence activities. In urban slums from Lima to Karachi, the poor suffer from exploitation by tanker “maafis” delivering water at prices up to 20 times that paid by those who enjoy a municipal supply; poor households spend up to 40% of their income on water.24 Most vulnerable are children, who suffer over three million deaths annually from preventable diseases due to lack of water, dirty water, and inadequate sanitation. Oral rehydration for diarrhea reaches only about half of those in need; without water for washing, skin and eye infections, for example, trachoma, can lead to blindness. Provision of hygiene education, water, and sanitation can reduce water-borne diseases.25 There is gross mismanagement of water resources virtually everywhere, and the abuse of water security as an instrument of conflict has increased exponentially. Of 30 such events over the past 20 years, half were military actions targeting water supplies, resulting in widespread water-borne diseases, affecting mainly infants and children; this form of biological warfare is not recognized under the Biological Weapons Convention (1972). Projections for 2025, if left unchecked, reveal that 40% of the world’s population will face a crisis of drinking water availability; water security is a global health issue.

► GENDER

Gender refers to social differences between women and men within and across cultures and that change over time: roles and responsibilities, opportunities and constraints, and needs and perceptions. Both sex (biological differences) and gender are determinants of health. Many health inequities stem from gender differences: in men, higher risk-taking, smoking, and alcohol abuse; in women, reduced health-seeking behavior if community norms prevent mobility without a male escort, and lack of autonomy over sexual and reproductive health. In many LICs, gender-related health risks are much greater for women than for men: less access to resources; economic dependency; and lower status despite their contributions to home and community. In some cultures, the simultaneous burden of less-valued productive and reproductive roles places women at special risk, with systematic loss of life at all stages, as in South Asia: prenatal sex selection, infanticide, differential malnutrition, dowry and honor killings, unsafe birthing practices, and less access to health care, all reflected in persistently high male-female sex ratios. As poignantly asked by Amartya Sen: “Where are the 100 million missing women?”

Addressing gender-based health issues entails improving the status of women and girls. Strategies include increasing the following: enrollment of girls in schools; access and availability of contraception; women’s share of nonfarm workforce; involvement of women in decision-making; gender as an explicit component of health research, interventions, systems reform, education, policies, and programs. The International Conference on Population and Development held in Cairo (1994) was critical in resetting the agenda. Signed by 179 governments, the plan of action helped to evolve reproductive services to better meet the needs of both women and men, replacing traditional family planning programs with broader services addressing sexuality, gender-based power, STDs, domestic violence, maternal mortality, and abortion.26 Developments since Cairo reveal encouraging examples of integrated interventions, evoking the Alma Ata approach to PHC, for example, Pakistan’s National Programme for Family Planning & Primary Health Care, now enjoying renewed support, NGO partnerships, and substantial bilateral assistance.27 Conservative governments, and some religious and special interest groups, have tried to overturn or revise elements of the Cairo agenda. However, governments increasingly are taking heed that a country’s social and economic development is often reflected in the status of their women. The emergence of women as national leaders, seen exponentially over the past decade, may signal an important global shift in attitudes.28
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INTRODUCTION

Core public health—food and water sanitation, sewage and refuse disposal, vermin control, and the management of zoonosis and communicable diseases—depends on law as much as on science. From the Roman sewers and public water systems, and the Venetian 40-day interregnum for ships entering port, to the recent eradication of smallpox, public health depends on the power of the state. Public health authorities must seize property, close businesses, destroy animals, or involuntarily treat, or even lock away, individuals. Without the coercive power of the state, public health and modern society would be impossible.

With the exception of its higher rates of HIV infection, the United States is similar to other developed countries. For the past 30 years, communicable diseases have been relatively well controlled, shifting the public focus to the problems of chronic diseases. The September 11, 2001, terrorist attacks on the United States, which were followed by several deaths from anthrax spores carried through the mail, refocused public opinion on public health and its role in protecting the nation from bioterrorism. The specter of bioterrorism, especially an attack with smallpox, has forced a reappraisal of the balance between individual liberty and public health authority.

This chapter focuses on public health law in the United States. It reviews the constitutional basis for public health law, the routine practice of public health law as administrative law, and concludes with a discussion of the future of public health law, which includes the role of public health law in national security law.

PUBLIC HEALTH AND PRIMARY CARE

Public health law, as discussed in this chapter, deals with the role of the health department as a regulatory agency. If a health department also delivers primary care, it is a dual role department. When a health department provides health care to individuals, whether it is prenatal care, well-child checkups, or general primary care, the health department employees or contractors providing medical care must follow the same laws on privacy and patient autonomy as other health-care providers. As one example, a prenatal care clinic must comply with the provisions of the Health Insurance Portability and Accountability Act of 1996 (HIPAA). HIPAA limits the transfer of personal medical information without the patient’s consent, and sets out standards for how the privacy of that information must be protected. HIPAA does not apply to public health reporting or the handling of information for public health regulatory purposes.

Specialty public health treatment programs, such as tuberculosis control, mix the personal medical care and public health regulatory roles. The basic patient medical information that is not necessary for disease control (personal health information other than the diagnosis of the communicable disease) is treated the same as medical information in other clinical settings. Given the complexity of health-care privacy laws, it is critical that the disease control function be clearly separated from the medical services. In effect, the health department’s clinical care programs should be treated the same as clinical care programs run by other health-care providers.

THE CONSTITUTIONAL BASIS FOR PUBLIC HEALTH LAW

In all societies, public health authority is derived from the basic power of the state to preserve itself: the right of societal self-defense. The Constitution grants the government broad, almost unlimited, public health powers because, when the Constitution was drafted, epidemic disease threatened the social order, not just the lives of individuals. Pestilence was part of everyday colonial life, a constant threat that contributed to a life expectancy of only 25 years. Soon after the Constitution was ratified, an epidemic of yellow fever raged in New York and Philadelphia. The prevalent attitude of that period toward disease was captured in an argument before the Supreme Court:

For 10 years prior, the yellow fever had raged almost annually in the city, and annual laws were passed to resist it. The wit of man was exhausted, but in vain. Never did the pestilence rage more violently than in the summer of 1798. The State was in despair. The rising hopes of the metropolis began to fade. The opinion was gaining ground, that the cause of this annual disease was indigenous, and that all precautions against its importation were useless. But the leading spirits of that day were unwilling to give up the city without a final desperate effort. The havoc in the summer of 1798 is represented as terrific. The whole country was roused. A cordon sanitaire was thrown around the city. Governor Mifflin of Pennsylvania proclaimed a non-intercourse between New York and Philadelphia.

The government took such extreme actions because it feared that social order would collapse. Bioterrorism presents the same threats to modern society, and the legal authority to deal with bioterrorism is rooted in the same constitutional provisions that allowed these actions in 1798.

The Constitution divides the government powers between the state and federal government. The federal government was given the power over foreign affairs and trade, war and insurrections, and the commerce between the states. The federal public health powers derive from the power to regulate trade and to control military threats and insurrections. Most of the public health powers were given to the states.
Every state has acknowledged power to pass, and enforce quarantine, health, and inspection laws, to prevent the introduction of disease, pestilence, or wholesome provisions; such laws interfere with no powers of Congress or treaty stipulations; they relate to internal police, and are subjects of domestic regulation within each state, over which no authority can be exercised by any power under the Constitution, save by requiring the consent of Congress to the imposition of duties on exports and imports, and their payment into the treasury of the United States.6

These powers are called the police powers. The term police does not refer to police departments, which did not exist in their present form until much later. It refers to the older meaning of the word “police”—to keep order. The state’s police powers deal with general issues of public health and safety, not the punishment of criminals. Until the late 1800s, the federal government did little more than maintain quarantine stations and public health service hospitals. Even today, most public health and public health law is carried out by the states.

The Constitution gives the states all the powers not reserved for the federal government that are not otherwise limited by the Constitution. These reserved powers—interstate commerce, foreign affairs—and constitutionally protected areas—criminal prosecution, free speech, equal protection, property rights—are the main limits on the state police powers.

Criminal Prosecution

The Constitution provides its greatest protections for individuals who are accused of crimes. Threat of criminal prosecution triggers the constitutional provisions preventing unreasonable searches, protection against self-incrimination, the right to appointed counsel, and the other rights that attach when an individual is arrested. Public health agencies do not have to provide these protections as long as their intent is to prevent harm to the community, rather than to punish an individual or act as agents of the criminal justice system. Even when public health agencies isolate or quarantine individuals, they do not have to provide criminal law protections because their intent is to prevent harm to the community, not to punish the individual.7

Legislatures are sometimes tempted to use public health laws in place of criminal laws to avoid the constitutional protections required for prosecution. For example, if the government wants to search property or perform a medical test to collect evidence for criminal prosecution, the government must get a warrant. The government must present evidence to a judge that there is probable cause to suspect the specific individual of a crime and what type of evidence is being sought with the warrant. These warrants are not necessary for public health (administrative) searches. The Court struck down a program using public health powers to collect information about drug use by pregnant women because it was being used for criminal prosecution as well as public health purposes.8 The Court ruled that the government must get a probable cause warrant to use the information for criminal prosecution, even if there was also a valid public health purpose for collecting it. Bioterrorism investigations pose even more difficult coordination problems between public health and law enforcement because public health professionals want to control the threat to the community as quickly as possible, while law enforcement needs to protect the crime scenes while it waits to get proper warrants to gather evidence for criminal prosecutions.9

Equal Protection

The Constitution does not allow public health laws to be used as an excuse for otherwise prohibited discrimination. For example, the Court struck down special building regulations for Chinese laundries because there was no evidence that Chinese laundries were any greater threat to the community than laundries owned by non-Chinese.10 However, public health laws can be constitutional when they have a differential impact on otherwise protected groups if there is evidence that a disease is more prevalent in that racial or ethnic group. This is commonly seen in screening programs for genetic diseases, which can affect blacks, Jews, Amish, and other genetically distinct groups at very different rates.

Property Rights

The Constitution requires that the government pay fair compensation for private property that is taken for public use. Persons whose property is being taken have a right to a hearing before the property is taken. At the hearing they may contest the basis for the taking and the price that is being paid. When property is seized and destroyed because it is a threat to the public health, such as spoiled food,11 or houses that need to be razed to stop an advancing fire,12 there is no right to a hearing before the action. There is no right to compensation because the property had no value, in one case, because it was spoiled, and in the other, because it would have been destroyed by the fire. However, if the government takes private property to use it in a public health emergency, such as turning a hotel into a quarantine facility the property owner may not have a right to hearing before the taking, but will probably have a right to be compensated for the use of the property.

Interstate Commerce and Foreign Affairs

State laws that use public health enforcement to discriminate against out-of-state businesses are unconstitutional. Courts have struck down laws that imposed more stringent sanitary restrictions on out-of-state milk processors. Even if the restrictions are the same for in- and out-of-state businesses, the courts will strike down a law if it has a disparate impact on out-of-state business.13 For example, a requirement that milk must be processed and delivered within 24 hours might prevent out-of-state dairies from selling milk in the state. This law would violate the Commerce Clause of the Constitution unless there is evidence that the 24-hour rule is necessary to protect the public health. Conversely, a Texas law that banned the import of Louisiana cattle was constitutional because Texas could show a real risk of anthrax in the Louisiana cattle.14 States are likewise prohibited from having special regulations for foreign trade and foreign visitors.

Freedom of Speech

The First Amendment of the Constitution protects freedom of speech. This prevents the government from regulating publications that contain inaccurate or even dangerous health information, as long as the publication is not an advertisement for a product. For example, the government cannot regulate WWW sites that publish dangerous diet information unless the information is an advertisement for a product. The Supreme Court has broadened the protections for advertisements over the past decade.15 Now, if the advertisement is accurate, it cannot be banned, even if it encourages dangerous behavior such as buying beer with the highest alcohol content.16

PUBLIC HEALTH LAW AS ADMINISTRATIVE LAW

Administrative law is the law that governs state and federal agencies. It deals with the relationship between individuals and government, outside of the criminal justice system and the military.17 Public health law and the predecessors to public health agencies can trace their heritage to the colonial governments. Public health law is one of the earliest examples of administrative law in the United States.

Separation of Powers

Administrative law arises out of the separation of government powers into the legislature, the executive (the president or governor), and the courts. The legislature passes the laws that give agencies their
powers and their budgets. The agencies that enforce laws, including public health agencies, are part of the executive branch of the government, and are under the political control of the executive branch. In the federal government, this is the president. In state governments, this is usually the governor, but states have other elected officials, such as the attorney general, who run their own agencies outside of the control of the governor. The legislature can also create independent agencies by having the executive appoint members of a board or commission to run the agency, and making the terms of office of the members such that no single governor or president can appoint all the members. The federal Securities and Exchange Commission is an independent agency. Some state and local health departments are run by a board of health, which makes them better insulated from political interference, but even with a board of health, state and local agencies are much less independent than federal independent agencies.

The role of the courts in administrative law is to assure that the laws empowering the agency are constitutional, and that the agency carries out the laws in a way that is consistent with the intent of the legislature. The courts recognize that the executive branch is charged with overseeing the agencies, and that it is the executive branch that the voters expect to make the policy decisions that the agency carries out. If the agency action is constitutional and is consistent with the legislation that authorizes it, then the courts should defer to the agency and leave it to the voters to seek change from the legislature. The courts recognize that the executive branch is charged with enforcing laws, including public health laws, like the Model State Emergency Health Powers Act. These broad powers are most important when there are unexpected threats to the public health or in emergencies where the agency may have to change strategies based on the changing nature of the threat. Traditionally public health agencies were given very broad powers to do what was necessary to protect the public health. This reflected both the strong public support for the agencies and the recognition that public health decisions should be made by public health experts. These broad powers are most important when there are unexpected threats to the public health or in emergencies where the agency may have to change strategies based on the changing nature of the threat. Traditionally public health agencies were given very broad powers to do what was necessary to protect the public health.

Administrative Searches

Public health officials routinely enter private property to inspect for compliance with health standards and to access potential health hazards. Historically, the U.S. Supreme Court did not require any kind of warrant for these inspections. The court reasoned that the Constitutional requirement of a probable cause warrant was limited to criminal investigations. In the 1960s, concerned about possible harassment by health inspectors, the Court required that the public health department show some evidence of a public health purpose for an inspection. This is called an administrative or area warrant and it does not require any specific information about the individual properties being inspected. Instead, it describes the general area to be inspected and the reason, such as all the houses in a given neighborhood are to be inspected for rat infestations. If the premises being searched operates under a license or permit, the conditions of receiving the license or permit usually include allowing searches without notice or a warrant during regular business hours.

Administrative searches sometimes turn up evidence of criminal conduct: can the health inspector call the police, and can the police use the evidence in court? If the criminal conduct is related to the activity being regulated by the agency, the evidence can usually be used in court. For example, if a restaurant inspector found that the chef was using black market seafood, this evidence could be used for criminal prosecution. If a rat inspector found the homeowner’s marijuana stash, this would have nothing to do with the search and it is unlikely that the courts would accept it as evidence. More importantly, health departments resist turning evidence over to the police because if the community sees health inspectors as agents of the police, it will make their work much more difficult and dangerous. If the police ask the health inspector to look for something, then the courts will find that the health inspector is acting for the police and thus cannot enter without a probable cause warrant.

Statutes and Regulations

While the president and most governors have some power directly from the federal or state constitution that creates their office, most of the powers of the executive branch come from laws passed by the legislature. The legislature also creates agencies and assigns their powers. If the legislature wants to control agency, it passes very specific and detailed laws giving the agency narrow powers and specifying how those powers will be used. This limits agency discretion. The Americans with Disabilities Act is an example of a detailed statute that limits agency discretion. The legislature may want the agency to have discretion, often because the legislature does not want to make a difficult political decision. An example is the Federal Energy Regulatory Commission, which Congress left to decide whether cheap electric power is more important than plenty of electric power. The legislature will also give an agency broad discretion if the legislation involves technical standards which are based on expert judgment.

Traditionally public health agencies were given very broad powers to do what was necessary to protect the public health. This reflected both the strong public support for the agencies and the recognition that public health decisions should be made by public health experts. These broad powers are most important when there are unexpected threats to the public health or in emergencies where the agency may have to change strategies based on the changing nature of the threat. Traditionally public health agencies were given very broad powers to do what was necessary to protect the public health. This reflected both the strong public support for the agencies and the recognition that public health decisions should be made by public health experts. These broad powers are most important when there are unexpected threats to the public health or in emergencies where the agency may have to change strategies based on the changing nature of the threat. Traditionally public health agencies were given very broad powers to do what was necessary to protect the public health.
Public Health Law Tools

The most important tool of effective public health practice is education. Public health depends on the voluntary cooperation and support of the community. In addition, however, public health agencies must also use the law to assure that individuals and businesses comply with public health laws. Public health officials have five primary enforcement tools: (a) permits, licenses, and registrations; (b) administrative orders; (c) direct abatement; (d) civil penalties; and (e) injunctions.

Permits

Permits, licenses, and registrations are used to regulate routine activities that may pose a threat if they are carried out improperly. Food establishment permits are the most common public health example. Permits pose the fewest legal issues because they are prospective. If the permit is issued, the regulations will follow an approved national code and that special situations will be handled by the public health officer. To qualify for a permit, the applicant must agree to abide by the regulations and to allow entry by the health inspectors, without notice or a warrant, to assure compliance with the applicable standards. The health officer will determine if the applicant meets the standards for a permit, and whether a permit should be revoked or denied because the permittee has violated these standards.

Administrative Orders

Administrative orders are orders issued by a public health agency directly to an individual or a business requiring that actions be taken to mitigate a threat to the public health. These can range from an order to inspect a unit to an order to cease and desist. In public health emergencies, time is more important than money, so the courts would be more likely to interfere with agency actions as the emergency was unfolding. As in the disability case, it would be more efficient to have hearings after the action, since in many cases the person would not contest the agency decision.

The third reason courts defer to agencies is because it respects the constitutional separation of powers. The legislature gives agencies their powers and their budgets. The courts recognize that as long as the agency is acting constitutionally and its actions are rationally related to its mission, the executive branch should be allowed to set policy. If the voters do not like what the agency is doing, the remedy is through the political process, not the courts. Thus the most important limits on agency action are political. For public health departments, the public must support their actions or the legislature will limit them by law or by cutting the agency budget.

Direct Abatement

The public health department can act on its own, if it has been given the authority to do so, to abate a public health problem. This is very common in environmental health. Health departments routinely mow weeds, board up or tear down dangerous buildings, and enter property to treat standing water that can breed mosquitoes. Direct abatement is generally used when the property owner cannot be located or refuses to comply with administrative orders. The costs of direct abatement may be billed to the owner or charged as a lien against property, which will be collected when the property is sold.

Fines and Other Punishments

Persons who violate public health administrative orders or statutes can be fined or jailed, after appropriate legal process. In most public health cases the fines are too small to be a deterrent and the municipal court judges who hear these cases are usually unwilling to jail a person for a public health violation. (As health officers quickly learn, it is hard to get judges to take “dog law” cases seriously.) However, fines and imprisonment are important enforcement tools for state and federal environmental quality laws because the fines can run to millions of dollars and the federal judges have no hesitation in ordering jail sentences.

Injunctions

When a violator ignores administrative orders, when the violator has been incarcerated but the hazard has not been abated, or when the public health agency wants to mitigate a hazard prospectively, the proper remedy is an injunction. Unlike other legal proceedings where the court can only order fines or imprisonment, an injunction allows the court to give specific orders on what must be done or what is prohibited. In addition, the agency can often select the judge who will rule on the injunction. Courts can and do use fines, imprisonment, and other coercive strategies to enforce their injunctions. Courts may grant an injunction to prevent irreparable harm: harm that cannot be remedied by awarding monetary damages. For example, if a logging company mistakenly enters your land and begins to cut the trees, the court could order them to stop rather than just assuring that you get the market value of the wood. When a public health agency seeks an injunction, the courts will usually defer to the agency’s determination that the condition threatens the public health and that the injunction will remove this threat.
If there is an immediate threat, the court can order a temporary injunction on the evidence presented by the agency without waiting to hear from the other party. These are called *ex parte* proceedings. The court will order a hearing as soon as possible to allow the enjoined party to contest the injunction. Such emergency actions are used for threats such as tainted food or water, or a hazard such as a fire-weakened structure that threatens to fall. If the threat does not require emergency action, the opposing party must be given notice and be allowed to be heard in a court hearing before an injunction is granted. After the opposing party has been heard, the court may either dissolve the temporary injunction or enter a permanent injunction. Permanent injunctions are very important in public health enforcement because they are often the only way to deal with recalcitrant violators.

### PRIVACY, AUTONOMY, AND THE PUBLIC HEALTH

Protecting the public health often affects individual and institutional rights. The cost of pollution control can reduce the profitability of businesses, food sanitation rules increase the cost of building a restaurant, and concerns for problems such as mad cow disease can injure the livelihood of everyone in an industry. Yet the most difficult public health law issues are those involving the privacy and autonomy of individuals. While these questions once arose only in communicable disease control programs, privacy and autonomy questions also arise as public health becomes more involved with the control of lifestyle diseases such as smoking and obesity.

### PUBLIC HEALTH SURVEILLANCE

All public health begins with the collection and analysis of data about individual illness. In some cases this analysis can be done on anonymous data, but in most cases identified data is necessary for accurate analysis. The court explained the legal rationale for surveillance and using personal medical information in a case involving a typhoid carrier:

> The Sanitary Code which has the force of law . . . requires local health officers to keep the State Department of Health informed of the names, ages, and addresses of known or suspected typhoid carriers, to furnish to the State Health Department necessary specimens for laboratory examination in such cases, to inform the carrier and members of his household of the situation and to exercise certain controls over the activities of the carriers, including a prohibition against any handling by the carrier of food which is to be consumed by persons other than members of his own household. . . . Why should the record of compliance by the County Health Officer with these salutary requirements be kept confidential? Hidden in the files of the health offices, it serves no public purpose except a bare statistical one. Made available to those with a legitimate ground for inquiry, it is effective to check the spread of the dread disease. It would be worse than useless to keep secret an order by a public officer that a certain typhoid carrier must not handle foods which are to be served to the public.25

Medical care providers are the most common source of information, but reporting requirements for child abuse also include teachers and many others who would be in a position to notice abuse. Privacy advocates argue that individually identified information should not be reported without the individual’s permission. Given the sensitive nature of public health data, requiring the patient’s permission to report would seriously compromise the quality of the information. It could even lead to injuries if the report concerned communicable diseases or child abuse. After the U.S. Supreme Court found a right of privacy implicit in the Constitution,26 the court also recognized that this right of privacy must give way when necessary to protect the public health:

Unquestionably, some individuals’ concern for their own privacy may lead them to avoid or to postpone needed medical attention. Nevertheless, disclosures of private medical information to doctors, to hospital personnel, to insurance companies, and to public health agencies are often an essential part of modern medical practice even when the disclosure may reflect unfavorably on the character of the patient. Requiring such disclosures to representatives of the State having responsibility for the health of the community, does not automatically amount to an impermissible invasion of privacy.28

All state constitutions also allow public health reporting of identified information, although at least one state still limits the right to collect information about HIV. All states require the reporting of child abuse, and most states also require the reporting of elder and spousal abuse, as well as violent or suspicious injuries, including all gunshot wounds, knifings, poisonings, serious motor vehicle injuries, and any other questionable wounds. Health-care providers and others making these reports cannot be held liable for the patient for incorrect reports, as long as the report was made in good faith. Failing to make a report can result in liability in many states if the injured person can show that the report was required and that the injury was caused by the failure to make the report.29 Knowing reporting false data such as an incorrect name when the patient’s real name is known, does not satisfy the duty to report, and the reporter can be disciplined by the state.

In addition to requiring third parties to report public health conditions, public health agencies can carry out their own investigations. Infected individuals can be interviewed to determine where they contracted the disease and who they have been in contact with.30 These contacts will then be interviewed, without divulging the source of the contact information, to determine the spread of the disease. While the law would allow the punishment of persons who lie to disease investigators, in practice, investigations have historically been treated as voluntary. Investigations of serious outbreaks, such as smallpox, have used very intrusive techniques, including paying informers.31 In a bioterrorism investigation, it is likely that the police will apply criminal law investigation standards, which do require cooperation, and which punish false information.

### Testing and Treatment

Testing and screening are key strategies in accessing populations at risk for communicable disease. Screening systems, such as tuberculosis skin testing, are necessary to learn the prevalence of a disease in the community, to investigate specific outbreaks, and to identify individuals for treatment or restrictions. In most cases, individuals cooperate because of the benefit to themselves and to the community. When an individual does not cooperate, the agency may order them to submit to the test. While there are strict limits on involuntary testing when the results are to be used for criminal prosecution, public health agencies have great latitude to order testing for disease control,32 including testing of persons with religious objections to medical treatment.33 Many states require screening of pregnant women for syphilis to prevent congenital syphilis,34 and one state requires testing of newborns to detect congenital illness such as hypothyroidism and phenylketonuria.

The courts will order the involuntary treatment of prisoners and persons who are committed to mental institutions, but involuntary treatment is almost never used in routine public health when the case is a competent adult. (Treatment orders are commonly used to require the treatment of children against their parents’ wishes.) Instead, public health agencies will usually isolate an infectious person until the disease is resolved or the patient accepts treatment. In almost all cases, the patient prefers treatment to isolation. In a bioterrorism event involving a treatable infectious agent, mandatory treatment might be necessary because of limited isolation facilities.
**Vaccinations**

Vaccinations are a critical part of public health practice. Vaccinations eradicated smallpox and have dramatically reduced the morbidity and mortality of diseases such as measles, mumps, diphtheria, tetanus, and many others. Despite their value to the individual and to the public, vaccinations have always been controversial. The U.S. Supreme Court ruled on the constitutionality of mandatory vaccinations in 1905, and their ruling remains relevant today:

> We are not prepared to hold that a minority, residing or remaining in any city or town where smallpox is prevalent, and enjoying the general protection afforded by an organized local government, may thus defy the will of its constituted authorities, acting in good faith for all, under the legislative sanction of the state. If such be the privilege of a minority, then a like privilege would belong to each individual of the community, and the spectacle would be presented of the welfare and safety of an entire population being subordinated to the notions of a single individual who chooses to remain a part of that population.³⁵

In 1905, the smallpox vaccine was known to be dangerous and the court appreciated that mandatory vaccination would injure many people. Smallpox vaccine is safer than it was in 1905, and other vaccines are very safe, compared to the risks they prevent. The state has clear authority to require vaccinations of adults and children, and there is no constitutional requirement that the state recognize religious or philosophical objections to vaccination.³⁶ Unfortunately, mandatory vaccination is losing political support. Many states no longer require children to be vaccinated before entering public schools, allowing parents to refuse vaccination if they do not want them for their children.

Emerging diseases, such as new flu agents, or the use of smallpox as a bioterrorism agent, could require large-scale vaccination campaigns, with the option of mandatory vaccinations. Official federal policy is that vaccinations would not be used in the event of a bioterrorism outbreak. In contrast, most states are prepared to use mandatory vaccinations for agents such as smallpox and are considering such requirements for other outbreaks. While mandatory vaccinations are legally allowed, such programs will be ineffective if the public is not educated to understand why mandatory vaccination is necessary.

**Quarantine and Isolation**

From Leviticus and the Koran, to quarantine in fourteenth century Venice,³⁷ to the contemporary federal regulations on tuberculosis control,³⁸ public health practice depends on the authority to impose restrictions on individuals to prevent them from spreading disease in the community. The common law provided severe punishment, including death, for breaking quarantine.³⁹ The legal authority (if not the punishment) is part of the state’s police power.

In contemporary public health practice, isolation means to restrict the contact between an infected person and others, and quarantine means to restrict the uninfected contacts of an infected person. Informal isolation is widely used: sick children are told to stay home from school, adults with the flu are sent home from workplaces where they might endanger others, and individuals who are ill restrict their own contacts with persons they might infect. Public health departments will order isolation for persons with infectious tuberculosis, measles, and certain other communicable diseases. If these orders are not obeyed, the health department can ask the court to order the sheriff to return the person to a closed isolation facility.

Quarantine is much less frequently used. The last large-scale quarantines in the United States were for polio in the 1950s. When there was a polio outbreak, public facilities were closed and travel from communities with the disease was limited. Individual or family quarantine is sometimes used for diseases such as measles, but generally only the infected individual is isolated.

Two factors have renewed concerns about implementing large-scale isolation and quarantine programs. The first was bioterrorism fears, particularly of smallpox, after September 11, 2001. The second was the severe adult respiratory syndrome (SARS) outbreak in Canada and Asia in 2003, which forced the widespread use of both isolation and quarantine. This has raised concerns about whether the states have adequate laws to order large-scale restrictions. Since all states used these powers extensively from their founding until the 1950s, they all have the necessary authority, unless their legislature has changed the law since then. There has also been concern about the appropriate due process for instituting restrictions. Under the U.S. Constitution, isolation and quarantine can be ordered by the health department, although a court order will be necessary for persons who refuse to comply. There is no requirement for a hearing before the action. This is also true of old state public health laws, but some states have added due process requirements, such as a hearing before a person can be restricted.

Once a person has been isolated or quarantined, the Constitution guarantees due process through a *habeas corpus* proceeding. *Habeas corpus* is the “Great Writ” from the English common law and means “bring me the body.” *Habeas corpus* requires that persons detained by the state be given a chance to answer the charges against themselves at a hearing before a judge, and that the state be required to show cause why the person should not be released. There is no bail for isolation or quarantine orders:

> To grant release on bail to persons isolated and detained on a quarantine order because they have a contagious disease which makes them dangerous to others, or to the public in general, would render quarantine laws and regulations nugatory and of no avail.⁴⁰

The state may provide other mechanisms for a hearing in place of a *habeas corpus* proceeding, but if the state has no specific review process for isolation and quarantine, *habeas corpus* is always available. If the state requires a hearing before the restriction order, it will be very costly and time consuming for the agency, greatly complicating enforcement. If a large number of people are to be isolated or quarantined, even *habeas corpus* hearings may be difficult or impossible to arrange in a timely manner. The state may require persons who want to file a *habeas corpus* petition to first use an administrative review conducted by the health department.⁴¹ This review could determine the basic facts of the confinement and the applicable law, correct mistakes such as the quarantine of a person who was not exposed to the infection, and then prepare a report for the court to use if the person still wanted judicial review. Most problems could be solved with the administrative review, and the record would allow the court to review the case quickly. As long as the state is not acting in an arbitrary or capricious manner, the court will uphold the isolation or quarantine order.

Of all the police powers, large-scale isolation and quarantine most depends on public cooperation. While law enforcement has a role in handling a small number of noncompliant individuals, if a community does not want to comply with the orders, there is little that can be done short of military occupation. As the SARS epidemic demonstrated, an effective large-scale isolation and quarantine program requires the community to assure that everyone has access to food, medical care, and compensation for lost time from work. Meeting these needs and educating the community ahead of time are much more important than questions of legal authority.

**The Future of Public Health Law**

There was a consensus on public health law from the colonial period through the 1960s. Every adult in the United States had grown up in a world where communicable diseases were a major threat. As late as the mid-1950s, communities were isolated during polio epidemics, and while smallpox had not been seen in the United States since 1947,
it still existed in other parts of the world. While public health agencies protected individual privacy as much as possible, there was a societal consensus that individual rights had to give way to the protection of the public health.

By the 1960s, the demographics of illness in the United States had already shifted from communicable diseases to chronic diseases. Smallpox immunizations were discontinued in the early 1970s, there were no more polio epidemics, tuberculosis was largely under control and routine TB screening was discontinued, and there were few reports of once common diseases such as cholera and malaria. By the 1980s, the fear of communicable diseases had faded, generally undermining the support for public health. The adoption of strict liability theories in tort law made it easier to win vaccine injury litigation, without regard to whether the claimed injuries were due to the vaccine. This fueled a vaccine litigation industry that uses its public relations resources to drown out the public health messages that vaccines for childhood diseases are safe and necessary. AIDS was viewed as a lifestyle disease, rather than a public health threat, and it was more than 15 years before many states started collecting the same personally identified data for HIV as they do for all other serious infectious diseases.

As support for traditional public health waned, public health agencies became more involved in chronic disease epidemiology and prevention. While chronic diseases are the most serious threat to individual health, they pose a difficult problem for public health and public health law: the legal and ethical justifications for taking actions to prevent a person from spreading a communicable disease are very different from those for persuading a person to take better care of his or her own health. Some traditional public health strategies such as environmental modification—assuring safe drinking water and fortifying foods with vitamins—are also applicable to chronic diseases—making it more difficult to smoke in public places and providing more healthy choices in school lunches. Some are not: screening and treatment for tuberculosis is justified by public necessity, but would this justify screening and mandatory treatment for obesity? Should public health officials join with the same tort lawyers who attack vaccinations and other public health programs, just because they are now suing tobacco and food processors?

The terrorist attacks on September 11, 2001, combined with the anthrax letters sent to public officials and media figures over the following few weeks, suddenly reminded the public of their fundamental fears of epidemic disease, whether driven by nature or bioterrorism. The SARS epidemic in 2003 reminded the public and policy makers that of epidemic disease, whether driven by nature or bioterrorism. The SARS epidemic in 2003 reminded the public and policy makers that of epidemic disease, whether driven by nature or bioterrorism. The SARS epidemic in 2003 reminded the public and policy makers that of epidemic disease, whether driven by nature or bioterrorism. The SARS epidemic in 2003 reminded the public and policy makers that of epidemic disease, whether driven by nature or bioterrorism. The SARS epidemic in 2003 reminded the public and policy makers that of epidemic disease, whether driven by nature or bioterrorism. The SARS epidemic in 2003 reminded the public and policy makers that of epidemic disease, whether driven by nature or bioterrorism. The SARS epidemic in 2003 reminded the public and policy makers that of epidemic disease, whether driven by nature or bioterrorism.

Public health ultimately depends on public trust, and without that trust, even Draconian laws will not protect the public.
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Planning as a Tool for Changing Organizations and Improving Community Health

Planning is the future-oriented, systematic process of determining a direction, setting goals, and taking actions to reach those goals. Planning is all about making change and is a basic management function essential to the success of all levels of an organization. This chapter provides an overview of planning definitions, issues, and tools or techniques. Several examples of models or frameworks for community health assessment and improvement efforts are provided along with references. A second goal is that readers develop an appreciation for the ambiguous nature of the planning vocabulary and recognize the need for clarifying understandings before venturing forth into planning, particularly when this activity involves a diverse group of professionals or community laypersons.

Planning in Context—The Continuous Improvement Cycle of Planning, Implementation, and Evaluation

Planning is a core activity of what public health professionals, managers, and executives do. A generic or generalized model includes the steps or stages of understanding and engagement (“planning to plan”), needs assessment, setting goals and objectives, developing and intervention, fielding the intervention, and evaluating the results. Without planning and the formulation of explicit goals and objectives, evaluation becomes difficult, especially in larger organizations and in the community.1 Rather than a linear process, planning is best considered as part of a continuous improvement process that involves the iterative gathering of data, translating it into useful information, and using that information to make decisions.2

Need for a Common Vision and Language

When beginning or reinvigorating the planning process, particularly in a setting with a diverse staff, it is essential to establish a common understanding of and language for the activities ahead. Picking a model, and its associated vocabulary, will help provide a common framework. Training using the selected model and vocabulary also helps improve communication. A large number of models and tools are available to provide a roadmap, a language and common understanding of how to proceed. Since there is no one best model, it is more important to pick a model and move forward than to labor over what is the “best” model. While picking a model is an essential first step, ultimately, the success of the planning and improvement process is dependent on multiple factors such as leadership, hard work, resources, and luck. Considerations for selecting a model are included later in this chapter.

As the planning process is initiated, and periodically throughout its life, it is important to assess the important underpinnings and environmental considerations in which the planning and improvement process is taking place. In the next section, salient factors that need to be understood and dealt with are described. This understanding will aid in selecting the planning model, modifying the model, selecting analytic and management tools, and setting the course of action for planning.

Considerations for Choosing a Model and Managing the Process for Health Planning and Improvement

Sponsorship

A sponsor gives legitimacy to the process. Every planning activity has one. The sponsor(s) may be some organization, group, legislative edict, or individual. At the institutional level, this may be the board of trustees, the chief executive, the medical staff chair, a program coordinator, or a department supervisor. In the community, the sponsor may be a community-based organization such as the heart association, a civic club, a church group, or a vocal community activist. At a governmental agency it may be a law or regulation, a mayor, or a local health officer. A well-funded foundation or a poorly funded hospital may sponsor and or initiate a planning process. Sponsors may have abundant or scarce resources. While some have legal authority, others may have only moral authority being empowered only by their interest in improving their lives and the lives of their community. Other sponsors may be motivated to improve their profits or survive in a competitive challenge. All of these factors need to be understood by those leading and seriously engaged in the planning process.
Stakeholders and Politics

Stakeholders are individuals and organizations that have or may have a future interest in what your planning initiative is about. Since planning is as much a social and political as it is a technical process, all important stakeholders must be identified and dealt with. The level of interest exhibited by stakeholders can range from casual interest, to serious concern, to intimate involvement in the process and outcome. In addition to motivation to improve the health status of the community, improving one’s economic and power position will often explain each stakeholder’s interest level. Within an organization, particularly a larger agency such as a public health department, entrenched staff may see any change-producing process such as planning as a threat to the status quo. While a detailed discussion of organizational behavior and the politics of planning are beyond the scope of this chapter, leaders understand that change means discomfort. In many situations, expect that the stakeholder(s) may want to delay, obstruct, or subvert the planning process until they understand and or accept the potential change from their own perspective.

It is essential to recognize that all participatory planning takes place in the context of an organizational culture and a history of relationships between internal and external stakeholders. Complications and conflicts often arise over disagreements on the scope of planning, strategies, and specific actions necessary to achieve goals. Combine conflicting economic incentives and egos, and the politics of planning takes on a life all its own. In a few situations, expect a few stakeholders to use their power to stop the planning and change process.

The Scope and Limits of Planning

Planning, direction, and control are the basic functions of managers. It is somewhat artificial to separate planning from the day-to-day operations of an organization or the implementation of programs. However, as organizations become larger and work needs to be differentiated, planning may become a specialized task. While every management and supervisory text has chapters devoted to planning, the primary focus of planning texts for health facilities is often on broader institutional or “strategic” functions.5 Planning is also an important topic in other specialized books that focus on marketing” or quality improvement.6

Focusing on Community Change: Comprehensive versus Narrow Planning?

Systems theory can provide useful guidance to think how parts of the whole (subsystems) are connected.7 The concept is that, at some level, everything is connected to everything else. Realistically, however, it is impossible to plan for the “system” as a whole. However, attempting to describe and understand the workings and interactions of the entire system is usually a useful investment of time. After planners have a sense of how things work and interact, the problem can then be broken down into smaller parts. The planning of “subsystems” or sub-tasks can then proceed. Understanding how the “parts” work together or interact may also provide clues as to how to extend the planning process or at least communicate to “other subsystems.” The problem with isolating a subsystem is that subsystem exists within a larger system and problems often occur between well-planned subsystems. The key for the planner is to know how the subsystems interact and the extent of planning needed in the adjoining subsystems. The bottom line is that even if the planning focuses on a specific problem or issue, the planning process must recognize that this problem or issue does not exist in isolation. Planning, no matter how focused must deal with its environment.

Planning Models and Why You Need Them

Planning Models: What Are They?

Models are, at their core, extensive lists that described a schematic approach to studying, interacting with, and changing a system or situation. Example of systems may be individual behavior, an organization, or a community. Most models have been developed based on experiences of workers in a particular field, most relevant to this chapter, community health improvement. Models can serve as guidebooks constructed by those who have traveled a similar road before.

A planning model is also a paradigm (a way of thinking) that serves as a template that includes a set of assumptions, concepts, values, and practices. This paradigm can help construct a way of viewing reality for the community or an organization. Since a planning activity often brings together individuals with diverse backgrounds, interests, and agendas, as stated before, agreeing on a model to follow during the planning and improvement process is one of the most important steps in the early stages of the endeavor. While a model may not provide a completely unified vocabulary, it can provide a common understanding of the stages in a planning and improvement process.

MODELS VERSUS TOOLS

All models employ a wide range of tools to help complete the tasks along the way. A useful definition of a tool in this context is something regarded as necessary to the carrying out of one’s occupation or profession. A tool is something used in the performance of an operation, such as an instrument. Common planning tools are surveys, calculating risk ratios, archival research, process mapping, group management tools, and so on. Literally hundreds of tools exist ranging from common-sense approaches useful in managing group work to highly complex computer software used for modeling and statistical process control. The technical side of planning emphasizes learning how to select and use the proper tool for the task at hand. Textbooks from many academic disciplines teach us to understand and use various tools. Several websites also include “tool boxes” of use to those planning to change organizations or communities.8 Texts cited below, as well as other chapters of this book, describe myriad tools.

Choosing a Model

As suggested earlier, the most important activity in the early phase of a planning activity is the choice of a model to follow. There is no easy formula or decision tree that would lead to the “best choice” model for a particular situation. Perhaps the best time spent early on in the planning process is to learn more about models for planning that are available. If the scope of the activity is defined in terms of a specific health problem or issue, then starting with a textbook may be productive. Also, looking for journal publications via Medline or postings on the Internet may be fruitful. In some instances, governmental agencies provide technical assistance and have published planning manuals to aid local agencies that are doing planning. For example, consider bioterrorism or emergency response. A web search will reveal planning guidelines or manuals for just this purpose. Telephoning funding agencies or engaging consultants with a broad or well-focused range of experience may also help identify appropriate options.

There is no “one-size-fits-all model,” nor is there an evidence base that would suggest that one model is better that another. One text1 provides a summary of many of the more common health improvement planning models. A side-by-side comparison of the phases or steps in these models reveals a spectrum of choices from simple to those that provide guidance for dealing with issues at the individual, organizational, and community levels. While it is by no means exhaustive, the remainder of this chapter categorizes and describes a variety of available and well-used planning models. Since no comprehensive review, meta-website, or meta analysis of planning models exists (to this reviewer’s knowledge), readers are referred to a recent planning and evaluation text which provides a description of several commonly used models as well as a side-by-side comparison table for 11 different models.1
Comprehensive Health Improvement Models

These models are robust and useful in multiple situations. Most have been developed based on the developers’ or users’ experiences in multiple settings. All must be adapted to specific situations. Some uses (and published reports) may have an emphasis on consumer or stakeholder input. Other models may be developed from the perspective of the “responsible” agency and have an emphasis on the professional role and leadership. Textbooks, websites, and journal case studies suggest tools and techniques that will be useful in accomplishing the tasks needed in each phase of the planning, improvement, and evaluation process. Some texts include a complete set of tools, computer files on CD, and website support. All models are useful in establishing a vocabulary and road map for the change process, be it at the community or organizational level. Comprehensive models implicitly or explicitly assume that there is a powerful and well-funded sponsor, often located in an agency or organization. These models also assume that there is a knowledgeable planner who will manage the process.

PRECEDE-PROCEED is perhaps the most widely recognized model. Developed and tested by Green and colleagues over a number of years, this model has been widely used and well recognized based on the authors many texts used in health education and public health courses. PRECEDE includes five phases: social, epidemiological, behavioral and environmental, educational and ecological, and administrative assessment. The PROCEED phases include implementation, followed by process, impact, and outcome evaluations.

The Multi-level Approach to Community Health (MATCH) was developed by the CDC in the form of intervention handbooks. It includes five phases of health goal selection, intervention planning, development, implementation, and evaluation. Each phase is broken down into steps. One strength of this model is the explicit recognition of interventions that focus on the multiple levels of individuals, organizations, and governments/communities.

Mobilizing for Action through Planning and Partnership (MAPP) has been developed by the National Association of County and City Health Officials (NACCHO) with CDC and Health Resources and Services Administration (HRSA) funding. The MAPP model emphasizes the role of public health agencies in building community participation to planning and implementing effective, sustainable solutions to complex problems. Nine MAPP steps include: organizing for action, developing objectives and establishing accountability, developing action plans, reviewing action plans for opportunities for coordination, implementing and monitoring action plans, preparing for evaluation activities, focusing the evaluation, gathering credible evidence and justifying conclusions, and lastly, sharing lessons learned, and celebrating successes. This model builds on the Assessment Protocol for Excellence in Public Health (APEX-PH) that was introduced by NACCHO in 1991. The original APEX model was especially useful for building the planning capacity of a local health department as it prepares to work with the local hospitals and community-based organizations. Additional APEX steps include community engagement and completing the cycle of implementation and evaluation. Many of the methods and lessons from APEX have been subsumed by the MAPP model. The Protocol for Assessing Community Excellence in Environmental Health (PACE EH) is a model which focuses on environmental health planning and was also developed by NACCHO.

The Community Tool Box is an expansive website developed by the Work Group on Health Promotion and Community Development at the University of Kansas. Developed as a resource for Health Communities projects, the Tool Box has been online since 1995. It includes a model for community health planning and development that is similar to MATCH and PRECEDE-PROCEED, but with an emphasis on organizational and leadership competencies needed to progress through the community health improvement cycle. Resources are arranged to provide guidance for tasks necessary to promote community health and development. Essentially an online textbook, sections include leadership, strategic planning, community assessment, grant writing, and evaluation. A framework for community health planning and improvement similar to other comprehensive models described above is provided on this website. Tools include step-by-step guidelines, case examples, checklists of points and training materials. Also of use is a section on “best practices” with links to other knowledge bases that have collected information on best practices and evidence-based practices for general community health and focused areas such as HIV, chronic diseases, and substance abuse.

Other Planning Approaches, Models, and Tools

Social Marketing

A number of health improvement planning and action models have roots in the communication and social marketing disciplines. Social marketing approaches follow the same generic steps as do the comprehensive health improvement models. However, marketing models emphasize the understanding of the audience and importance of crafting specific messages to various market segments within the community. These may be considered more programmatic models in that these models emphasize activities after the problem or need for a program has been determined. These models provide tools for developing, delivering, and evaluating interventions designed to change something at the individual, organizational, or community level.

A comprehensive health communication model popularized by the CDC is known as CDCynergy or Cynergy. Available on CD-ROM, its emphasis is on understanding communication audiences, segmentation techniques, and targeted communication strategies. Similar to comprehensive planning models described, it includes six phases, each with detailed steps. The CD-ROM includes extensive examples and supporting material to assist in developing targeted health communication campaigns. CDCynergy is by no means the only comprehensive communications model. For a number of years, the National Cancer Institute has promoted a model entitled Making Health Communications Work. Another example is the Social Marketing Assessment and Response Tool (SMART) model. These and other models have been developed based on experiences in multiple settings. NACCHO has also created a Public Health Communications toolkit to help local public health agencies develop messages. The website also includes links to promotional materials that have been developed by other public health departments.

Strategic Planning

Strategic planning implies that the planning process is significant. In concept, it is usually done by higher-level decisionmakers within the organization. The adjective “strategic” is often coupled with “long term or long range” to convey a sense of importance. The result of this planning will be setting the organization’s overall directions and prioritizing major initiatives. In concept, strategic planning is a periodic, information driven, proactive, and systematic process that sets the overall business strategy of the organization for the years ahead. In reality, an organization’s strategic decisions are often made by distant legislators or regulators in far-off bureaucracies. Often, organizational leaders can only plan their reaction to these decisions. During the process, planners usually undertake what is commonly termed strengths, weaknesses, opportunities, and threats (SWOT) analysis, the assessment of strengths and weaknesses of the organization as well as the threats and opportunities presented in the operating environment or market. Most texts are based on a competitive model and devote considerable effort to the assessment of the competitors and what initiatives are likely to advance the planning organization’s position at the expense of competing organizations. Strategic planning models include provisions for developing action plans, performance information, accountability, and periodic evaluation.
Program Planning: Action Planning and Problem Solving

Program and project planning are essential planning types which deal with policy and program implementation. Projects can be as massive as a new hospital or a nationwide immunization campaign or as limited as implementing a reengineered care process or new computer software system. Numerous management tools and techniques, such as decision support and project planning software, exist to aid in monitoring progress and optimizing project implementation. For many projects, there is no reason to "reinvent the wheel." For planners, particularly those that are new to an organization, managers should learn from others. Abundant case studies have been published in practitioner-oriented journals. Some websites (including those cited in this chapter) now post volumes of content-specific information on topics ranging from planning for response to bioterrorism to pandemic influenza planning. Much of this information is in the form of how-to guides and checklists that can greatly accelerate the learning of managers and staff who are taking on the new project. In today’s connected, electronic, information-driven world, it is sheer folly if any manager fails to learn from the experiences of others before embarking on implementing new projects and programs.

Examples of resources useful in planning checklists, narrative insights, computer software, and other aids can be found on public health organization websites. While a complete review is beyond our scope, recent concern over emergency preparedness has lead to the provision of many planning resources. Some sites may have support and training services and websites with supporting resources. Planning guides for bioterrorism preparedness, such as NACCHO’s Preparing Your Local Public Health Agency for an Emergency Event, have been developed with CDC funding and tested in local health departments. An example of more specific resources would include the FluAid and FluSurge software programs to assist local planners in estimating the impact of a pandemic influenza strain. These are available for download.

Information as a Basis for Better Community Health

Gathering and transforming data into information that is useful in making decisions is at the core of any systematic planning process. Information may come from formal and informal sources or systems. For example, a formal system includes vital statistic systems and disease surveillance information systems. Much of the information from programs comes from management information systems. Such systems, automatic or manual, are seldom adequate to meet all of an organization’s needs for planning information. Planning always proceeds with less that perfect information. Filling serious deficiencies in information will occupy considerable planning resources.

Recent initiatives in many states and local health departments have centered on making information available to health agencies and the public. The CDC’s Community Health Assessment Initiative supports development, implementation, and evaluation of tools, strategies, and approaches to improve the capacity of local public health agencies and communities to conduct effective community health assessments, and demonstrate how the resulting data have been used to affect public health programs and policies. Since 1992 the Initiative has supported the enhancement of electronic data systems that allow dissemination of health data using user-friendly, Internet-based, data query systems. Several exemplary systems include Utah’s Indicator-Based Information System for Public Health (IBIS-PH). Florida’s Community Health Assessment Resource Tool Set (CHARTS) is an interactive system that provides support for local health improvement initiatives using the Mobilizing for Action Through Planning and Partnership model (MAPP). Information on other initiatives is linked from the CDC Assessment Initiative website. Unfortunately, not all states have information that is readily available to local planning efforts, thus many planning initiatives struggle to fill in their information gaps.

What Models Work Best?

While it is necessary for every leader and manager to embrace the need to plan, there are few prescriptions for effective planning. The effectiveness of planning models is difficult to establish since the planning process does not lend itself to testing in the conventional, scientific, comparative approach that is used to establish an "evidence base" for the effectiveness of various interventions and technologies. Some models have been used extensively, and case studies of their use, almost always successful, have been published in professional journals.

A critical element of comprehensive planning and improvement models is the engagement of the community. It is cliché but true to say that there is no one way to effectively do this “community thing.” What are the best practices? Several reviews have been devoted to the topic of community engagement and coalition building in public health settings and in more broadly defined communities. The consensus on what works offers no surprises. Leadership, undertaking action and achieving results, adequate technical assistance, feedback on progress, sustainable financial support are achieving outcomes that are associated with success. The unique situational factors, sometimes known as good or bad luck, as well as larger social and economic, factors, are also recognized as determinates of success or failure. The Community Tool Box includes a section on its website devoted to this question. The Turning Point Project, as part of its mission to transform and strengthen the public health system, gathered information on how to make governmental public health agencies more community based and collaborative. The Project’s approaches to engaging and sustaining community ownership and involvement in health improvement processes are detailed in an online report.

Improving Planning: Both Leadership and Technical Skills are Needed for the Future

Organizations that plan well at both the strategic and programmatic levels are likely to be the most successful. Some have suggested that governmental public health departments must be more concerned with steering rather than rowing, and will be primarily responsible for providing leadership to improve community health rather than providing direct services in the future. In this leadership role, the ability to engage other organizations and individuals in the community and to plan effectively becomes even more essential. At the local level there will be more effort needed on community-based rather than institutional and program planning. Without political and interpersonal skills, in addition to technical planning skills, it will be difficult to establish the credibility of the health department as a leader in community health improvement.

This chapter has presented an overview of health planning models and current planning resources that may be useful at the community level. Other chapters in this text cover evaluation, policy development, and quality improvement, which provide additional tools and frameworks for planning. This text includes many epidemiological techniques which are essential tools for planning sound programs that are designed to improve community health. Effective planning is essential to improving the health of our communities and the effective operation of programs and organizations small and large. Devoting the necessary time and resources for planning is a challenge that leaders must meet if they are to improve the quality of our services and the health status of our communities.
Changes and advancements in the science and practice of preventive medicine and public health increasingly require a systems approach to provide and ensure community health. This includes organizational changes in the delivery of preventive and curative services and interventions, an emerging priority for population-based systems, partnerships among private and public health organizations and agencies, health information systems related to objectives and measurement of community health status, and a focus on integrated emergency preparedness. Leaders in all sectors associated with ensuring the health of the public must improve the ability to develop complex integrated systems to address changing demands for critical services, including anticipating, preventing, responding to, and recovering from crisis events. Improved capacity requires leaders to ensure agency and workplace performance standards. Performance standards typically measure professional, disciplinary, technical, and management capacity to provide essential public health services. Ensuring these standards requires improving leadership competence and performance. This chapter discusses development and ongoing work of a national network of public health leadership institutes to ensure public health practitioners access to an integrated competency-based education system for public health leadership development.

Recent reports and studies on the status of health personnel in the United States report important trends, including increasing demands for a competent public health workforce and for appropriately educated leadership.1 The identified shortage includes calls for enhancing leadership capacity.2 The Institute of Medicine reports on the future of public health called for workforce capacity development to accommodate demands of emerging public health problems in an evolving public health system.3,4 The reports argued that public health will serve society effectively only if a more efficient, scientifically sound system of practitioner and leadership development is established.

Demands on health leadership from all sectors require competence in systems thinking, design, and change dynamics. Often, however, public health leaders do not have access to or receive formal education in core public health practice or leadership skills. The Institute of Medicine report on Disease Control and Prevention (CDC) recommends that schools of public health increase the number of graduates who can assume system-level leadership positions, and recruit senior-level practitioners and mid-career professionals prepared for leadership positions.5

Calls and support for improving workforce education and training have escalated during the last two decades, and more dramatically recently due to demands for crisis and emergency preparedness. As complexity of challenges increases, more resources to improve workforce and leadership capacity are required. The Health Resources Services Administration continues to support a national system of Public Health Education and Training Centers that provide competency-based core public health education.7 The Centers for Disease Control and Prevention (CDC) is expanding support for a national network of Centers for Public Health Preparedness that provides competency-based programs for improving capacity to anticipate, prevent, respond to, mitigate, and recover from bioterrorism and emergency events. The CDC also helps to foster a national agenda for public health leadership development, including providing support for public health leadership institutes and the National Public Health Leadership Development Network (NLN). In 2005, this expanding consortium consisted of 36 states, regional, national, and international institutes that collectively provided an integrated system for leadership development.8

### THE NATIONAL PUBLIC HEALTH LEADERSHIP DEVELOPMENT NETWORK

In 1991, the CDC began to support development of a national system of state, regional, and national public health leadership institutes. These 1- to 2-year programs provide practitioners with access to a unique professional development opportunity to enhance public health leadership competence. In 1994, the CDC sponsored a cooperative agreement with the Association of Schools of Public Health and Saint Louis University to establish the National Public Health Leadership Development Network (NLN). The purpose of the NLN is to improve capacity of and access to leadership development programs through expanding collaboration among academic and practice institute directors, alumni, and representatives of federal, professional, and private organizations.9

The Network, through sustained partnerships among schools of public health and state public health departments, is composed of 18 states, 9 regional (multistate), 4 national, and 3 international institutes. The national-level institutes include, in order of their establishment, The National Public Health Leadership Institute (PHLI), the CDC Leadership Institute, the National Health Education Leadership Institute, and the National Environmental Public Health Leadership Institute. Annual NLN conferences and meetings are held to accomplish strategic objectives. Recent accomplishments include:

- Development of a Conceptual Model for Leadership Development10
- Development of the Public Health Leadership Competency Framework11
- Development of an Evaluation Logic Model
- Assessment of alumni network and development needs
- Dissemination of best practices, methods, and instruments
- Provision of technical assistance for development of new institutes
- Advocacy for strategic workforce development
- Advocacy for support and resource development
- Formal linkages with national organizations to accomplish objectives

Creation of the Conceptual Model, the Competency Framework, and models for program evaluation are fundamental to forming an integrated approach to leadership development.12

### DEVELOPMENT OF THE LEADERSHIP COMPETENCY FRAMEWORK

Continuing professional education has traditionally focused on the practice needs of individuals: their specialized practice area or technical expertise. This form of education has generally led to professional credentials or certification in the field of practice.13 Concern for the preparation and certification of leadership competence has led to increased demands for education and practice standards for leadership development.14 Identification of competence requirements is of particular concern because practitioners within public health are prepared in a wide array of professional programs or disciplines.

In 1995, NLN academic and practice members, representing all leadership institutes, identified the lack of and need for a competency framework specific to professional preparation of public health leaders and for those who aspire to or hold public health leadership positions. The objective was to develop a competency framework for use by NLN institutes as a basis for design of core curriculum modules based
on expected performance levels. Several existing competency frameworks were identified as a means to begin the process and confirm the need to develop a specific framework for public health leadership. The framework consists of 79 competencies and is reviewed and updated every 3–4 years. The 79 recommended competencies are divided into the following four competency areas:

- **Core Transformational Leadership Competencies**: Personal mastery, including systems thinking, analytical and critical thinking processes, visioning of potential futures, strategic and tactical assessment, emotional intelligence, communication and change dynamics, and ethical decision-making and decisive action.
- **Legal and Political Competencies**: Competence to facilitate, negotiate, and collaborate in an increasingly competitive and contentious political environment with complex multilevel crises and emergency events.
- **Trans-Organizational Competencies**: The complexity of major public health problems and crisis or emergency events extend beyond the scope of any single stakeholder group, community sector, profession or discipline, organization, or government unit, thus leaders must have the ability and skills to be effective beyond organizational or system boundaries.
- **Team Leadership and Dynamics**: Facilitation of learning teams or coalitions/networks to develop capacity and capability to develop integrated systems to accomplish mutual objectives.

The Network serves as an efficient and effective means for producing core competencies and curriculum content from this common framework, determining levels of professional development and prerequisite criteria, and developing measurement and evaluation protocols. Measuring the effectiveness of leadership programs is accomplished through process, impact, and outcome evaluation.

### Policy Development

Helen H. Schauffler

There are many different avenues for influencing policy development for public health and preventive medicine. In addition to policy decisions made by the U.S. Congress (the legislative branch of the federal government), public policy decisions affecting preventive medicine and public health are also made at the federal level in the executive branch (the Department of Health and Human Services, the Centers for Disease Control and Prevention, the Surgeon General’s Office, the Food and Drug Administration, etc.), at the state level in both the executive (governor’s office and state health department) and legislative branches, at the city and local levels of governments, and in the private sector in private associations, representing health-care organizations and professionals, and among health plans and employers.

#### AGENDA SETTING

The process of agenda setting is key to initiating the policy development process. The formal policy agenda is defined as those issues to which policy makers will pay attention and take action. Thus, the first step in any policy development process is to get an issue on the formal policy agenda. Two of the most commonly used strategies for getting an issue on the policy agenda include (a) gaining inside access to decision-makers in the policy arena, and (b) organizing an outside initiative through grass-roots mobilization or coalition building to call the issue to the attention of policy makers. These agenda-setting strategies can be used alone or in combination. Recently, both have been used successfully to influence the policy agenda for public health and preventive medicine.

#### Using Inside Access Strategies to Influence Policy Making

During the 103rd Congress, effective inside access was achieved by state and local public health officials who met individually with their elected representatives in Congress to discuss the importance of securing stable and adequate funding for the core functions of public health under a reformed health-care system. Public health officials, both as constituents and leaders in their state and communities, bring credibility and lend importance to an issue and can facilitate translation of public health issues in terms that make them locally relevant to individual elected representatives.

#### Using Outside Initiative Strategies to Influence Policy Making

In 1994, the National Breast Cancer Coalition and other women’s groups organized a massive and effective postcard-writing campaign from women at the grassroots level all over the country...
cost-effectiveness. The pneumococcal vaccine was shown to be cost-saving to the Medicare program, while mammography and Pap smears were added later only when studies from the Office of Technology Assessment showed that they were relatively cost-effective.6

However, in the past decade huge gains have been realized in increasing access to preventive care under the Medicare program (Table 78-1). Since 1992 coverage has been added for (a) a “welcome physical”; (b) cardiovascular screening for cholesterol, HDL, and triglycerides; (c) pelvic exam; (d) colon cancer screening including fecal occult blood, flexible sigmoidoscopy, colonoscopy, and barium enema; (e) prostate cancer screening including a digital rectum exam and PSA test; (f) Hepatitis B vaccine; (g) bone mass measurement; (h) diabetes screening and management including fasting plasma glucose test, diabetes glucose monitors, test strips and lancets, and self-management training; (i) glaucoma screening tests; and (j) smoking cessation treatments including counseling for smoking and tobacco use and coverage of tobacco treatment medications under the new Part D prescription drug benefit. Table 78-1 describes what is covered, for whom, at what costs, and with what restrictions.

### Key Factors Influencing Health Insurance Coverage of Preventive Care

The key factors associated with successful policy development for adding prevention benefits to the Medicare program include an incremental approach of adding only a few benefits at a time, documented and scientific evidence of the effectiveness and cost-effectiveness of the preventive service, and sponsorship and leadership of key policy makers. Factors associated with failure include lack of active support from beneficiaries and health professionals, projected increases in costs to the medical care system associated with adding the benefit, and competing priorities on the policy agenda.

### Predicting the Outcomes and Designing Successful Strategies for Prevention Policy

One of the most useful models for predicting the likely success or failure of proposed policies, and one that is also useful for designing more effective strategies for influencing the policy-making process, is James Q. Wilson’s model of concentrated and diffuse cost and benefits (Table 78-2).7 To apply Wilson’s model to a particular policy, one must identify the intended effects of the policy—who will benefit from the policy and who will bear the costs. In each case, one must also assess if the benefits and costs are concentrated or diffuse. Concentrated costs are those that are imposed on a well-organized, relatively small number of individuals or groups where the cost will be strongly felt. An example of a concentrated cost would be a tax policy requiring hospitals to contribute to a pool to support local public health activities. A diffuse cost, in contrast, is one where the cost burden is widely distributed among a large group of relatively unorganized individuals or groups, where the impact of the cost is relatively small. An example of a diffuse cost would be a small increase in the income tax or in insurance premiums to pay to support public health activities. Policies that rely on concentrated costs are always more difficult to adopt, as the group targeted to bear the cost is likely to organize strong opposition to the policy and will, more often than not, be successful in defeating it. The only case where this is not true is when the benefits are also concentrated and the group who will benefit is equally well organized and prepared to support the policy proposal. In this case, the victories are likely to be alternations. Policies that have concentrated benefits and diffuse costs are almost always winners, as the proponents are well organized, while those bearing the cost are not. Policies that have both diffuse benefits and costs proceed incrementally without strong or well-organized support or opposition.

To be successful in developing policy for public health and preventive medicine, it is best to frame the policy and its impacts as having diffuse costs and concentrated benefits. Conversely, in trying to
<table>
<thead>
<tr>
<th>Preventive Service</th>
<th>Services Covered</th>
<th>Cost-Sharing Required</th>
<th>Restrictions</th>
<th>Definition of High Risk</th>
</tr>
</thead>
<tbody>
<tr>
<td>Welcome to Medicare Physical</td>
<td>Preventive physical exam, medical history, blood pressure, weight, height, vision test, electrocardiogram, immunizations, review of health, education, and counseling needs</td>
<td>Must first meet $124 Plan B deductible; 20% of the Medicare-approved amount above the deductible</td>
<td>Once in a lifetime</td>
<td></td>
</tr>
<tr>
<td>Cardiovascular Screening</td>
<td>Screening for cholesterol level, HDL, and triglycerides after 12-hour fasting</td>
<td>None</td>
<td>Every 5 years</td>
<td></td>
</tr>
<tr>
<td>Breast Cancer Screening</td>
<td>Screening mammograms</td>
<td>20% of Medicare-approved amount with no Plan B deductible</td>
<td>Every 12 months for women age 40 and older, with one baseline mammogram for women ages 35–39</td>
<td></td>
</tr>
<tr>
<td>Cervical and Vaginal Cancer Screening</td>
<td>Pap test; pelvic exam</td>
<td>None for the Pap lab test; 20% of the Medicare-approved amount with no Part B deductible for Pap test collection and pelvic exam</td>
<td>Every 24 months</td>
<td></td>
</tr>
<tr>
<td>Colon Cancer Screening</td>
<td>Fecal occult blood test</td>
<td>None</td>
<td>Every 12 months for people age 50 and older</td>
<td>Had colon cancer before; close relative with colorectal polyps or colorectal cancer; history of polyps; inflammatory bowel disease</td>
</tr>
<tr>
<td>Flexible sigmoidoscopy</td>
<td>20% of Medicare-approved amount after the yearly Part B deductible; 25% if done in a hospital</td>
<td>Every 24 months</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Screening colonoscopy</td>
<td>20% of Medicare-approved amount after the yearly Part B deductible; 25% if done in a hospital</td>
<td>Every 24 months if high risk; once every 10 years if low risk, but not within 48 months of screening sigmoidoscopy</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Barium enema</td>
<td>20% of Medicare-approved amount after the yearly Part B deductible</td>
<td>May be used instead of sigmoidoscopy or colonoscopy. Every 24 months if high risk; every 48 months if low risk</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Prostate Cancer Screening</td>
<td>Digital rectal exam</td>
<td>20% of Medicare-approved amount after the yearly Part B deductible</td>
<td>Every 12 months for men 50 and older</td>
<td></td>
</tr>
<tr>
<td>Prostate Specific Antigen (PSA) test</td>
<td>None</td>
<td></td>
<td>Every 12 months for men 50 and older</td>
<td></td>
</tr>
<tr>
<td>Vaccines</td>
<td>Influenza</td>
<td>None</td>
<td>Once per year in fall or winter</td>
<td>Persons at high risk for</td>
</tr>
<tr>
<td></td>
<td>Pneumococcal</td>
<td>None</td>
<td>Once in a lifetime</td>
<td>Persons with Hemophilia, ESRD, immunosuppression</td>
</tr>
<tr>
<td></td>
<td>Hepatitis B</td>
<td>20% of the Medicare-approved amount after the yearly Part B deductible</td>
<td>Persons at high risk for Hepatitis B</td>
<td></td>
</tr>
<tr>
<td>Bone Mass Screening</td>
<td>Bone mass measurement test</td>
<td>20% of Medicare-approved amount after the yearly Part B deductible</td>
<td>Every 24 months</td>
<td></td>
</tr>
<tr>
<td>Service Description</td>
<td>Procedure Description</td>
<td>Cost</td>
<td>Frequency</td>
<td>Eligibility</td>
</tr>
<tr>
<td>-------------------------------------------</td>
<td>---------------------------------------------------------------------------------------</td>
<td>------------------------------</td>
<td>-----------------------------------------------------</td>
<td>-----------------------------------------------------------------------------</td>
</tr>
<tr>
<td>Diabetes Screening</td>
<td>Fasting plasma glucose test</td>
<td>None</td>
<td>Up to two screenings per year</td>
<td>Persons with high blood pressure, dyslipidemia, obesity, or history of high blood sugar</td>
</tr>
<tr>
<td></td>
<td>Diabetes glucose monitors, test strips and lancets</td>
<td>20% of Medicare-approved amount after the yearly Part B deductible</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Self-management training</td>
<td>20% of Medicare-approved amount after the yearly Part B deductible</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Glaucoma Test</td>
<td>Glaucoma eye exam</td>
<td>20% of Medicare-approved amount after the yearly Part B deductible</td>
<td>Every 12 months for persons at high risk</td>
<td>Persons with diabetes, a family history of diabetes, African American and over 50 years</td>
</tr>
<tr>
<td>Smoking and Tobacco Use Cessation</td>
<td>Four counseling cessations per quit attempt. Defined as face-to-face patient contact of either intermediate (greater than 3 minutes to 10 minutes) or intensive (greater than 10 minutes)</td>
<td>20% of Medicare-approved amount after the yearly Part B deductible</td>
<td>Two attempts per year for high-risk persons or eight counseling sessions per year. May receive another eight sessions during a second or subsequent year after 11 months</td>
<td>Persons who use tobacco and have a tobacco related disease or take therapeutic agents affected by tobacco use</td>
</tr>
<tr>
<td></td>
<td>Tobacco cessation medications prescribed by a physician (e.g., nicotine replacement therapy, Zyban)</td>
<td>Part of Medicare Part D drug benefit; cost-sharing varies by plan</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
defeat a proposed policy, it is best to frame the policy’s effects as having concentrated costs. The central challenge for public health is rooted in the fact that most public health programs, by definition, have diffuse benefits, making it very difficult to successfully organize political support for them.

**IMPACT OF PROBLEM DEFINITION IN POLICY DEVELOPMENT**

Also key to influencing the policy agenda is how a problem is defined. In times of budget constraint, programs that are seen as inexpensive or cost-saving are particularly popular among policymakers. Reforming and/or increased investment in public health and preventive medicine are portrayed as contributing toward lowering health-care costs, advocates may be more successful in capturing endorsement on specific services are continually published in the peer literature. The Task Force was updated in 1996 and updates on the evidence on specific services are continually published in the peer review literature.

The Task Force Report has also had an influence in the development of quality measures to assess the performance of health plans. The National Committee for Quality Assurance (NCQA) defined seven of its nine quality measures in its Health Plan Employer Data and Information Set (HEDIS) 2.0, based on the recommendations for screening and immunization services in the U.S. Preventive Services Task Force recommendations. Health maintenance organizations (HMOs) all over the country are being evaluated against these measures, and their performance is being published in report cards made available to employers and the general public. In some instances, employers are requiring that HMOs guarantee their performance in meeting quality standards by placing a percentage of their premium at risk. Building requirements for collecting data, meeting performance standards, and adding economic incentives for performance guarantees into the contracts between HMOs and purchasers, including private employers, state Medicaid agencies, and federal Medicare contracts.

### THE IMPORTANCE OF POPULATION-BASED DATA AND GOALS FOR PUBLIC HEALTH POLICY: HEALTHY PEOPLE 2000

Also important to furthering the development of public health policy in the last 10 years has been the development and release of the Healthy People 2000 goals and objectives for the nation. It not only documents the current health status of the U.S. population, but it establishes population-based goals to improving population health. Healthy People 2000 has provided the basis for establishing data systems at the national, state, and local levels for collecting and reporting on population data and has served as the benchmark against which to measure the influence of public health programs and health-care policies. The goals and objectives were developed between 1987 and 1990 using an extensive consultative and hearings process by the U.S. Public Health Service in partnership with the National Academy of Science and the Institute of Medicine. The impact of the goals and objectives has been far reaching. Congress has enacted three laws that incorporate the objectives, and 40 states have issued their own Healthy People 2000 plans, which have been used to build coalitions to improve public health and to improve data systems to monitor the health status of the population. The goals have also been widely adopted at the local level and by private and voluntary agencies. Even the quality measures for health plans developed by the National Committee for Quality Assurance were based in part on the Healthy People 2000 objectives to reward health plans for keeping populations healthy.

### NEW OPPORTUNITIES FOR POLICY DEVELOPMENT IN AN ERA OF ACCOUNTABILITY

Perhaps the greatest opportunity for policy development that promotes public health and preventive medicine is the recent shift toward defining the problems in the health-care systems as ones of quality and accountability. As quality and “value” in the health-care system are increasingly defined as maintaining and improving the health of the population, monitoring changes in the health status of the population is necessary to ensure quality and accountability, and public health and preventive medicine become important players in the solution. Public health and preventive medicine offer expertise and experience in community-based prevention programs and population-based data collection and can take a leadership role in policy development in these areas. The clearest example of this shift toward increased accountability is the development of HEDIS measures by NCQA. The majority of the quality measures in HEDIS 2.0, 2.5, and 3.0 address provision of clinical preventive services in accordance with the U.S. Preventive Services Task Force recommendations. Health maintenance organizations (HMOs) all over the country are being evaluated against these measures, and their performance is being published in report cards made available to employers and the general public. In some instances, employers are requiring that HMOs guarantee their performance in meeting quality standards by placing a percentage of their premium at risk. Building requirements for collecting data, meeting performance standards, and adding economic incentives for performance guarantees into the contracts between HMOs and purchasers, including private employers, state Medicaid agencies, and federal Medicare contracts.

### TABLE 78-2. JAMES Q. WILSON MODEL OF CONCENTRATED AND DIFFUSE COST AND BENEFITS

<table>
<thead>
<tr>
<th>Concentrated Benefits</th>
<th>Diffuse Benefits</th>
</tr>
</thead>
<tbody>
<tr>
<td>(±) Alternating victories. Equally matched opponents. Battles between organized interest groups.</td>
<td>(–) A losing policy. Organized opposition with little organized support. Need to reframe policy effects to get out of this box.</td>
</tr>
<tr>
<td>(+) A winning policy. Organized support with little organized opposition.</td>
<td>(≠) Incremental policy development, without strong, organized support or opposition.</td>
</tr>
</tbody>
</table>

Knowing the Resources for What Works
Operational and financial resources have been identified as essential for quality care in health services organizations. These are often viewed as structural concerns that are preconditions to the delivery of any services. Operational structures consist of physical facilities and personnel needed to accomplish the level of services that are desired. The earliest quality assessment procedures employed professional or organizational measures in developing licensure, certification, and accreditation for individuals, health-care institutions, and educational programs. The evidence is now clear that these aspects of providing care are necessary but not sufficient to assure high quality. For example, the major accreditation agencies for health-related organizations, the Joint Commission for the Accreditation of Healthcare Organizations (JCAHO) and the National Committee for Quality Assurance (NCQA), emphasize process and outcome rather than structural measures.

Knowing What Works
Knowing what works requires information on the efficacy of specific technologies, pharmaceuticals, and clinical interventions under controlled conditions and on the effectiveness of medical and surgical treatments as well as diagnostic, preventive, and rehabilitative care in the course of practice. These approaches provide assessments of the technical results of interventions or services as perceived by the developers or providers of the activity. The primary methodologies in the assessment of efficacy are clinical trials and sophisticated technology assessment techniques. The benefits of control in these approaches are balanced with the lack of generalizability resulting from restricted study groups of patients, the restrictions on delivery protocols used, and the limited outcomes addressed. Investigations of effectiveness of practitioners and organizations are referred to generically as “outcome research.” These studies consider the long- and short-term and broad and narrow results of care practices and interventions provided by specific practitioners or by specific types of organizations. Early outcome studies by Wennberg and others demonstrated that common procedures such as hysterectomy and hernia repair occurred much more frequently in some areas that others, even when these areas were not at great geographic distance from one another. The measures of these outcomes include mortality, morbidity, patient health status, and health-related quality of life indicators. For instance, the SF-36 Health Survey provides a multi-item scale which measures eight health concepts from the patient’s perspective (physical functioning, physical limitations, social functioning, bodily pain, mental health, emotional limitations, vitality, and general health perceptions). Substantial attention has been given to the measurement of outcomes, but equal or greater focus needs to be placed on extending this work to new clinical areas and translating existing findings into actions and disseminating them widely to the practice community.

Knowing what works can also be assessed in terms of consumers’ perceptions of the services that they receive. This assessment may be of the technical care provided or of interpersonal relationships or amenities experienced. As health services organizations have experienced increased pressure to respond to consumer expectations, the distribution of patient or consumer satisfaction questionnaires has become routine and their methodologies increasingly diverse and sophisticated. At the community level, evaluation of services is conducted through report cards that are “standardized, publicly released reports on the quality of care.” Report cards have been developed for specific areas of care and types of health-care organizations. A widely cited example of these instruments is the Health Plan Employer Data and Information Set (HEDIS) which was developed to assess managed care plans and is employed by the NCQA.

Using What Works
Using what works or quality assurance implies a consideration of the process by which services are provided. The fundamental issue is the appropriateness of the care provided: (a) over use of services when
other or no intervention would have been beneficial, (b) under use of the services that would benefit the patient, and (c) improper or incorrect use of beneficial care or prevention. Consideration of appropriateness leads directly to related questions of who determines what is appropriate care and who makes the judgment as to appropriateness in specific instances.

Appropriateness is the aspect of quality assessment with which health-care professionals, especially physicians, are most comfortable if they maintain control of the process. Physicians are trained to determine what actions should be taken in specific situations and to take responsibility for their actions in each instance. Concurrent and post hoc assessments by committees in hospitals or other health services organizations are the routine means through which physicians and other professionals perform peer evaluation and discipline. State boards and hospital-utilization review programs have also attempted to maintain appropriate care. Quality assurance also includes malpractice litigation, insurer audits, and governmental investigations. All of these approaches employ retrospective review and assume that problems occur because of careless or incompetent care. In other words, these approaches attempt to identify “bad apples” and “improve quality by cutting off one tail of the bell-shaped curve of human performance.”

The desire to improve quality assurance has led the Centers for Medicare and Medicaid Services (CMS) to develop quality initiatives for hospitals, nursing homes, and home health agencies. An initial strategy for hospitals was to develop Quality Improvement Organizations (QIOs) throughout the United States to replace the former professional review organizations, professional standards review organizations, and the experimental medical care review organizations. As no standard set of quality measures existed for hospitals, the CMS developed a consensus set of 10 clinical measures in conjunction with JCAHO and the QIOs. These measures are voluntarily reported by over 4000 hospitals as part of the Hospital Quality Alliance, a collaborative linking CMS and the national hospital and medical school associations. Ongoing research is assessing the effectiveness of these efforts.

Although there are many approaches to assessing the appropriateness of care, perhaps the most extensively examined recently is the use of standards of care or practice guidelines. Standards of care are “statements describing specific diagnostic or therapeutic maneuvers that should or should not be performed in certain clinical circumstances.” Standards can be applied to a population of individuals in the community or to individual patients. The key question is do standards of care influence physician behavior and thus improve quality? There is limited evidence to date that this is the case. Chassin argues, however, that standards can be effective in changing physician behavior if guidelines regarding their construction and use are followed. These include (a) consensus and credibility concerning clinical content, (b) presentation in the context of a physician’s performance, (c) the legitimacy and focus of the presentation, for example, physician opinion leaders, and (d) reinforcement of the initial education, for example, academic detailing.

How, then, should standards be developed and who should use them for what purposes? The dilemma in answering the first question is that efficacy research exists for a very limited number of clinical procedures, especially research applying the treatment in a clinical setting or linking it to specific effectiveness outcomes. Hence, although the best attempts to develop standards begin with a careful evaluation of the existing empirical literature, other consensus methods must be used to establish a standard of care. The Delphi methods used by the RAND Corporation produce appropriateness ratings similar to those based on research studies; however, the use of such reliable and valid consensus techniques is not always present in the development of standards of care. Although methods for assessing appropriateness based on judgments can be developed and used in clinical and research settings, for example, the Appropriateness Evaluation Protocol, substantial methodological study remains to be done.

Despite the lack of agreement on how to establish standards, there is increasing demand for them. Insurers, private and governmental, seek standards as a basis for determining what care they will pay for which health-care organizations they will use, and which treatments they will cover in their policies. In addition, they provide a basis for external regulation of physician and hospital practice and internal assessment of the clinical care provided by physicians and other practices. The concern expressed by physicians regarding these multiple uses of standards of care is that treatment and prevention are constantly evolving processes based on research evidence and practice experience. The standard of care established today may not be appropriate to the care given tomorrow. It is this concern that has led scholars, especially in the past 15 years, to study the question of how medicine can continually improve what it does.

Doing Well What Works

Doing well what works results from a process of continuous quality improvement (CQI) or total quality management (TQM). The concepts and principles of CQI or TQM are based largely on the works of three scholars in the United States (W Edwards Deming, Joseph Juran, and Philip Crosby) and two others from Japan (Genichi Taguchi and Kaoru Ishikawa). Donald Berwick and others have adapted these concepts for health services and public health organizations.

As a management philosophy, the aspects of CQI require a significant shift in management behavior. In Table 78-3, these changes in management approach are summarized in seven principles adapted from Berwick and his associates’ work on a national demonstration project. In this approach, organizations emphasize the management of processes as system failures rather than the management of people. The vast majority of problems are said to result from failures in a process or the suppliers or inputs to it, while only a small minority occur from idiosyncratic events, including the behavior of individuals. Problems occur most frequently across functions as work moves from one area to another or as materials or products enter or leave the organization. Because of this fact, customers and suppliers should not be viewed as problems but as partners in the process of service delivery.

The implementation of CQI in a health services organization results in a transformation that impacts all aspects of the organization. Deming described this change process as the integration of “profound knowledge” into management structures, policies, and procedures.

As depicted in Fig. 78-1, traditional improvement is a function of professional knowledge comprised of information on discipline, subject matter, and values. In health care, quality assurance is a form of traditional improvement in which an individual’s failure to perform appropriately is viewed as correctable through greater professional training or better judgment based on professional standards or values. Quality improvement requires both professional knowledge and improvement knowledge.

The first aspect of improvement knowledge, an appreciation for the system, implies the ability to answer three questions: why do we make what we make, how do we make what we make, and how do we do what we do. The second aspect of improvement knowledge is the ability to improve an aspect of the system, in this case, quality. A process of continuous improvement is required in which quality is continually improved.

<table>
<thead>
<tr>
<th>TABLE 78-3. THE PRINCIPLES OF CONTINUOUS QUALITY IMPROVEMENT</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Productive work is accomplished through processes.</td>
</tr>
<tr>
<td>2. Sound customer-supplier relationships are absolutely necessary for sound quality management.</td>
</tr>
<tr>
<td>3. The main source of quality defects is problems in the process.</td>
</tr>
<tr>
<td>4. Poor quality is costly.</td>
</tr>
<tr>
<td>5. Understanding the variability of processes is key to improving quality.</td>
</tr>
<tr>
<td>6. The modern approach to quality is thoroughly grounded in scientific and statistical thinking.</td>
</tr>
<tr>
<td>7. Total employee involvement is critical.</td>
</tr>
<tr>
<td>8. New organizational structures can help achieve quality improvement.</td>
</tr>
</tbody>
</table>

Table 78-4. Seven Basic Tools for Data Analysis

<table>
<thead>
<tr>
<th>Professional knowledge</th>
<th>Improvement knowledge</th>
</tr>
</thead>
<tbody>
<tr>
<td>Discipline</td>
<td>System</td>
</tr>
<tr>
<td>Subject</td>
<td>Variation</td>
</tr>
<tr>
<td>Values</td>
<td>Psychology</td>
</tr>
<tr>
<td>Theory of knowledge</td>
<td></td>
</tr>
</tbody>
</table>

Traditional improvement

Continuous improvement

Figure 78-1. The aspects of Deming’s “profound knowledge.”
(Source: Adapted from Batalden PB, Nolan TW. Knowledge for the leadership of continual improvement in healthcare. In: Taylor J, ed. AUPHA Manual. Gaithersburg, MD: Aspen; 1993.)

we improve what we make? An answer to the first of these questions requires knowledge of customer preferences and community needs; the second, knowledge of processes, their inputs and suppliers, the services provided, and their customers; and the third, knowledge of organizational vision, a plan for improvement, and an approach for design or redesign of key processes.

Knowledge of variation requires an understanding of two types of causes for variation in processes. The first are special causes that are identifiable as resulting from specific and idiosyncratic problems of individuals, machines, or events. These causes if found should be removed immediately without the need for greater knowledge of the process. Common causes produce variation that is inherent to the elements of the process. In other words, to remove common causes of variation, the process must be studied thoroughly and the structure of the process, its inputs, and/or its suppliers must be changed. As outlined in Table 78-4, eight statistical procedures can be used to assist in the identification and resolution of process variation and, hence, to produce process improvement.

The psychology of improvement is based on the power of intrinsic motivation. Goals may be achieved through competition and extrinsic reward, but also by working independently and in cooperation with others. The success and survival of an organization is more likely to be based on the work of cross-functional teams who understand how system processes work and are committed to a vision for the organization that advances it beyond its current reality.

The final aspect of Deming’s profound knowledge is the use of a theory of knowledge. Improvement comes through the use of knowledge that allows us to predict the impact of changes. The theory of knowledge advocated for quality improvement is fundamentally the scientific method. Based on planning and study of the process, hunches or hypotheses are developed as to the causes of process failures. These hunches are tested through small experiments based on existing or newly collected data. If a cause is identified, other experiments are attempted to continue the iterative process of improvement and knowledge gained is distributed to everyone in the organization. This approach to quality improvement has been called the Shewhart or the Plan, Do, Study, Act (PDSA) cycle.

Many health services organizations have developed unique approaches for the implementation of CQI. One of the most widely recognized is the FOCUS-PDSA procedure developed and used by the former Hospital Corporation of America. The steps in this process can be illustrated with an example of process improvement completed by the Springfield/Greene County Department of Health (DOH) in Missouri. First, the DOH identified a process needing improvement (FIND). In the county, political concern had been expressed regarding the length of time needed to abate environmental hazards. Although many approaches had been used in the past to achieve the outcome of reduced abatement time, none had worked. A CQI approach was suggested and a team was organized, the members of which understood the process of hazard abatement from their participation in or supervision of it (ORGANIZE). To clarify their current knowledge of the process (CLARIFY), the team flowcharted its steps and discovered the number of days that each step in the process required. Having described the process, the team undertook further investigation to discover what the causes of the delay were and which causes were the most important for reducing abatement time (UNDERSTAND). The team used Pareto charts and cause and effect diagrams to assist with this part of their work. Using this approach, the team discovered that the preparation of formal abatement requests through a typing pool and the search of courthouse records for property ownership were the most significant causes of abatement delay. Focusing on the second issue, the team attempted a modern connection to the records of the county utility company rather than the search of courthouse records to establish property ownership (SELECT). Having selected a potential solution, appropriate contacts were made with the utility company and a clerk was trained to make the modern connections and search the database (PLAN). Data was collected by the clerk on the length of time for discovery of ownership and presented in a simple bar graph comparing the length of time for utility company versus courthouse searches (DO). The analysis in this instance was simple and obvious. The average time for courthouse searches was three to five days and for utility database searches, 15 minutes (STUDY). Hence, approximately 4 days, on average, could be removed from each search. The DOH acted to train all clerks to do searches and expanded the investigation time of sanitarians that were formerly wasted in courthouse searches (ACT). Although this presentation of the abatement case is oversimplified, continuous quality improvement provided a systematic approach to process improvement, based on team knowledge rather than administrative authority.

How effective has continuous improvement been in improving quality and controlling costs? Many scholars have described CQI implementation or presented normative explanations for its use; however, research regarding the impact of CQI on quality and costs is just beginning in the health services literature. Despite the fact that systematic study is advancing slowly in health care, the application of CQI in health-care organizations is occurring. To motivate change, the Baldrige Award provides national recognition to health-care (and industrial) organizations that achieve excellence on a set of established and validated criteria. To date, three health-care organizations (the SSM Health System, the Baptist Hospital, Inc., and the Robert Wood Johnson University Hospital Hamilton) have won the award.

Knowing the Purpose for Doing It

Those involved in quality assurance and quality improvement must ultimately consider the purpose for quality assessment and the values underlying decisions. Unfortunately, this area has received little systematic attention in the literature. Berwick suggests that the issue can be addressed from an economic perspective. That is, to what extent is health care a social good, a product whose acquisition does not reduce one’s wealth? The answer to this question, Berwick believes,
is intertwined with the distribution of insurance in our society. Brodeur provides a second approach for considering the purposes of quality assurance or improvement, ethical analysis. He believes that each management perspective has associated with it a set of more or less well-articulated values that provide the basis for an ethical analysis of how each approach views the nature of work. From this view, work as a group activity must not subjugate the value of the persons performing the work to organizational concerns for efficiency and productivity.

**CONCLUSION**

In this section, the conceptualization, implementation, and significance of quality assurance and quality improvement are discussed in the context of the range of approaches to quality assessment discussed in the literature. There is some evidence that quality assurance has not met expectations regarding its ability to change practitioner behavior although the concept has been implemented in several different ways and this variation is related to the inconsistency of results. Alternatively, although its detractors abound, research on quality improvement is beginning to demonstrate the potential of this approach for linking process and outcome of health services. Complete assessments of quality, however, require several approaches of efficacy, effectiveness, appropriateness, and efficiency studies. In addition, these investigations must identify how the structural, process, and outcome components of quality are related in the delivery of preventive and treatment services.

**Public Health Management Tools Evaluation**

Thomas G. Rundall

Evaluation of health programs and policies is a fundamental competency for public health professionals. Building and maintaining an effective health-care system requires programs and policies that promote health and prevent disease in an effective and efficient manner. Evaluation is a process designed to collect and analyze information to determine program performance and improve it. This process involves a variety of concepts, methods, and analytic schemes to determine whether a given program is needed and likely to be used, whether it is appropriately designed to meet the targeted need, whether the program is implemented as planned, and whether the program actually does help people in need at a reasonable cost without undesirable side effects. Hence, evaluation is used to assist in health program planning, program quality assurance and improvement, and policy development. In planning an evaluation, the evaluator collaborates with other stakeholders to decide (a) what is the purpose of the evaluation, (b) what will be the focus of the evaluation, and (c) what specific evaluation model will guide the data collection and analysis.

**PURPOSE OF THE EVALUATION**

Evaluations can be conducted for formative or summative purposes. Formative evaluation is done primarily for the purpose of providing program staff with information for making midstream alterations in the program to increase the likelihood of achieving desired outcomes. The primary purpose of summative evaluation is to provide information for decision makers with respect to whether the program in its final form, refined through the use of formative evaluation, is sufficiently superior to existing alternatives to justify the allocation of resources to its continuation and/or its adoption in other settings.

Formative evaluation is most useful during the early implementation of a new program or as a means of reexamining an older program that stakeholders agree needs modification. Formative evaluations usually have three major components: (a) assessment of participant and staff satisfaction with features of the program, such as relevance and clarity of information presented, structure of the program, qualifications and skill of staff, and interpersonal dynamics among participants and staff; (b) assessment of the short-term cognitive (knowledge and awareness), affective (attitudes, motivation, and beliefs), or behavioral effects of the program; and (c) assessment of the sustainability of the program, including an appraisal of the current and future levels of participation in the program and an analysis of resource requirements.

Summative evaluation provides information about a health program’s effectiveness over a defined period of time, with a defined population, in one or more settings. Decision makers then use this information to help them decide whether to terminate a program, continue it, or expand it to new settings. Such evaluations should be conducted only when program managers are satisfied that the program is functioning as intended and that it is being properly delivered to participants.

**Evaluation Focus**

Evaluations may focus on assessing program process, outcome, or impact. While the usage of these terms varies somewhat in the field, the following provides generally accepted descriptions of each type of evaluation.

Process evaluation documents what is going on in the program and examines strengths and weaknesses of program components and activities. A process evaluation may include descriptions of the characteristics of those who use the program, patterns of use or attendance, characteristics of the program setting, satisfaction of participants and staff with the program, and the extent to which program components and activities are implemented as planned. Process is most useful as part of a formative evaluation. However, process evaluations are also useful in summative evaluations by helping the evaluator understand why certain effects were or were not observed.

Outcome evaluations assess the effectiveness of a program in producing favorable cognitive, affective, and behavioral changes in the target population. While most commonly conducted as part of a summative evaluation, short-term assessments of outcomes are also used in formative evaluations.

Impact evaluation assesses the effect of the program on more distal goals such as changes in health status and perceived quality of life. Because changes in these types of outcomes typically take a long time to achieve and to measure, the use of impact evaluation is normally restricted to summative evaluations.

Although clarifying whether the evaluation is for formative or summative purposes and whether it will focus on program processes, outcomes, or impacts is important steps in planning an evaluation, there is still one other fundamental decision to be made: which model of evaluation practice is most appropriate for the program being evaluated?
Models of Evaluation
The modern era of program evaluation in the United States began in the early 1960s, when policymakers sought data on the effects of the huge federal investments that were made in health education, and social programs. Since that time, numerous approaches to evaluation have been developed. Four prominent models of evaluation are described below. Each of these models emphasizes a valuable aspect of evaluation. The specific questions being addressed by the evaluation and the opportunities and constraints present in the program setting will determine which model, or combination of models, is appropriate.4

Social Science Research Model
In an effort to develop a rigorous evaluation methodology, early evaluators borrowed heavily from the designs and methods used by social scientists to establish the causal effect of an independent variable on a dependent variable. Program evaluation was viewed as a specialized form of social science research. From this perspective, the success of a program is determined by forming two randomized groups, providing the service (treatment) to one group and using the second group to control for possible threats to internal and external validity.9,10 After implementation of the program, data on the appropriate dependent variables are collected from the members of each group. Statistical tests developed for basic research are applied to these data. If the difference between treatment and control group mean scores on a selected outcome measure is in the predicted direction and statistically significant, the program is considered a success. If the difference between the means is not statistically significant, the program is considered a failure. While the strength of this approach for the purposes of making causal interpretations is widely accepted, over time many stakeholders criticized this approach on a variety of grounds. For example, the social science approach was: often judged to be so time consuming that deadlines for making budgetary decisions about a program being evaluated could not be met, impractical to implement because randomization was not possible in many nonclinical settings, too focused on a small number of quantifiable outcomes, too reliant on statistical tests to determine program effectiveness, subject to incorrect interpretation, unable to provide information useful to managers for quality improvement purposes, and too costly.12

Goal-Based Evaluation
In an effort to make evaluations more sensitive to the full range of expected program outcomes, evaluators often work with program staff to clearly state the goals and objectives for the program and then measure the extent to which these have been achieved. This approach provides program planners with the opportunity to establish the criteria and standards to be used to determine program success. Further, qualitative goals and objectives can be stated, explicitly incorporating qualitative methods in evaluation research. This approach also has its drawbacks. It focuses so much attention on the stated program objectives that evaluators sometimes fail to come to understand why programs may or may not have achieved those objectives. Further, goal-based evaluations often fail to consider unanticipated beneficial or harmful effects of program activities.

Goal-Free Evaluation
To avoid the pitfalls of goal-based evaluation, an evaluator might not build an evaluation’s design and measurement strategies around the stated goals of the program. A goal-free evaluation studies the program activities, staff, clients, program settings, and records to determine all the positive and negative effects of the program, without regard to the program’s stated objectives. This information is then communicated to program staff, clients, funding agencies, and other stakeholders, who decide whether the findings are compatible with the goals of the program and determine what adjustments should be made to improve the program.13

Empowerment Evaluation
New approaches to evaluation have emerged over the past decade explicitly incorporating a participatory and collaborative relationship between the evaluator and program stakeholders. When doing empowerment evaluation (also referred to as participatory action research, or community-based participatory research), the evaluator’s role includes consultation and facilitation directed toward developing the capabilities of the participating stakeholders to conduct evaluations on their own, to use the results effectively for advocacy and change, and to gain greater control over a program that affects their lives. The evaluation process, therefore, is directed not only at producing informative findings, but also at enhancing the self-development and political influence of the participants. As these themes imply, empowerment evaluation often involves those stakeholders who otherwise have little power in the program, usually the program recipients or intended beneficiaries.14

There is no one right way to do an evaluation. Successful evaluators tailor each evaluation to the questions that are important to program stakeholders and the opportunities and constraints present in the program setting. The specification of the evaluation’s purpose, focus, and data collection and analysis model must evolve from an evaluation planning process that will provide the evaluator with information essential to the design of the evaluation. There are six general steps in this process: (a) identification of stakeholders; (b) determination of the most important concerns of each stakeholder group; (c) assessment of the evaluability of the program (Is there sufficient agreement among stakeholders on the rationale for the program, the key evaluation questions, and the potential to make changes in the program to improve it, that justifies doing the evaluation?); (d) examination of the literature; (e) determination of the methodology to be used, including the research design, sampling, selection of criteria, data collection, and type of statistical analysis; and (f) preparation of a written proposal.15

The Special Case of Evaluations of Complex, Communitywide Interventions
Communitywide health promotion and disease prevention programs are at the core of public health. These types of programs are aimed at modifying health risk behaviors and the conditions that produce and reinforce them. These activities often include communitywide health education programs and activities designed to change laws or regulatory policy in areas that affect health. Communitywide interventions are complex, because it is often difficult to define exactly what are the “active ingredients” of the intervention and how they relate to each other. Communitywide interventions often use multiple theories of change and channels of communication (including media advocacy), and often target healthy individuals as well as those in need. The distinguishing characteristic of communitywide interventions is that they attempt to improve health-related characteristics of the entire community. These interventions are typically implemented over several years, making it likely that non–program-related factors such as historical events and migration in and out of a community will affect program outcomes. These aspects of communitywide interventions make them difficult to evaluate. In recent years special research approaches have been developed to evaluate communitywide interventions, including random assignment of multiple communities to treatment and control conditions, combining cross-sectional and cohort research designs within communities, extensive monitoring of intervention processes, measurement of environmental variables, utilization of multiple data collection methodologies, and the use of randomized trial strategies that allow components of the intervention to take on different forms depending on local context.16–21

Evaluation is more than just research. It is fundamental to good management, and it is an essential part of the process of developing effective public policy. It is a complex enterprise, requiring researchers to balance the rigor of their research strategies with the relevance of their work for managers and policy makers. There are
useful web-based “toolboxes” available to provide guidance and resources for public health practitioners interested in further developing their program and policy evaluation competencies (http://www.cdc.gov/eval/framework.htm; http://www.eval.org/). These tools and the other resources identified in this chapter will help evaluation researchers to understand the opportunities and constraints associated with a given program and to use the concepts and methods introduced above to tailor an evaluation in such a way that a defensible assessment of program performance is produced.
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INTRODUCTION

The recent massive disaster brought about by the December 26, 2004, tsunami in the Indian Ocean was one of the most lethal, costly, and destructive in modern history. Some experts predict, however, that an ever-increasing global population, with its attendant strains on natural, technological, and human resources, portend even greater and more frequent disasters to come. These realizations, coupled with technological innovations, microbial engineering, increasingly sophisticated terrorist capabilities, and the ever-present danger of war and sectarian strife, call to mind the myriad problems associated with effective disaster planning and disaster response.

Although disasters defy ready definition, and at least 35 different professions are involved in disaster assessment, study, and mitigation, a disaster might nonetheless be defined as a destructive event that results in the need for a wide range of emergency resources to assist and ensure the health and survival of the stricken population. Disasters can be natural or man-made, abrupt or insidious. Furthermore, disasters caused by man can include warfare and terrorism, as well as "technological" disasters (Table 79-1). "Natural" disasters, such as earthquakes, volcanic eruptions, hurricanes, floods, and the like, have been with us throughout history. The same can be said for warfare, and its accompanying destruction, disease outbreaks, and famine. Technological disasters have likewise been with us since the Industrial Revolution. Such disasters may involve explosions, fires, crashes, and chemical or radiological releases into the environment. More recently, the specter of man-made disasters related to terrorism and the deployment of weapons of mass destruction (WMDs) has focused considerable attention on public health and disaster preparedness.

Disasters encompass a wide variety of events with multiple causes and consequences. Natural disasters are precipitated by the forces of nature and weather. Such disasters may be ongoing and insidious, as in the case of the famine of 1977 in Ethiopia, which followed successive years of drought. Most natural disasters occur suddenly, however, and often with little or no warning. The earthquake in Kobe, Japan, in 1995, which caused 5000 immediate deaths and created the need for an urgent and massive relief effort, is but one example among many.

As technology rapidly evolves, so too does the inevitability of technology-related crises. Adverse health effects from technological disasters include those acute effects such as trauma, burns, and smoke inhalation injury, as well as those indirect effects related to environmental exposures to potentially contaminated soil, water, and food.

An example is the 1986 radionuclide release from disabled reactor number 4 at Chernobyl in the former USSR. This disaster resulted in acute injuries, but more importantly it exposed more than 2 million people to radiation. Radiation exposures from this incident continue to result in a variety of adverse health effects, such as increased rates of thyroid cancer. Complex emergencies are the result of interrelated social, economic, and political problems and almost always involve armed confrontation. Warfare (and armed conflict) brings with it a unique set of disaster response challenges. In these increasingly common and often prolonged disasters, there is typically extensive destruction of social and public health infrastructure, large-scale population displacement, epidemic disease, and food shortages. Recent examples of complex emergencies include the humanitarian crises in Bosnia-Herzegovina, Rwanda, Somalia, Liberia, Cote d’Ivoire, Afghanistan, and East Timor, among many others.

Terrorism is regarded by many as an escalating and evolving threat, and terrorists of today have unparalleled access to highly destructive technologies. Long a problem in some areas of the world, large-scale terrorism became a very real concern for Americans following the first attack on the World Trade Center in 1993. On March 20, 1995, an attack on the Tokyo subway system, perpetrated by the Japanese doomsday cult, Aum Shinrikyo, demonstrated a willingness and capability on the part of terrorists to employ WMDs, in this case, a chemical weapon, the nerve agent sarin. The following month, on April 19, 1995, large-scale terrorism came to the American heartland with the Oklahoma City bombings, significant also in that the perpetrators were Americans. Finally, the attacks on the World Trade Center and the Pentagon on September 11, 2001, and the release, the following month, of anthrax-contaminated mail, underscore the variety and adaptability of terrorist methodology. Moreover, they call to mind unique disaster response issues. Such issues include, in addition to conventional disaster response considerations, the need for rapid characterization of the offending agent, mass decontamination, ready access to antidotes and medications, specialized medical training, and proper protective equipment for emergency responders.

UNDERSTANDING DISASTERS

Natural Disasters. Over the past 20 years, natural disasters have affected at least 800 million people and caused well over 3 million deaths. Each week there is at least one natural disaster of sufficient magnitude to require external assistance from the international community. The incidence of natural disasters appears to be increasing,
and the number of highly vulnerable persons in disaster-prone areas, particularly in the developing world, is at least 70 million people and growing.17,18 The devastating 2004 tsunami in the Indian Ocean, in which well over 150,000 persons were killed, illustrates the potential impact of a natural disaster on a population residing in a hazardous coastal region. Similarly, the earthquake in Bam, Iran, exactly 1 year earlier (on December 26, 2003), killed 30,000, injured another 30,000, and left 75,000 homeless, illustrating the perils of life in a highly earthquake-prone zone.

Natural disasters may be associated with a wide variety of acute and long-term health effects. For example, volcanic eruptions may result in injury or death due to explosive blast effects, lava flow, falling debris, asphyxiating gases, or mudflows.19,20 For many months following an eruption, ash and other particulate matter vented from an active volcano may exacerbate respiratory illness in persons residing down-wind.21 Volcanic ash may contaminate soil and water, resulting in long-term toxic exposures to the population. One of the most unusual gas releases associated with volcanic activity occurred in 1986 in Cameroon.22 In this incident, carbon dioxide was release from an active volcano underneath Lake Nyos. The gas enveloped nearby villages and caused approximately 1700 deaths by asphyxiation. Volcanic ash in the atmosphere has also been known to cause engine shutdowns in commercial aircraft, leading to in-flight emergencies—a unique combination of natural and technological events interacting to produce the potential for catastrophe.

Public health issues associated with floods extend beyond concerns for mortality due to drowning. In Bangladesh, the flooding which followed a 1991 tropical cyclone reduced the potability of water from wells and caused widespread outbreaks of diarrheal disease.23 Flooding may also result in increased numbers of breeding sites for mosquitoes and consequently, an increased risk of exposure to their associated diseases, such as malaria or dengue. Immediate public health actions required following a flood usually include vector control, the provision of potable water and food, and the restitution of vital environmental health services.24,25 Overall, however, early warning systems, improved evacuation plans, and the discouragement of settlement in flood-prone areas may have much greater potential to save lives than activities associated with external emergency response to flood disasters. The recent Indian Ocean tsunami illustrated the limitations of response activities in curtailing mortality during rapid flooding; most victims in this disaster were carried out to sea and drowned.

Earthquakes typically cause traumatic injuries and deaths, as well as destroying buildings and infrastructure.26 The 1976 Tangshan Earthquake, for example, caused more than 200,000 sudden trauma-related deaths.27 Similarly, the relatively moderate (Richter Scale 6.6) earthquake in Bam in 2003 resulted in at least 30,000 deaths, largely due to trauma sustained when earth and mud buildings collapsed on inhabitants. In contrast to most floods (the recent Indian Ocean tsunami excepted), the morbidity and mortality of earthquakes is much more immediate. Deaths are primarily due to crush injuries and other trauma resulting from unstable, collapsing, or crumbling buildings. Earthquakes are not usually followed by long-term public health problems such as famine or epidemic diseases, although following the Northridge earthquake of 1994, a wide range of external primary care services were required by the population for up to 4 weeks. Other public health issues associated with earthquakes include concerns for the health of persons in shelters, occupational health protection for rescue workers, and the provision of mental services for survivors.28

## Technological Disasters

Public health problems resulting from technological accidents, or from the unregulated and unsafe use of industrial technologies, are increasingly recognized as an important and increasingly common type of disaster.29 The nuclear reactor accident at Chernobyl, the toxic gas leak at Bhopal, India, the extensive chronic environmental pollution in several former Soviet block

### TABLE 79-1. DISASTERS

<table>
<thead>
<tr>
<th>Type of Disaster</th>
<th>Examples</th>
<th>Deaths</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Natural Disasters</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Climatological</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hurricanes, typhoons</td>
<td>Mitch, Honduras, 1998</td>
<td>&gt;11,000</td>
<td>2–3 million homeless; damages &gt;$5 billion</td>
</tr>
<tr>
<td>Floods</td>
<td>Monsoon, Bangladesh, 8/9/1988</td>
<td>&gt;1300</td>
<td>148 separate tornados; 5484 injured</td>
</tr>
<tr>
<td>Drought</td>
<td>Somalia, 1991–1993</td>
<td>-400,000</td>
<td>30,000,000 left homeless</td>
</tr>
<tr>
<td>Blizzards</td>
<td>Midwestern United States, 1930–1941</td>
<td></td>
<td>Ongoing drought complicated by warfare</td>
</tr>
<tr>
<td>Geological</td>
<td>Eastern U.S., 3/12-14/1993</td>
<td>270</td>
<td>Dustbowl destroyed 50 million acres</td>
</tr>
<tr>
<td>Earthquakes</td>
<td>Bam, Iran, 12/26/2003</td>
<td>&gt;30,000</td>
<td>30,000 injured; 75,000 homeless</td>
</tr>
<tr>
<td>Tsunamis</td>
<td>Indian Ocean, 12/26/2004</td>
<td>150–300,000</td>
<td></td>
</tr>
<tr>
<td>Volcanic eruptions</td>
<td>Mt Pinatubo, Philippines, 7/15/1991</td>
<td>&gt;800</td>
<td></td>
</tr>
<tr>
<td><strong>Technological Disasters</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fires</td>
<td>Paraguay Supermarket, 8/1/2004</td>
<td>&gt;400</td>
<td></td>
</tr>
<tr>
<td>Explosives</td>
<td>Lagos, Nigeria, 1/27/2002</td>
<td>&gt;1000</td>
<td>Explosion triggered stampede, killing 1000</td>
</tr>
<tr>
<td>Crashes</td>
<td>Neishabour, Iran, 2/18/2004</td>
<td>320</td>
<td>Runaway railcars loaded with fertilizer &amp; petrol exploded, destroy 5 villages</td>
</tr>
<tr>
<td>Chemical exposures &amp; spills</td>
<td>Bhopal, 12/3/1984</td>
<td>&gt;2000</td>
<td>~150,000 injured</td>
</tr>
<tr>
<td>Radiation exposures</td>
<td>Chernobyl, 4/26/1986</td>
<td>31 claimed</td>
<td>&gt;2 million exposed to radiation</td>
</tr>
<tr>
<td><strong>Warfare</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Second World War</td>
<td></td>
<td>&gt;40,000,000</td>
<td>30–50 wars ongoing at any given time</td>
</tr>
<tr>
<td>Chemical</td>
<td>Aum Shinrykyo, Tokyo</td>
<td>12</td>
<td>&gt;5000 worried well</td>
</tr>
<tr>
<td>Biological</td>
<td>Anthrax Attacks, US, 10/2001</td>
<td>5</td>
<td>WHO estimates 95,000 deaths possible under certain conditions</td>
</tr>
<tr>
<td>Radiological</td>
<td>No significant attacks thus far</td>
<td></td>
<td>4 died from pilfered Cesium source at Goiania, Brazil, 1987</td>
</tr>
<tr>
<td>Nuclear</td>
<td>None thus far</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Explosive</td>
<td>Twin Towers, Pentagon, 9/11/2001</td>
<td>2992</td>
<td></td>
</tr>
</tbody>
</table>
nations, and the acute environmental catastrophe associated with the Exxon Valdez oil spill are but a few examples of the disastrous consequences that can ensue from technological disasters. The potential for harm from improper management of industrial technologies is a major concern in developed nations where at any given moment there are myriad complex industries in operation and tons of hazardous materials in transit through populated areas. Moreover, these hazardous materials can make attractive “weapons of opportunity” to would-be terrorists, who may be able to accomplish their objectives simply by opening the valve on a railroad tank car. In developing countries, these problems are exacerbated when rapid industrialization exceeds the development of countervailing safety controls.

Technological disasters are usually the result of poor engineering, improper safety practices, or simple human error. However, natural disasters can be an important factor in precipitating a follow-up technological disaster. For example, gasoline fires that killed over 500 persons in Durunka, Egypt, in 1994 were the result of flash flooding that ruptured a fuel storage tank and carried burning petroleum into the nearby town.29 Such synergistic disasters have been termed NA-TECHs (Natural-Technological).30 In many locales, chemical plants, nuclear reactors, or other potentially dangerous industries are scattered in geological regions that are highly vulnerable to natural disasters.

Dealing with the consequences of a technological disaster or a NA-TECH presents many challenges. Recognizing the nature of the hazardous material involved, evacuating citizens after an accident, providing appropriate medical care for victims, and protecting emergency responders against hazardous exposures are but a few of the many challenges that emergency responders potentially face.31 In addition, because industrial disasters may leave toxic residues in the environment that pose ongoing threats to the health of populations, the initiation of chemical exposure and disease registries (in order to track adverse health effects of disaster victims over time) may be a fundamental component of emergency response. Clinical investigations following technical disasters may require assistance from laboratory scientists, toxicologists, and environmental epidemiologists. Public health prevention efforts include sound plant design and operation, safe disposal of waste products, thorough safety occupational programs, linkage to local emergency management operations, and proper site selection for industrial facilities.

Warfare and Conflict-Related (Complex) Emergencies. Conflict-related disasters are a growing phenomenon in the post-Cold War world. In the late 1970s there were approximately five conflict-related disasters per year, but by the early 2000s there were 15–20 per year. In 2003, the Office of Foreign Disaster Assistance of the U.S. Agency for International Development responded to at least 16 complex emergencies. The increase in conflict-related disasters closely relates to the number of armed conflicts in the world, which have likewise increased dramatically during the past two decades. Since 1980, there have been a couple of hundred major armed conflicts, and in 2003, there were 36 ongoing wars in 28 different nations.32

War has always been destructive, but in recent years the nature of armed conflict has become increasingly more devastating.39–42 In many conflicts today, there are eight to nine civilian deaths for every combatant death.33 Toole and Waldman have described the insidious many conflicts today, there are eight to nine civilian deaths for every combatant death.33 Toole and Waldman have described the insidious problems are exacerbated when rapid industrialization exceeds the development of countervailing safety controls.

Technological disasters are usually the result of poor engineering, improper safety practices, or simple human error. However, natural disasters can be an important factor in precipitating a follow-up technological disaster. For example, gasoline fires that killed over 500 persons in Durunka, Egypt, in 1994 were the result of flash flooding that ruptured a fuel storage tank and carried burning petroleum into the nearby town.29 Such synergistic disasters have been termed NA-TECHs (Natural-Technological).30 In many locales, chemical plants, nuclear reactors, or other potentially dangerous industries are scattered in geological regions that are highly vulnerable to natural disasters.

Dealing with the consequences of a technological disaster or a NA-TECH presents many challenges. Recognizing the nature of the hazardous material involved, evacuating citizens after an accident, providing appropriate medical care for victims, and protecting emergency responders against hazardous exposures are but a few of the many challenges that emergency responders potentially face.31 In addition, because industrial disasters may leave toxic residues in the environment that pose ongoing threats to the health of populations, the initiation of chemical exposure and disease registries (in order to track adverse health effects of disaster victims over time) may be a fundamental component of emergency response. Clinical investigations following technical disasters may require assistance from laboratory scientists, toxicologists, and environmental epidemiologists. Public health prevention efforts include sound plant design and operation, safe disposal of waste products, thorough safety occupational programs, linkage to local emergency management operations, and proper site selection for industrial facilities.

Warfare and Conflict-Related (Complex) Emergencies. Conflict-related disasters are a growing phenomenon in the post-Cold War world. In the late 1970s there were approximately five conflict-related disasters per year, but by the early 2000s there were 15–20 per year. In 2003, the Office of Foreign Disaster Assistance of the U.S. Agency for International Development responded to at least 16 complex emergencies. The increase in conflict-related disasters closely relates to the number of armed conflicts in the world, which have likewise increased dramatically during the past two decades. Since 1980, there have been a couple of hundred major armed conflicts, and in 2003, there were 36 ongoing wars in 28 different nations.32

War has always been destructive, but in recent years the nature of armed conflict has become increasingly more devastating.39–42 In many conflicts today, there are eight to nine civilian deaths for every combatant death.33 Toole and Waldman have described the insidious cycle of armed confrontation, famine, and population displacement.34 In 1980 there were approximately 5 million refugees worldwide, but largely as a consequence of this cycle, there were approximately 17 million global refugees as of January 1, 2004, according to the United Nations High Commissioner for Refugees.35 In addition, there are tens of millions of internally displaced persons.

The public health problems of refugees and displaced persons are often overwhelming. Crude mortality rates among refugees and displaced populations frequently rise dramatically above baseline levels, principally due to nutritional shortages, environmental problems, and preventable infectious diseases. Conflict-related disasters have similar effects on those who do not flee when infrastructure is destroyed or severely damaged, thereby to food, potable water, refuse disposal, and basic medical services.

During many conflicts today, international humanitarian law is unknown or disregarded, and human rights abuses are common. As a result, in some disasters, violence may be a direct and primary cause of morbidity and mortality.36,37 For example, while morbidity and mortality due to infectious diseases increased to some extent, deaths due to “ethnic cleansing” operations were by far the principal cause of death during the Bosnia and Kosovo conflicts.38,39 Similarly, the provision of emergency relief during conflict-related disasters can, in itself, be very dangerous.40 Many relief workers have been killed in recent years; their protection is often a major challenge of disaster relief operations.

Relief organizations that wish to remain neutral and impartial can have tremendous difficulty operating in settings of armed confrontation. Unfortunately, the provision of humanitarian relief can easily be perceived as a partisan act, or can be manipulated for the benefit of different warring factions.41 In situations of conflict, traditional medical and public health interventions may not be effective in preventing injury and death. Indeed, some have argued that in certain situations emergency relief has served to exacerbate and prolong the conflict. Development initiatives, weapons control, conflict resolution, and other such measures may be more effective ways of preventing mortality in these situations. The role of relief organizations in preventing human rights abuses, including torture and genocide, is complex and uncertain.

Nonetheless, international disaster operations today often require that nongovernmental relief organizations (NGOs) frequently work alongside military relief personnel and operations of wealthier nations. Often the militaries of these nations have robust capabilities which can be invaluable in disaster relief, such as food, transportation, medical care, and logistics; civilian NGOs are often unable to provide comparable levels of such relief. While those in the assisting military forces may see such roles as a natural extension of their capabilities, their activities have been known to foster jealousies and resentment among NGOs, which often view uniformed military responders as at least figuratively contributing to many of the types of disasters to which they respond (rightly or wrongly). Sensitivity to such dynamics among military disaster responders can go a long way toward heading off such tensions—abandonment of the “we’re in charge” mentality, the wearing of civilian clothes, a willingness to work cooperatively with civilian relief organizations, and a lack of arms, when possible, may further acceptance among both NGOs and the local population.

One of the most extensive public health catastrophes today concerns the worldwide dissemination of land mines. It is estimated that 65–110 million land mines are scattered throughout more than 60 countries.42 These landmines can often persist and remain “armed” for decades. They impede the resettlement of displaced populations and serve to remove land from cultivation. Globally, landmines are responsible for more than 15,000 fatalities each year.42 With that said, many landmines are designed to maim; survivors typically require emergency surgical services and prolonged rehabilitation largely related to lower limb amputation. This has had devastating impact on the individuals, the economies, and the health-care systems of many developing nations. Countries affected by severe landmine problems in the wake of endemic warfare include Afghanistan, Mozambique, Angola, Rwanda, and nations of the former Yugoslavia.

Terrorism. Terrorist attacks have recently captured the attention of the world’s citizenry and its media. Foremost among these attacks in recent memory, the assaults on the Pentagon and World Trade Center on September 11, 2001, resulted in 2992 deaths. While the numbers of casualties arising from most individual terrorist attacks, however, is still dwarfed by those due to natural disasters such as earthquakes, tsunamis, and floods, an increasing sophistication of terrorist methods and an increasing destructive capacity of terrorist weapons has caused terrorism, in the minds of many, to become the scourge of the twenty-first century. Moreover, the cumulative toll of terrorism has been immense. From 1984–2000, an estimated 30,000–35,000 persons were killed by terrorists in Turkey alone.43 While small-scale terrorist endeavors, such as kidnappings and assassinations, have been with us for centuries, a recent emphasis on the proliferation of WMDs and the production of large numbers of casualties in a single
event has caused terrorism to be considered a potential cause of large-scale disasters; under ideal conditions (for the perpetrators), for example, the World Health Organization estimates that an anthrax attack on a large city in the developed world could produce as many as 95,000–100,000 deaths. The formerly held view that terrorists, motivated largely by political aims, avoided large numbers of casualties (as they would turn away potential supporters), has recently been supplanted, in many cases, by the religious or ideologically motivated views of groups such as al-Qaeda. These groups, in some cases, seem to have no hesitation about the production of massive numbers of casualties.

While large numbers of casualties are possible, terrorism, by its very definition, is primarily designed to produce fear and panic in a population. The employment, or threat of employment, of unconventional and unfamiliar WMDs will only serve to heighten this fear. Many disaster planners employ the acronym CBRNE (chemical, biological, radiological, nuclear, explosive) to encompass these potential terrorist weapons. While each of these weapons brings with it unique, and often profound, disaster response considerations, it is the psychological and psychosocial impact that is likely to define a disaster associated with terrorism.

► DISASTER PLANNING

By their very definition, disasters have profound public health implications. Critical public health challenges following a disaster include the provision of basic life-sustaining commodities such as food, water, and shelter, and the establishment of essential curative and preventive medical services. In the past, public health and safety professionals and organizations concentrated their efforts primarily on emergency disaster relief. More recently, however, disaster preparedness, prevention, and mitigation have become increasingly important public health activities. Public health priorities for dealing with disasters should be determined by the predominant causes of morbidity and mortality for a particular type of disaster, and the best methods of prevention for the particular population involved.

Effectively coping with disasters involves much more than the timely delivery of external emergency resources. Local vulnerabilities within a community, such as poverty, population density, type of construction, and a relative lack of disaster planning, may enhance the risk to a population to disasters. For example, the 1988 earthquake in Armenia resulted in more than 30,000 deaths while an earthquake of similar force, the 1989 Loma Prieta earthquake in California, resulted in less than 500 deaths. The low mortality associated with the Loma Prieta earthquake was thought to be due to enforcement of local building codes, better local emergency medical services (EMS), superior local disaster management services, and other community-based prevention and mitigation activities.

Although planning, preparation, and engineering controls can mitigate against a portion of the morbidity and mortality associated with disasters, human factors also play an aggravating role in almost all disasters, even natural ones. What is identified as the “disaster” is often better understood as a trigger event that exposes and exacerbates underlying societal problems and weaknesses. For example, in virtually every famine of the last 20 years, drought has been an important contributing factor, but food shortages have been primarily the result of armed conflict, inadequate economic and social systems, failed governments, and other man-made factors. The famine in Somalia from 1991 to 1993 and the ongoing famine and crisis in Darfur both highlight the dramatic amplification of drought by internecine clan warfare. Understanding the consequences of disasters, and effectively coping with them, requires looking well beyond the event itself.

Coping with complex emergencies, as well as other disasters, is one of the great public health challenges of our time. There are a multitude of technical and logistical issues involved in providing life-sustaining services to large populations. Events during and after a disaster may not progress in a clear linear fashion; public health needs often evolve substantially. For example, priorities for refugees who have just arrived in a location (usually shelter, food, water, and basic medical care) are different from the needs of the same population a few months after a refugee camp has been established (family planning, medical care for more chronic problems, and rehabilitation). As with natural disasters, attention is increasingly being devoted toward prevention, early warning, and preparation activities. Because complex emergencies are usually the result of many years of deeply rooted social problems, effectively dealing with them requires that relief efforts be closely integrated with political, social, economic, military, cultural, and other activities.

► MEDICAL AND PUBLIC HEALTH ASPECTS OF DISASTER RESPONSE

The medical and public health response to a disaster can be envisioned as occurring on multiple levels. We find it useful to consider response needs on both a “micro” level (the level of the individual medical practitioner, where most needs involve traditional medical practices such as the provision of patient care) and a “macro” level (the level of public and governmental entities such as local, state, and federal public health authorities). Traditional medical response and the management of individual patients has been extensively reviewed elsewhere and is beyond the scope of this chapter. Here, we concentrate instead on the “macro” response of the Public Health Community at large and the many governmental and nongovernmental institutions that might be called upon to respond to, and mitigate the effects of, a natural or man-made disaster. In the United States, an evolving body of legislation (summarized in Table 79-2), culminating

---

**TABLE 79-2. KEY DISASTER RESPONSE DOCTRINE, GUIDANCE, AND LEGISLATION**

| Public Law 93–288 (PL 93–288) | Provides legislative authority for Federal Government response to disasters |
| Robert T. Stafford Disaster Relief and Emergency Assistance Act (the Stafford Act; PL 100–707) | Amends PL 93–288 |
| PDD-62 | Adds a Terrorism Annex to the FRP and divides response into phases of Crisis Management and Consequence Management |
| The Nunn-Lugar-Domenici Act (an amendment to the Defense Authorization Act for FY97) | Applies the Stafford Act to Unconventional and Terror Threats, Codifies the role of various Government Agencies in Terrorism Response |
| The National Response Plan (NRP) | Provides Protection of Critical National Infrastructure from Terror Threats, and specifically mentions Weapons of Mass Destruction (including Biological Weapons) |
| | Provides training for First Responders in dealing with Weapons of Mass Destruction |
| | Supersedes the FRP and provides Federal Disaster Response efforts with a standardized National Incident Management Template |
in the recent promulgation of a National Response Plan (NRP), now provides a framework for such disaster response. This framework forms the basis for a somewhat idealized planning and response effort, achievable, perhaps, in the United States and other developed nations. Efforts at disaster planning and response during complex emergencies and in developing nations obviously must be tempered with the realities of warfare, inadequate infrastructure, severe resource constraints, and all of the other myriad problems inherent in such settings.

The institutional response to any disaster, natural or manmade, begins at the local level, and it is here that preparation efforts are perhaps most critical. It is also here that public health interventions begins at the local level, and it is here that preparation efforts are per-

severe resource constraints, and all of the other myriad problems tempered with the realities of warfare, inadequate infrastructure, severe resource constraints, and all of the other myriad problems inherent in such settings.

It is often impractical to evaluate the needs of all affected persons at a disaster site due to the size of the population and resource limitations. Relief personnel should instead sample representative cross sections from the affected population through a statistically valid sampling process using standardized assessment protocols. Such an activity requires knowledge of the geographic distribution and size of the population, which may be obtained through census information, aerial photos, rapid surveys, and other sources. During sudden-impact dis-

1. Medical Needs Assessment. Prior to mobilizing an emergency response on behalf of a disaster-stricken population, information should be obtained regarding the extent of their immediate needs and the status of their supporting public health infrastructure. This task is accomplished through an organized needs assessment. The purpose of this initial assessment is to rapidly obtain objective, reliable, population-based information that describes a population’s specific need for various emergency relief services. Such an assessment should identify the extent of the needed response and the technical areas where specialized assistance is needed, and should suggest other areas where more focused health surveys or surveillance should be conducted (e.g., the nutritional status of the population and the status of water and sanitation).

2. Health Surveillance & Epidemiology. Public health surveillance is the logical continuation of the initial epidemiologic task of emergency health assessment. Surveillance systems should be established in sentinel sites (such as clinics) after disasters in order to monitor the health of the population and gauge the effectiveness of ongoing relief programs. This would be particularly important during the implementation of emergency programs that are likely to continue beyond the immediate aftermath of the disaster. Newer technologies such as e-mail, computers, and epidemiologic software permitted the rapid implementation of a statewide surveillance system in Iowa following the Great Flood of 1993. Among refugees in developing countries, critical public health sur-

3. Identification of Medical and Health Resources. Medical and other health resources in a given locale should ideally be identified during the disaster planning process long before they might become needed in responding to an actual disaster. Personnel, equipment, and supplies available locally should be inventoried, and a realistic assessment made regarding ancillary resources which might readily be made available from state, regional, and federal sources. Memoranda of understanding (MOUs) and/or contracts should be proactively worked out between response agencies and local private sector institutions. A common problem concerning the preidentifi-

4. Medical Transportation. Medical transportation assets should also ideally be identified during the disaster planning process before they are ever needed. Basic life support (BLS) and advanced life support (ALS) ground ambulances, as well as air ambulance resources should be catalogued and MOUs put in place during this planning process. Alternative sources of

### TABLE 79-3. LOCAL DISASTER MEDICAL AND PUBLIC HEALTH FUNCTIONS

<table>
<thead>
<tr>
<th>Medical &amp; Public Health Functions</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Assessment of immediate health needs</td>
</tr>
<tr>
<td>2. Health surveillance &amp; epidemiology</td>
</tr>
<tr>
<td>3. Identification of medical &amp; health resources</td>
</tr>
<tr>
<td>4. Medical transportation</td>
</tr>
<tr>
<td>5. Patient distribution &amp; evacuation</td>
</tr>
<tr>
<td>6. Pre-hospital emergency services</td>
</tr>
<tr>
<td>7. Hospital emergency services</td>
</tr>
<tr>
<td>8. In-hospital care</td>
</tr>
<tr>
<td>9. Out-of-hospital care</td>
</tr>
<tr>
<td>10. Temporary field treatment</td>
</tr>
<tr>
<td>11. Food safety</td>
</tr>
<tr>
<td>12. Management of hazardous agent exposure</td>
</tr>
<tr>
<td>13. Mental health</td>
</tr>
<tr>
<td>14. Medical &amp; public health information</td>
</tr>
<tr>
<td>15. Vector control</td>
</tr>
<tr>
<td>16. Potable water</td>
</tr>
<tr>
<td>17. Waste management</td>
</tr>
<tr>
<td>18. Communicable disease control</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Related Response Functions</th>
</tr>
</thead>
<tbody>
<tr>
<td>29. Animal control</td>
</tr>
<tr>
<td>20. Coroner &amp; mortuary services</td>
</tr>
<tr>
<td>21. Care and shelter</td>
</tr>
</tbody>
</table>

Source: Adapted from information provided by the California Emergency Medical Services Authority.
patient transport, such as bus companies, might also be examined. In developing nations and in resource-poor environments, primary reliance on such alternative methods of transport is often a necessity. Conversely, during many disasters, patients will arrive at treatment facilities by any means available. Following the sarin nerve agent attacks on the Tokyo subway system in 1995, over 4000 contaminated patients and "worried well" arrived at hospitals in private vehicles, despite the presence of a well-developed and available ambulance system. In contrast, only 452 victims arrived via ambulance. Similarly, the majority of victims of the 1995 Oklahoma City bombing arrived at hospitals in private vehicles. In a given disaster, the "worried well" may outnumber the actual sick and injured by a ratio of 10:1 or even 100:1, depending on the type of disaster. Larger numbers of "worried well" would be expected in the setting of a potential terrorist attack, where chemical, biological, or radiological contamination was a possibility. Disaster planners should be prepared for such eventualities.

5. Patient Distribution and Evacuation. Regional disaster response plans will optimally plan for the rapid establishment of casualty collection and triage points, and project the number of casualties to be sent to each of the participating hospitals. These plans will ideally incorporate the emergency community, including ambulance assets for patient transportation. However, a major catastrophe may result in the destruction of hospitals, roads, bridges, and communications infrastructure. During the South Asia tsunami response of 2004–2005, portable military field hospitals were successfully deployed to bring medical assets to afflicted populations. This strategy moves medical assets into close proximity to those in need, and obviates a requirement to transport patients over long distances.

6. Pre-Hospital Emergency Services. Sudden onset natural disasters have been the traditional model for understanding and organizing emergency relief services for disaster affected populations in the United States. For example, external medical services and rescue capabilities may be urgently needed after earthquakes to treat injured persons and to extract survivors trapped in collapsed buildings. This led to the development of specialized emergency services in many countries such as Urban Search and Rescue teams, which are designed to extract and treat entombed victims.

7. Hospital Emergency Services. In a developed nation with established hospital facilities, the emergency department plays an important potential triage and treatment role in disaster response, especially the response to acute disasters such as earthquakes, fires, explosions, tornados, hurricanes, and the like. In such situations, however, emergency facilities can rapidly become overrun and resources exhausted. Moreover, in the event of a chemical attack or toxic exposure, emergency facilities can quickly become contaminated. During the 1995 sarin attack in Tokyo, staff exposure to sarin was a problem, as were the privacy issues raised by the requirement for large numbers of patients to undergo decontaminating showers. Prior planning can alleviate some of these problems. In the developing world and in chronic ongoing disasters such as famine and war, emergency facilities are likely to be unavailable or to play a lesser role. Proactive disaster response planning, nonetheless, must incorporate local emergency facilities into the planning process.

8. In-Hospital Care. All hospitals should have plans in place in the event of a disaster. In fact, in the United States, the Joint Commission on the Accreditation of Healthcare Organizations (JCAHO) directs hospitals and other health-care institutions to conduct a hazard vulnerability analysis, develop an emergency management plan, and evaluate this plan annually. Such a plan could be implemented in the event of a disaster and must include an all-hazards command structure. Many hospitals are now utilizing the "Hospital Emergency Incident Command System" (HEICS), which is designed to link with local governmental incident command systems. Another area of current concern relates to the need for planners to develop reasonable estimates and standards for bed requirements (by number and type) for various disasters, along with estimates (by number and specialty) of the supporting health-care providers necessary to staff those beds.

9. Out-of-Hospital Care. As is the case with hospitals, other medical and domiciliary facilities such as nursing homes, home health-care facilities, and community and public health clinics should also be prepared to respond in the event of a disaster. While such facilities may represent an important asset in times of crisis, they also pose unique problems. Whereas all hospitals have backup power generation capability, many out-of-hospital care facilities do not. A large surge in emergency response calls and hospital activity during the August 2003 blackout on the U.S. eastern seaboard was attributed to the failure of respiratory devices and other medical equipment.

10. Temporary Field Treatment. In certain disasters, medical treatment facilities may be rapidly overwhelmed or, worse yet, destroyed. Following the Gujarat earthquake of 2001, victims had to travel over 200 kilometers to reach unaffected hospitals in the "buffer zone." Even in cases where treatment facilities are intact, prompt and proper treatment in the field may be necessary to save lives. In the United States, "strike teams" associated with the Metropolitan Medical Response System (see below) may provide such field treatment. In any case, local disaster plans must address the provision of temporary field treatment.

11. Food Safety. In the aftermath of mass casualty disasters, food processing and distribution may be seriously disrupted. Consequently, food distribution plans need to be incorporated into disaster response plans of governmental and non-governmental organizations. Lessons learned from the 2004 tsunami include the need to target food relief as a specific response, and the need to identify the most vulnerable populations (e.g., lactating women and those at the extremes of age). Challenges include the effective delivery of adequate quantities of food containing essential nutrients. Following the tsunami, multinational military services were instrumental in delivering food staples to afflicted populations. However, these consisted primarily of rice and noodles; there was concern regarding the delivery of protein, essential lipids, and vitamins. The use of prepackaged field rations may be a short-term solution. Another challenge is posed by the disruption of refrigeration and cooking in the wake of the disaster. An essential strategy involves educating the population at risk with a simple, straightforward message regarding the basics of food hygiene. Educational messages may be prepared well in advance, ready for distribution during crisis management. A fact sheet on food safety is available from the Centers for Disease Control and Prevention.

Finally, the deliberate contamination of food has been used as a means of biological terrorism. Successful past attacks have utilized foods that are not cooked before consumption. These deliberate epidemics were not recognized until patients presented with illness, and future attacks of a similar nature are likely to be difficult to differentiate from sporadic point-source endemic food-poisoning events. Fortunately, the numbers of patients in previous intentional attacks have been relatively small; it is generally thought that this means of biological terrorism would be less effective than a well-executed aerosol attack. An effective response to a foodborne biological attack would utilize the same important steps used to counter naturally occurring foodborne epidemics:
recognition of the epidemic, identification of the etiologic agent, limitation of ongoing exposure, treatment of casualties, and prevention of future outbreaks.81

12. Management of Hazardous Agent Exposure. Hazardous materials may be released into the environment during natural disasters. Earthquakes, hurricanes, tornados, and floods may rupture petroleum and chemical storage tanks and overturn railroad stock; flooding may wash agricultural chemicals and fertilizers into drinking water supplies; infectious agents may even be released into the environment if hospital or scientific laboratories are damaged by earthquakes. Conversely, terrorist attacks may result in the intentional release of chemical, biological, or radiological agents into the environment. An important disaster response function involves the containment of such contamination. Since time is often critical in limiting the effects of such contamination, this function becomes, of necessity, a local responsibility. Local responders and governmental functionaries must have a basic understanding of hazardous agent management and response.

13. Mental Health. In addition to traditional public health concerns, disasters may present medical responders with patients who are suffering from complaints that are predominantly psychological in nature. In fact, mental health concerns may outweigh other medical concerns during the acute phase of disaster response.82 Such concerns may include the need for specialized psychological triage and treatment programs for victims. Emergency response personnel are also subject to short- and long-term effects as a result of stress imposed by the disaster and its response needs, particularly among persons required to be involved in postdisaster management of decedents.83 The psychological impact of disasters on children has only just begun to be documented but is clearly found. Such impacts are likely to be even more significant if the disaster is produced by terrorism.84 Similarly, the appalling use of children as soldiers in many countries of the world will likely have long-term mental health consequences of unprecedented proportions.85

14. Medical and Public Health Information. One of the most important means of limiting the psychological trauma associated with a disaster is to provide timely, accurate, and relatively consistent information and risk communication. A disaster can provoke fear, uncertainty, and anxiety in the population, resulting in overwhelming numbers of patients seeking medical evaluation for unexplained symptoms, and demanding antidotes for feared exposure. Such a scenario could also follow a covert release when the resulting epidemic is characterized as the consequence of a bioterror attack. Symptoms due to anxiety and autonomic arousal, and side effects of postexposure antibiotic prophylaxis, may suggest prodromal disease due to biological agent exposure, and pose challenges in differential diagnosis. This “behavioral contagion” is best prevented by risk communication from health and government authorities which includes a realistic assessment of the risk (or lack thereof) of exposure, information about the resulting disease, and what to do and whom to contact for suspected exposure. Risk communication must be timely, accurate, consistent, and well coordinated, and the development of risk communication strategies, mechanisms, and messages prior to an event is strongly encouraged. As the epidemic subsides and public knowledge increases, public anxiety will decrease to realistic levels. This cycle of uncertainty, panic, response, and resolution occurred during the October 2001 anthrax bioterror attacks.86 The Centers for Disease Control and Prevention (CDC) has taken a proactive approach, featuring the development of Internet-accessible, agent-specific information packages for local public health authorities and the general public.87

Effective risk communication is predicated upon the pre-existence of well-conceived risk communication plans and tactics. Similarly, plans must be made to rapidly deploy local centers for the initial evaluation and administration of postexposure prophylaxis (ideally decentralized to residential areas). Finally, plans must be made to proactively develop patient and contact tracing and vaccine screening tools, to access and rapidly distribute stockpiled vaccines and medications, and to identify and prepare local facilities and health-care teams for the care of mass casualties. The CDC smallpox response plan provides a template for such a coordinated, multifaceted approach. The benefits of farsighted planning and coordination were demonstrated by the efficient mass prophylaxis of over 10,000 individuals in New York City during the anthrax events of 2001.88

15. Vector Control. Certain disasters have been associated with a dramatic increase in the incidence of vector-borne disease. For example, following Hurricane Flora in 1963, a malaria epidemic occurred among the Haitian population.89 A similar increase in the incidence of malaria has been associated with the slowly developing El Nino “disaster.”90 The control of mosquitoes and other insect vectors is thus an important component of disease prevention.91

16. Potable Water. Potable water is often the most important immediate relief commodity necessary for ensuring the survival of disaster-affected populations. Some water is necessary for drinking and cooking, but decreased water supplies also lead to inadequate personal hygiene. As a baseline, persons should have access to at least 15–20 liters of potable water per day.92,93 Heat stress and physical activity can substantially increase the human daily requirements for potable water to levels that are many times normal. Health authorities at disaster sites must plan for additional allotments of water to support clinical facilities and feeding centers and other public health activities.

17. Waste Management. The proper management of human waste is also an important environmental health priority, particularly during disaster conditions. Earthquakes and floods frequently cause damage to sewage treatment facilities and cross-contamination of normally potable water sources. Consequently, the principal public health threat of sanitation measures in emergency conditions is to reduce fecal contamination of food and water supplies. Communicable diseases that can be transmitted through contact with human feces include typhoid fever, cholera, bacillary and amoebic dysentery, hepatitis, polio, schistosomiasis, various helminth infections, and viral gastroenteritis. Temporary latrines can be established in a disaster site in a variety of ways, including pits, trenches, and other chemical toilet methodologies.94

18. Communicable Disease Control. When infectious diseases occur after a disaster, they were almost invariably endemic before the disaster occurred. However, disaster conditions often serve to facilitate disease transmission and increase individual susceptibility to infection. Infectious diseases sometimes occur in a population that moves to a new location where an unfamiliar disease is endemic. For example, devastating malaria epidemics have occurred in nonimmune populations who were displaced to a malaria endemic area.95

The principal infectious disease problems in conflict-related disasters have been measles, diarrheal diseases, acute respiratory infection, and malaria. During the Somali Famine (1991–1993), measles and diarrheal diseases accounted for the vast majority of the deaths among persons in temporary camps.96 Disease outbreaks during complex emergencies are usually the result of many factors, including a breakdown in environmental safeguards, crowding of persons in camps, lack of appropriate immunization programs, malnutrition, inadequate case finding, and limited availability of appropriate curative medical services.

Despite the more limited potential for disease outbreaks following natural disasters, notable exceptions have occurred.
During the Northridge Earthquake of 1995, the emergence of coccidiodomycosis infections among emergency responders as a result of environmental contamination was a public health concern. Due to such threats and the propensity for epidemics to occur when the normal public health infrastructure has been damaged, it may be necessary to expand surveillance for certain diseases and rapidly institute appropriate disease control efforts following a disaster.

Coping with infectious diseases following disasters involves a number of fundamental public health strategies applied to disaster settings. For example, in some settings, emergency measles vaccination programs, along with the administration of vitamin A, are critical and highly effective measures to prevent cases of measles and to reduce morbidity and mortality caused by this infection. With regard to diarrheal diseases, for which there are not effective immunizations, a combination of basic environmental measures to provide clean water and sanitation, plus rapid case finding and aggressive treatment (rehydration and, in some cases, appropriate antibiotics) can substantially reduce the consequences of diarrhea outbreaks.

19. Animal Control. Animal control issues frequently arise in the wake of a disaster. Carcasses can foul water supplies and spread disease. Surviving unsecured animals can serve as reservoirs for zoonotic disease outbreaks and contaminate water sources with urine and fecal matter. Animal deaths can result in ecological consequences and can represent the loss of a critical food source for a stricken population. Moreover, significant losses in the livestock industry can represent a major economic blow to the economies of many nations. Involving veterinary and animal husbandry personnel in disaster planning efforts at the local level can aid in ameliorating such consequences.

20. Coroners and Mortuary Services. Following a disaster, concerns often arise regarding the potential for disease transmission from decaying corpses. In reality, however, there is little evidence to suggest that serious epidemics arise from unburied corpses, and disease transmission following disasters is far more likely to be associated with survivors. Nonetheless, public concerns over dead and decaying bodies may present medical, psychological, and public relations problems. Local authorities must be prepared to address such concerns. Proactive planning in this regard (by designating temporary and makeshift morgues in advance, for example) may prevent the hasty and ill-conceived burial or cremation of remains before proper victim identification has been made. Control of local response efforts rests with a designated local incident commander, typically the fire chief or chief of police. The incident commander can often summon groups of volunteer first responder and medical personnel, drawn from the Metropolitan Medical Response System (MMRS) under the auspices of the Department of Homeland Security’s (DHS) Office of Domestic Preparedness. As part of the MMRS, local jurisdictions (as of this writing) have established emergency medical response capabilities. Under contract with local mayors, the MMRS elements can provide assistance with medical control, the extraction of victims, decontamination, triage, and medical treatment. While MMRS elements are able to respond to a range of disaster scenarios, the impetus for their formation has been recent awareness of the terrorist (particularly the WMD) threat, and the realization that response to a chemical, biological, or radiological event brings with it unique problems and requirements. The scene of a terrorist attack is, in addition to a disaster site, a crime scene. Handling of specimens originating from a potential terrorist event must, then, take into account proper evidence-handling procedures. Sampling should be coordinated with the local incident commander. The Association of Public Health Laboratories and the Centers for Disease Control and Prevention have developed a network of public and private laboratories, known as the “Laboratory Response Network,” prepared to respond to potential bioterrorist attacks in particular. Under this system, local hospital “Sentinel” (level A) laboratories would be capable of ruling out the presence of certain biological threat agents in clinical specimens. “Reference” (level B) laboratories in certain municipalities and regions would be capable of ruling in potential threat agents and performing susceptibility testing. More than 100 of these high-capability facilities now exist within established local public health, military, veterinary, agricultural, food, and water-testing laboratories throughout the United States. Similar facilities in Canada, Australia, and the United Kingdom serve an analogous purpose.

STATE AND FEDERAL DISASTER RESPONSE (THE U.S. MODEL)

Prompt and competent disaster response at the local level has always been critical to preserving life, providing for public safety, and safeguarding public health. The response capabilities and organizational differences among the many thousands of local jurisdictions, however, have made standardization of disaster response plans, as well as communication among the various jurisdictions and response elements, quite problematic. Recently, the National Incident Management System (NIMS) and its component Incident Command System (ICS) has gained widespread acceptance as a standard model for response organization at local jurisdictions throughout the United States. Under the ICS, control of local response efforts rests with a designated local incident commander, typically the fire chief or chief of police. This incident commander can often summon groups of volunteer first responder and medical personnel, drawn from the Metropolitan Medical Response System (MMRS) under the auspices of the Department of Homeland Security’s (DHS) Office of Domestic Preparedness. As part of the MMRS, local jurisdictions (as of this writing) have established emergency medical response capabilities. Under contract with local mayors, the MMRS elements can provide assistance with medical control, the extraction of victims, decontamination, triage, and medical treatment. While MMRS elements are able to respond to a range of disaster scenarios, the impetus for their formation has been recent awareness of the terrorist (particularly the WMD) threat, and the realization that response to a chemical, biological, or radiological event brings with it unique problems and requirements. The scene of a terrorist attack is, in addition to a disaster site, a crime scene. Handling of specimens originating from a potential terrorist event must, then, take into account proper evidence-handling procedures. Sampling should be coordinated with the local incident commander. The Association of Public Health Laboratories and the Centers for Disease Control and Prevention have developed a network of public and private laboratories, known as the “Laboratory Response Network,” prepared to respond to potential bioterrorist attacks in particular. Under this system, local hospital “Sentinel” (level A) laboratories would be capable of ruling out the presence of certain biological threat agents in clinical specimens. “Reference” (level B) laboratories in certain municipalities and regions would be capable of ruling in potential threat agents and performing susceptibility testing. More than 100 of these high-capability facilities now exist within established local public health, military, veterinary, agricultural, food, and water-testing laboratories throughout the United States. Similar facilities in Canada, Australia, and the United Kingdom serve an analogous purpose.
When response requirements exceed local capabilities, the local incident commander may request assistance from the state through the State Coordinating Officer (SCO). This SCO can then advise the governor to make available various state-level assets. These assets might include the law enforcement capabilities of the State Police and National Guard. Many state guards now include military “Weapons of Mass Destruction-Civil Support” (WMD-CS) teams, which can offer expert advice and provide liaison to more robust military assets at the federal level. These WMD-CS teams can also be prepositioned at “Natural Disaster Support Events,” such as political conventions, inaugurations, and other mass gatherings which might provide attractive targets to terrorists. Recently, such an employment was undertaken at the Super Bowl.108 In addition to WMD-CS teams, most state guards can provide public works assistance and mobile field hospitalization capability. Forensics laboratories are typically available through the state police or other state-level agencies. “Regional” (level C) laboratories, capable of providing sophisticated confirmatory diagnosis and typing of biological agents, are, in many cases, available through the State (and large city) Health Departments.

When response requirements exceed the capabilities available at the state level, the state coordinating officer may contact the Federal Coordinating Officer (FCO). The FCO may activate a federal response under the auspices of the NRP.109 Under the NRP, federal consequence management is organized into 15 emergency support functions (ESFs), with each ESF being the responsibility of a specific federal agency. In addition, dozens of additional federal agencies can be tasked to provide assistance to these lead agencies. Federal disaster medical and public health support is provided for under ESF 8, and is primarily the responsibility of the Department of Health and Human Services. Among the 15 additional entities which support ESF 8 is the Department of Homeland Security, which oversees the Federal Emergency Management Agency (FEMA) and its National Disaster Medical System (NDMS).110 The NDMS includes numerous DMAT, consisting of trained medical volunteers that can arrive at a disaster site within 8–16 hours. The NDMS also includes a number of specialized teams, including Disaster Mortuary Operational Response Teams (DMORT), Veterinary Medical Assistance Teams (VMAT), National Pharmacy Response Teams (NPRT), and National Narcotics Response Teams (NNRT). Finally, the NDMS is also capable of providing hospital bed capacity at numerous Department of Veterans Affairs, military, and civilian hospitals throughout the nation.

Closely allied to the issue of medical and public health support are those of mass care, feeding, housing, and human services. These services, provided for under ESF 6 in the NRP, would be the primary responsibility of FEMA and the American Red Cross. Additionally, myriad other federal agencies would potentially contribute to disaster response. In the case of a potential bioterrorist attack, for example, the CDC, the United States Army Medical Research Institute of Infectious Diseases (USAMRIID), and the Department of Homeland Security’s National Biodefense Analysis and Countermeasures Center (NBACC) provide state-of-the-art “National Research” (level D) laboratories capable of sophisticated biological threat agent analysis. The Canadian Science Center for Human and Animal Health in Winnipeg provides a similar level of expertise. These labs, capable of banking strains, probing for genetic manipulations, and operating at Biosafety Level 4, would provide backup to regional laboratories at the state and large local health departments.121–123

Expert epidemiological consultation is also available from the CDC, and its Epidemic Intelligence Service (EIS), as are critical drugs and vaccines necessary to respond to a large-scale disaster. These pharmaceuticals are stockpiled at several locations throughout the country, available via the CDC’s Strategic National (Pharmaceutical) Stockpile (SNS) program for rapid deployment to an affected area.111 Release of stockpile components is currently controlled by the Department of Health and Human Services. An analogous asset, the National Emergency Services Stockpile System provides Canada with similar capabilities.

### Table 79-4. Points of Contact and Training Resources

<table>
<thead>
<tr>
<th>Local Law Enforcement Authorities</th>
<th>CBIRF</th>
<th>State Coordinating Officer (SCO)</th>
<th>CDC Emergency Response Hotline</th>
<th>CDC Bioterrorism Preparedness &amp; Response Program</th>
<th>CDC Emergency Preparedness Resources</th>
</tr>
</thead>
<tbody>
<tr>
<td>Local or County Health Department</td>
<td>CBRRF</td>
<td>Federal Emergency Management Agency</td>
<td>770-488-7100</td>
<td>404-639-0385</td>
<td><a href="http://www.bt.cdc.gov">http://www.bt.cdc.gov</a></td>
</tr>
<tr>
<td>State Health Department</td>
<td></td>
<td>FCO</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Federal Emergency Management Agency</td>
<td></td>
<td>FCO</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CDC</td>
<td></td>
<td>FCO</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CDC Emergency Response Hotline</td>
<td></td>
<td>FCO</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CDC Bioterrorism Preparedness &amp;</td>
<td></td>
<td>FCO</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Response Program</td>
<td></td>
<td>FCO</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CDC Emergency Preparedness</td>
<td></td>
<td>FCO</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Resources</td>
<td></td>
<td>FCO</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Strategic National Stockpile</td>
<td></td>
<td>FCO</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>FBI (general point of contact)</td>
<td></td>
<td>FCO</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>FBI (suspicious package info)</td>
<td></td>
<td>FCO</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Health Canada (suspicious package info)</td>
<td></td>
<td>FCO</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>USAMRIID General Information</td>
<td></td>
<td>FCO</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>USAMRICD General Information</td>
<td></td>
<td>FCO</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Armed Forces Radiobiology Research Institute</td>
<td></td>
<td>FCO</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>U.S. Army Medical NBC Defense Information</td>
<td></td>
<td>FCO</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*Clinicians and Response Planners are encouraged to post this list in an accessible location. Specific local and state points of contact should be included.*

In the event of a disaster, and especially in the event of a terrorist attack employing WMDs, the military could provide several unique forms of assistance. In addition to laboratory support, biological threat evaluation and medical consultation are available through USA MRRIID. Analogous chemical response capabilities are available through the U.S. Army Medical Research Institute for Chemical Defense (USAMRICD), and radiological capabilities are available through the Armed Forces Radiobiology Research Institute (AFRRI). Moreover, the military can provide advice and support to civilian authorities through the Chemical/Biological Rapid Response Team (CBRRF) and the Chemical/Biological Incident Response Force (CBIRF), a Marine Corps unit capable of reconnaissance, decontamination, and field treatment. Both the CBRRF and the CBIRF can be en route to a disaster site within a few hours of notification. Military support, when requested, would be subordinate to civilian authorities and would be tailored by the Joint Task Force for Civil Support, the component of the military’s Northern Command (NORTHCOM) designated to provide command and control for all military assets involved in disaster response missions and contingencies within the United States.

Response to a disaster would likely constitute a complex undertaking requiring extensive cooperation among medical practitioners, civilian authorities, and officials at various levels of government. Health-care providers will require a thorough understanding of the principles of disaster medicine, basic trauma management, humanitarian relief operations, infection control procedures, and principles of personal protection. Moreover, they will also need a working knowledge of the components of our local, state, and federal response systems in order to function optimally in the event of an attack in their local area. Each practitioner and public health official should have a point of contact with such agencies and should be familiar with mechanisms for contacting them before a crisis arises. A list of useful points of contact is provided in Table 79-4.

**CONCLUSION**

Many problems still remain in the effective implementation of emergency relief programs. In the Kurdish refugee crisis, despite a massive
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INTRODUCTION

Maternal and Child Health (MCH) is the professional and academic field that focuses on the determinants, mechanisms, and systems that promote and maintain the health, safety, well-being, and appropriate development of children and their families in communities and societies, in order to enhance the future health and welfare of society and subsequent generations. This chapter provides an overview of MCH, highlighting the interactions among economic, social, cultural, educational, and health services factors that influence the population of children and families. In striving to assure the conditions for healthy mothers, women, and children, the field of maternal and child health focuses on four main strategies: (a) developing the public health infrastructure relevant to mothers and children; (b) providing population-based services; (c) offering enabling services; and (d) providing clinical services where gaps in availability are present. While maternal and child health issues are becoming increasingly globalized, the focus of this chapter is MCH in the United States. Most of the details of specific aspects of maternal and child health are covered in other chapters.

HISTORY OF GOVERNMENT MCH SERVICES IN THE UNITED STATES

The health of women and children began to receive separate attention early in the twentieth century, in recognition of their greater vulnerability, particularly to socioeconomic and environmental forces, and the interdependence of the child’s health and that of the mother. In 1909 the first White House Conference on Child Health recommended the formation of the Children’s Bureau, which, when established in 1912, proceeded to investigate the causes of maternal mortality (over 600 per 100,000 live births) and infant mortality (more than 100 per 1000 live births), as well as numerous other issues in social/economic welfare, education, and especially working conditions for children. The first federal support of maternal and child health services came with the Sheppard-Towner Act of 1921. By promoting birth registration and the establishment of maternal and child health divisions in many state and local health departments, this landmark legislation provides examples of both infrastructure building and population-based services. Title V of both Social Security Act of 1935 built upon the accomplishments of Sheppard-Towner, but also extended enabling and gap-filling services, especially to crippled children. Title V firmly established the principle of public responsibility for the health of mothers and children through a federal-state partnership.

In the 1960s and early 1970s a host of additional programs were initiated by Congress, some through the mechanism of Title V and others through independent legislation. For example, Maternity and Infant Care Projects and Child and Youth Projects established relationships between Title V and individual communities, in contrast to state or local governments. Title X of the Social Security Act (Medicaid) and its child-focused Early and Periodic Screening, Diagnosis, and Treatment (EPSDT) vastly increased access to medical care for low-income children. Community Health Centers were developed to provide health-care services, as well as enabling services for selected neighborhoods or catchment areas. Title X of the Public Health Services Act recognized a federal responsibility for providing family planning services, beginning in 1972. In the area of education, this period also witnessed the implementation of Head Start, which provided not only educational enrichment for low-income preschoolers, but also access to international relief effort, many deaths occurred due to preventable diarrheal disease. This mortality was in large part due to a failure to implement basic environmental health interventions and diarrhea control programs early enough in this particular crisis. During the 1994 Goma, Zaire, refugee emergency, as many as 50,000 persons died from cholera within the temporary camp system in only a matter of weeks, pointing out an urgent need for more intensive and focused training of relief workers to develop relevant expertise in the prevention and management of diarrheal diseases, as well as other essential elements of relief programs, such as measles immunization, public health surveillance, community outreach, and nutritional rehabilitation. A review of public health assessments and surveys conducted in Somalia demonstrated a lack of consistency in methodology, which led to difficulties in interpreting and acting upon critical public health data. Few training programs in Schools of Public Health have curricula that adequately cover the broad range of knowledge needed to cope with the public health issues associated with disaster-affected populations.

Disasters do not affect all persons evenly. Thus, identifying and focusing on populations with special needs after disasters is a critical issue. For example, the unique concerns of women in disasters have become a greater focus in disaster relief in the last few years. Recent data suggests that in some disasters women have less access to medical care and other relief services. Additionally, while data is limited, pregnancy, sexually transmitted diseases, sexual abuse, and HIV infection are likely to be common issues among women, especially refugees, in some disaster-affected populations. Few relief programs have sufficiently addressed these issues. The special problems of children in disasters are increasingly recognized. Children are much more vulnerable to many of the adverse health effects of disasters, such as malnutrition and infectious diseases. Additionally, the plight of unaccompanied children in Rwanda, and after the recent Indian Ocean tsunami, illustrated a problem common to many complex emergencies today. In disaster situations there are many other potentially vulnerable groups, such as members of a particular ethnic group, the elderly, and immigrants.

The public health consequences of disasters are complex, multifactorial, wide ranging, and often long-lasting. Knowledge and experience from many health disciplines is needed for effective emergency response. Much needed health-care-related skills involve the disciplines of epidemiology, community health and primary care, environmental science, communicable disease control, and international health. Research is needed to develop standardized and valid assessment tools, reliable surveillance programs, low-technology environmental health interventions, and more effective intervention strategies. Unfortunately, the reality today is that many relief workers in the health sector, though well intentioned, are often recruited and deployed on short notice with little public health preparation or training. Schools of Public Health must continue to expand their training in the emergency skills that practitioners will need to deal with the public health needs of disaster-affected populations if the international community is to meet this challenge.
health care. Similarly, the Education for All Handicapped Children Act (PL 94-142) (later renamed Individuals with Disabilities Education Act) created a right to a free education for children with disabilities. In the area of nutrition, programs such as the Women, Infants, and Children (WIC)’s Supplemental Food Program and enhanced school feeding programs sought to assure adequate nutrition, a cornerstone of health for children and mothers.

Under President Reagan in the 1980s, what had become increasingly categorical maternal and child health services were reorganized into a Maternal and Child Health Services Block Grant. In return for more state autonomy and flexibility, states received less federal financial support for Title V services, and Title V funding has not kept pace either with inflation or a growing population with increasingly complicated needs and demands. The 1980s also witnessed increasing state autonomy and flexibility in other federal programs such as Medicaid.

While improving access to care motivated many strategies during the 1960s and 1970s, efforts to control the rising costs of health services emerged in the 1980s and 1990s. Various models of managed care, for example, have been implemented in every state to attempt to control the escalating costs of Medicaid. Medicaid recipients have been shifted into managed care plans that for the most part restrict access to care through primary care providers. In many cases, health departments have assumed an oversight or accountability role to assure that managed care plans provide the agreed upon services for these high-risk populations. An example of cost control especially relevant to MCH was the limitation of postpartum hospital stays, even when providers and other caretakers counseled otherwise. Congress intervened with the passage of Newborns’ and Mothers’ Health Protection Act of 1996 (Public Law 104-204) which required a minimum stay of 48 hours.

While MCH programs continue to provide gap-filling services and public health services, much recent attention has focused on monitoring and evaluation through the development of national and state performance measures. Under the guidance of the Maternal and Child Health Bureau, state Title V programs have taken a leadership role in articulating needs, identifying strategies, and assessing the impact both of Title V and non-Title V programs on the well-being of mothers and children. It is important to underscore that Title V programs often identify needs and define a framework for action within a state, even though Medicaid and private insurance provide vastly more funding for actual clinical services.

### HEALTH INDICATORS

The development and continuous monitoring of health status indicators reflects one of the key infrastructure services at the core of maternal and child health. Many indicators are now routinely collected by a variety of health, economic, and social services agencies, but are not kept pace either with inflation or a growing population with increasingly complicated needs and demands. Similarly, the family works in partnership with the professionals providing services to children, especially where chronic diseases or disabling conditions are present.

#### ▶ PRINCIPLES OF SERVICE DELIVERY

Several principles of service delivery stem from the unique focus of MCH on children and their families.

**Family-Centered Care.** In a recently issued statement by the Maternal and Child Health Bureau, “Family-Centered Care assures the health and well-being of children and their families through a respectful family-professional partnership. It honors the strengths, traditions and expertise that everyone brings to this relationship. Family-Centered Care is the standard of practice which results in high quality services.” The child is not merely the passive recipient of the influences of the family, but, rather, plays an increasingly interactive role in the family, shaping in part the environment in which he or she lives. Similarly, the family works in partnership with the professionals providing services to children, especially where chronic diseases or disabling conditions are present.

**Developmental Perspective.** The fetus and child are being continuously shaped by the normal developmental processes that result in a reasonably predictable series of changes from conception through adolescence. Progress over this course is a sensitive measure both of health and disease. Singular events or continuous disruption of normal development can have progressively magnifying adverse effects on the fetus or child. Because of the importance of development, prompt identification of problems and early and continuous intervention hold the greatest promise for achieving the best outcome.

**Health Promotion and Disease Prevention.** Childhood is both a means to adulthood and an end in itself. There is great potential, therefore, for health promotion and disease prevention to benefit both the current child and the future adult. However, careful attention must be paid to the immediate implications of interventions that are aimed at preventing problems in the distant future, making sure that the desired long-term benefits are not counterbalanced by short-term hazards.

#### CURRENT PRIORITIES

**Preconceptional Health Promotion.** Many of the critical phases of fetal development have already occurred before a woman is even aware that she is pregnant. Optimum fetal health, therefore, requires attention to maternal health and health-related behaviors even before conception. Efforts to counsel women before conception to avoid alcohol, drugs, tobacco, and other fetal hazards are currently being
tested to determine the impact on pregnancy outcome. The demonstrated efficacy of periconceptional dietary folic acid in the prevention of neural tube defects has resulted not only in extensive health education campaigns about the importance of supplementation for women in their child-bearing years, but also mandated fortification of bread.

Family Planning and Abortion. Optimum health for both mother and child has long been known to be related to maternal age, spacing of children, and the balance between family resources and family size. The ready availability of birth control and the option for abortion have provided means of achieving family planning, although financial, administrative, and clinical barriers continue to limit access. For example, despite the recommendations of the scientific advisory panel to the Food and Drug Administration that Plan B, a hormonal contraceptive that is effective in preventing pregnancy for up to 72 hours after sexual intercourse, be made available without prescription, political considerations have delayed implementation.

Prenatal Care. Improving access to and quality of prenatal services continues to be a challenge with no obvious solution. Expansion of Medicaid to include women up to 185% (and beyond at state option) of the federal poverty level in comprehensive services has made prenatal care more accessible. Some states have developed innovative programs to improve quality and access for the poor, and many local community-based projects have also been created with these goals in mind.

Perinatal health. The U.S. infant mortality rate has slowly declined, reaching a low of 6.8 per 1000 live births in 2001, and rising slightly to 7.0 per 1000 live births in 2002. The ranking of the United States continues to fall, however, compared to other nations, currently twenty-eighth in the world. Disparities among racial/ethnic groups in perinatal indicators is a major focus of research, both on epidemiological determinants of low birth weight and prematurity and interventions to continue and enhance the downward trends in these indicators. The United States lags behind all other developed countries in the provision of most services to mothers and children.

Immunization. The past 10 years have witnessed critical new developments in this fundamental component of MCH. An acellular pertussis vaccine has greatly reduced the complications of the historical whole-cell vaccine. The use of conjugated vaccine against *Hemophilus influenzae* in infants as young as 2 months of age has significantly reduced the incidence of meningitis in infants. The hepatitis B vaccine is now widely used in the prevention both of hepatitis and the consequent hepatic cancer—both major problems, particularly in developing countries. The eradication of polio from the United States has led to a switch from oral polio vaccine to inactivated vaccines to reduce the incidence of paralytic reactions to the oral vaccine. Oral polio vaccine is still the vaccine of choice for global eradication.

Children's Injuries. Injuries are the leading cause of death from the age of 1 year throughout childhood, adolescence, and beyond. While the resources devoted to this major public health problem are not proportionate to the need, much progress has been made in reducing children's injuries. For example, many states have implemented graduated driver license programs to introduce new young drivers to increasing risks gradually, resulting in dramatic reductions of 20–30% in teen crashes.

Childcare. With the large proportion of families where both parents work outside the home or a single parent works outside the home, childcare remains central to the field of maternal and child health. Oversight of health, safety, and educational performance necessitates collaboration among many professional and lay groups with interests in children, a convening role that is consistent with the definition of MCH.

Child Abuse and Neglect. Abuse, including sexual abuse, continues as an important risk factor to the well-being of children, not only during childhood, but into their adult years. Reports of abuse and neglect persist at over 1%, but the incidence of these threats to children is likely much higher than the official reporting statistics would indicate.

Children with Special Health Care Needs. Title V programs, as well as educators, health-care providers, and advocates, have devoted increasing attention to children who "have or are at increased risk for a chronic physical, developmental, behavioral, or emotional condition and who also require health and related services of a type or amount beyond that required by children generally." With upward of 18% of U.S. children potentially with special needs, the infrastructure, population-based, enabling, and gap-filling approach of MCH is especially effective for these children and their families. In addition, Title V programs have taken a leadership role in defining and addressing the challenges associated with the transition from childhood to adulthood for individuals with special needs.

Community-Based Social Support. Pregnant women and young children thrive best when they are surrounded by friends and relatives who provide companionship and assistance. As unwed motherhood becomes more common and the extended family further disintegrates, more young families face isolation and inadequate social supports. To remedy this, several programs have utilized home visitors to befriend and work closely with pregnant women and young families, offering the assistance and social support that are so often inadequate. Some of these programs have been able to demonstrate benefits in health and well-being associated with participation in the program.

FUTURE DIRECTIONS

At the beginning of the twenty-first century, the field of MCH has perhaps devoted greater attention to developing the core functions of public health than any other field. The focus on community assessment, policy development, and assurance guides resource allocation decisions at the federal and state levels. Attention to the core functions, however, faces the challenges that come from the historical and ongoing tension in the United States between individual/private responsibility on the one hand and/or public responsibility for the well-being of mothers and children on the other. This stands in marked contrast to the approach taken toward the population of seniors. Whereas programs for children and families tend to fall within the purview of state governments and depend on discretionary funding, programs for seniors have become a federal responsibility through programs such as Old Age and Survivors Benefits, Medicare, and in the case of long-term care, Medicaid. In carrying out the core functions of public health, the field of MCH often makes contributions that are not readily visible to policy makers and taxpayers. As the demands for resources increase in a world defined by an aging population, external threats such as bioterrorism or pandemic infections diseases, federal priorities run the risk of being skewed toward those more apparent challenges. The role of the field of MCH is to build on its rich history by continuing to articulate the needs of the population of children and mothers with a commitment to the goal that any strong nation must appropriately invest in its future.
A corps of medical officers was not established solely for the purpose of attending the wounded and sick; the proper treatment of these sufferers is certainly a matter of a very great importance, and is an imperative duty, but the labors of Medical Officers cover a more extended field. The leading idea, which should be constantly kept in view, is to strengthen the hands of the Commanding General by keeping his army in the most vigorous health, thus rendering it, in the highest degree, efficient for enduring fatigue and privation and for fighting.

——Dr. Jonathan Letterman, Surgeon, Army of the Potomac, 1862 to 1864

By congressional statute, military commanders are responsible for the health of their commands. The command “surgeon” serves as the commander’s principal medical staff advisor, and in this role, he or she participates in the development of command plans and policies. The command surgeon, usually with the assistance of a staff preventive medicine officer, advises the commander on the health status of the command, threats to the health, and policies and practices to protect the health of military personnel and others associated with the operation.

Preventive medicine programs for military units and personnel are designed to preserve and promote health and to prevent physical and mental diseases and disabilities. Knowledge of the environment in which the programs are to be effected is essential to assess the physical, chemical, and biologic hazards to which military personnel may be exposed. During military operations, besides the risk of injury from the weapons of war, principal hazards include accidents with machines, especially motor vehicles, explosives, and fire; exposures to noise, smoke, and toxic fumes; extremes of altitude, heat, and cold; and a host of infectious diseases, many with the capacity to produce catastrophic morbidity in deployed forces (e.g., malaria, dengue fever, and sand fly fever).

The dissolution of the Soviet Union substantially altered the nature of the threat to global and U.S. national security, and along with it, the U.S. national military strategic response. U.S. military forces were formerly preoccupied with the potential for large-scale, high-intensity armed conflicts, especially in the defense of Europe. The primary strategic concern has now shifted to the containment of regional ethnic and religious conflicts and to the prevention of terrorist attacks against U.S. interests, both at home and abroad. The use of commercial aircraft as terrorist weapons on September 11, 2001, followed closely by anthrax attacks in the eastern United States, dramatically elevated concerns about the use of weapons of mass destruction to include CBRNE. In addition, the nearly unprecedented destruction from hurricane Katrina in 2005 demonstrated the ongoing need for military support during domestic emergencies. The effect of these trends has been to increase the mission diversity of the U.S. Armed Forces to include not only fighting war, but also antiterrorism, peacekeeping, humanitarian assistance, domestic and international disaster relief, and support to civil authorities. This, in turn, requires the medical and preventive medicine capacity to provide highly flexible and mobile support over long distances and in widely diverse environments.

▶ FIELD PREVENTIVE MEDICINE ORGANIZATION

In “Joint” operations, such as Operation Iraqi Freedom, the deployed force will usually include combat elements from the Army, Marine Corps, Air Force, and Navy. The Joint Task Force (JTF) will be tailored, or “task organized” with respect to the kinds of units and their size so as to be able to accomplish the mission articulated for it by the Joint Chiefs of Staff. Each combat unit (Army and Marine divisions; Air Force tactical fighter wings, etc.) has its own “organic” support elements (meaning support units that belong to the combat unit), including medical and preventive medicine units and personnel. At the combat unit level, preventive medicine capabilities include water testing for chlorine residuals and bacterial coliforms and limited vector control. Backing up the organic medical support units are additional medical units under the command and control of the JTF commander, and under the technical supervision of the JTF surgeon. These assets may include epidemiology, entomology, environmental sanitation, and environmental engineering capabilities. The Army also has established deployable laboratories which perform the functions of public health laboratories in the Theater of Operations. In addition, the Air Force maintains an aerial spray squadron, with aircraft configured to spray insecticide over large areas, should it become necessary to control widespread vector-borne disease outbreaks in the deployed force.

▶ DISEASE AND INJURY PREVENTION IN OPERATING FORCES

There are five key elements of the strategy for disease and injury prevention among forces deployed in field and combat operations:

1. Before force deployment, perform a medical threat assessment to determine the nature and magnitude of the disease and injury threats in the planned area of operations.
2. Identify the principal countermeasures that must be emphasized to reduce the threats to an acceptable level.
3. Promulgate countermeasures among the operating forces and train individuals and leaders in their use.
4. Enforce the countermeasures in the operational area.
5. Conduct medical surveillance to monitor the health of the deployed force and to identify events that require preventive medicine interventions.

Medical Threat Assessments

The threats to health from disease and nonbattle injury (DNBI) in a deployed military force depend principally on the mission and composition of the force, the geographical area of operations, including the diseases that are endemic in the area, the time of year, and the intensity of the conflict. DNBI rates in past conflicts have invariably exceeded battle injury rates and have resulted from naturally occurring infectious diseases (e.g., malaria, dengue fever, and sand fly fever); environmental extremes of heat, cold, and altitude; motor vehicle accidents; athletic injuries; and psychological stresses. In operations in Bosnia and Iraq, industrial chemicals and radioactive waste were considered to be potential threat agents.

During operations Desert Shield and Desert Storm, rates of hospitalization due to DNBI were extremely low in comparison with previous conflicts because of a unique set of favorable circumstances: (a) good medical intelligence about the area before the deployment; (b) sound preventive medicine policies that, for the most part, were rigorously subscribed to and enforced by unit commanders; (c) the religious proscriptions of the host nation; (d) a measured and unimpeded buildup phase; and (e) a relatively brief ground combat phase.
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Identifying the Countermeasures and Promulgating the Force Preventive Medicine Program

In military operations there are two general kinds of disease and injury countermeasures: those taken by or applied to individual soldiers and those taken by the unit and applied to the environment in which the unit is operating. Individual countermeasures are those that alter the individual in some way to increase refractoriness to the various risks, including immunizations, prophylactic drugs, insect repellents, protective clothing, and safety equipment. Environmental countermeasures are those directed at removal or attenuation of environmental risk factors, including measures directed at the provision of potable unit water supplies and sanitary food supplies, the sanitary disposal of wastes, and the control of disease vectors and animal reservoirs of disease. In addition, in the development and testing of major items of equipment (armored vehicles, artillery pieces, etc.), attention is paid to the design of the equipment so as to minimize the risk of injury from its use. For example, the ventilation system in the Bradley fighting vehicle (and other armored vehicles) is designed to rapidly remove from the troop compartment the smoke and gases generated by the combustion of ammunition propellants during weapons firing.

In the highly mobile tactical operations characteristic of modern warfare, it is frequently necessary to place nearly total reliance for disease and injury prevention on individual countermeasures applied under the direction of the lieutenants and sergeants at the platoon and squad level. In more stable tactical situations and in rear areas, it is possible to place heavier reliance on environmental controls applied by the units themselves or by combat service support units (engineer, quartermaster, and medical) on an area basis. Besides the function of disease vector control, which is accomplished by specialized medical units, most environmental controls are the responsibility of nonmedical personnel and units. For example, in the Army, quartermaster units are responsible for food and water procurement and distribution. Medical personnel and units, to include Army veterinarians, retain responsibility for technical inspections to ensure compliance with prescribed sanitary standards.

Malaria is sometimes the best example of a highly significant mili-
tary disease problem that would receive the careful attention of pre-

ventive medicine planners during preparations for deployment to known

### TABLE 79-5. U.S. ARMY DNB Rates: In Operations from WWII Through Desert Storm

<table>
<thead>
<tr>
<th>Combat Troops</th>
<th>Support Troops</th>
</tr>
</thead>
<tbody>
<tr>
<td>World War II</td>
<td>1.98</td>
</tr>
<tr>
<td>Korean War</td>
<td>1.67</td>
</tr>
<tr>
<td>Vietnam</td>
<td>0.89</td>
</tr>
<tr>
<td>Desert Shield</td>
<td>0.34</td>
</tr>
<tr>
<td>Desert Storm</td>
<td>0.41</td>
</tr>
</tbody>
</table>

Note: Per 1000 per day.

**TABLE 79-6. INFECTIOUS DISEASES CAUSING HIGH MORBIDITY IN U.S. FORCES IN PAST CONFLICTS: WORLD WAR II, KOREA, VIETNAM, OPERATION DESERT STORM, OPERATION IRAQI FREEDOM**

<table>
<thead>
<tr>
<th>Disease</th>
<th>All</th>
<th>WWII, Korea, Vietnam</th>
<th>WWII, Vietnam</th>
<th>WWII, Korea, Vietnam</th>
</tr>
</thead>
<tbody>
<tr>
<td>Acute respiratory disease and influenza</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Acute diarrheal disease</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Malaria</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hepatitis</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sexually transmitted diseases</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Arthropod borne diseases†</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rickettsial diseases‡</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Leptospirosis</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Leishmaniasis</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Schistosomiasis</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

†Especially dengue fever, sand fly fever, hemorrhagic fevers, encephalitides.

‡Principally in engineer bridge-building units in Luzon, Philippines.

Source:Legiers L.J., Department of Preventive Medicine and Biometrics, Uniformed Services University, Bethesda, MD, 1992.
malaria-endemic areas. Decisions about the countermeasures to be employed by the force would be written into the medical annexes of the operations orders; these have the authority of command directives. These decisions would also represent the basis for procurement of medical supply items for use in the prevention and control of malaria, such as drugs for chemoprophylaxis and treatment, bed nets, and insecticides and insecticide dispersal equipment for mosquito control.

A primary consideration would be the malaria chemoprophylactic regimen to be used by the force. Factors that would be taken into consideration in determining the malaria chemoprophylactic regimen include the malaria prevalence in the region, the predominant infecting species, and the prevalence of drug-resistant *Plasmodium falciparum* and *Plasmodium vivax*.

Besides the chemoprophylactic regimen, other individual countermeasures against malaria that would be addressed include use of the standard-issue insect repellent (diethyltoluamide [DEET]), which would be used on exposed skin surfaces in conjunction with the permethrin-impregnated battle dress uniform (BDU), the proper wearing of the uniform (“shirts on, collars buttoned, sleeves rolled down, from dusk to dawn”), and the use of permethrin-treated bed nets in secure areas. Area malaria control programs in the operational area, including insecticide dispersal methods, would be devised based upon on-site professional entomological surveys conducted to determine the principal malaria vector species, their breeding sites, and adult mosquito biting and resting habits. Additional environmental controls that might be addressed include policies regarding campsite selection in relation to native villages, whose inhabitants might represent a reservoir of malaria infection, the use of indigenous in labor forces, and medical civic action programs directed at reduction of the size of the malaria reservoir though the identification and treatment of infected individuals.

Training Personnel to Use Countermeasures

As noted, it is frequently necessary to rely almost entirely on individual countermeasures for disease and injury prevention in the early stages of deployments and during other kinds of offensive operations. During these periods, the combat service support units responsible for the implementation of area environmental controls ordinarily will be given a lower priority for transport than the combat elements. The medical personnel present in the forward areas will be those who are assigned to the combat units, and they will be more preoccupied with the care of combat casualties at the time than with the institution of environmental countermeasures. Moreover, it is during this period, in the disorganization of battle and before the construction of any permanent facilities, such as barracks, latrines, and mess halls, that troops are most vulnerable to vector-borne disease transmission, including diseases with the demonstrated capacity to produce catastrophic morbidity in fighting forces.

The individual countermeasures determined to be necessary for use by the force must be integrated into predeployment training programs (see Table 79-7).

<table>
<thead>
<tr>
<th>TABLE 79-7. INDIVIDUAL PREVENTIVE MEDICINE COUNTERMEASURES TO BE EMPHASIZED IN TROOP TRAINING EXERCISES</th>
</tr>
</thead>
<tbody>
<tr>
<td>Safety first: Use common sense during occupational and recreational activities</td>
</tr>
<tr>
<td>Do not consume unapproved food, water, or ice</td>
</tr>
<tr>
<td>Drink water frequently during the day</td>
</tr>
<tr>
<td>Wash hands after using the latrine and before meals</td>
</tr>
<tr>
<td>Take your malaria prevention pills when instructed to do so</td>
</tr>
<tr>
<td>Wear permethrin-treated uniforms with trousers bloused and sleeves down</td>
</tr>
<tr>
<td>Keep DEET insect repellent on exposed skin</td>
</tr>
<tr>
<td>Sleep under a permethrin treated bed net</td>
</tr>
<tr>
<td>Follow work-rest cycles to prevent heat injuries</td>
</tr>
<tr>
<td>Avoid contact with all animals</td>
</tr>
<tr>
<td>Defecate only in constructed latrines or designated areas</td>
</tr>
<tr>
<td>Wear hearing protection during military operations</td>
</tr>
</tbody>
</table>

reinforcement by the lieutenants and sergeants at platoon and squad level, it is to be expected that the application of individual countermeasures will become second nature among the troops. The principal premise is that for ensuring that the desired health behaviors are incorporated into each individual soldier’s repertoire is to convince the lieutenant and sergeant leaders of small tactical units that the countermeasures are important to the success of their unit’s mission.

Rigorous Command Enforcement of Countermeasures

Enforcement of the use of countermeasures is a command function. The appearance in a unit of cases of a specific disease that should have been prevented by the application of the command-directed countermeasures (e.g., cases of malaria that should have been prevented with the prescribed chemoprophylaxis) should bring about an epidemiological investigation to determine if the outbreak was due to unexpected failure of the prescribed countermeasures to prevent the cases (e.g., the malaria parasites are resistant to the prescribed chemoprophylaxis) or the result of command failure to enforce the countermeasures (e.g., soldiers are not taking the prescribed chemoprophylaxis). If the investigation shows that the cases are the result of failure of the prescribed countermeasures, then better methods must be decided upon and put in place quickly. If due to the latter, command-directed disciplinary action may be warranted. In this connection, Field Marshall Sir William Slim, commander of the British Army in Burma in World War II, in his personal history of the period, stated:

Good doctors are no use without discipline. More than half the battle against disease is fought, not by doctors, but by the regimental officers. . . . When mepacrine was first introduced . . . often the little tablet was not swallowed. An individual medical test in almost all cases will show whether it has been taken or not. . . . I, therefore, had surprise checks of whole units, every man being examined. If the overall result was less than ninety-five per cent positive I sacked the commanding officer. I only had to sack three; by then the rest got my meaning.15

Conducting Medical Surveillance

Medical surveillance of the deployed force is necessary to continuously monitor the health status of the force, ensure that preventive medicine countermeasures are working, rapidly identify disease and injury threats that have the potential to compromise the combat effectiveness of the units, and if necessary, develop and recommend preventive medicine interventions to the appropriate unit commanders. As noted above, it is the commander who is ultimately responsible for the health of the command and the implementation of disease and injury countermeasures.

Before Operations Desert Shield and Desert Storm, disease and injury surveillance programs during military operations were, for the most part, decentralized to brigade, regiment, and division level; were dependent upon the ad hoc, usually less than systematic observations of unit surgeons; and were frequently subject to reporting delays to higher headquarters, which prevented timely interventions from that level. During Operations Desert Shield and Desert Storm, U.S. Navy and Marine Corps medical personnel systematically recorded outpatient disease and injury data by category of illness or injury (heat and cold injury, diarrhea and gastrointestinal infections, dermatologic conditions, respiratory conditions, injury or orthopedic conditions, unexplained fever, sexually transmitted diseases, ophthalmologic conditions, psychiatric conditions, and other acute conditions) and reported these data weekly using a standard format. Unit strength figures were included in reports to permit the calculation of rates by unit, location, and in the aggregate. The system is credited with the identification of a force-wide diarrheal disease outbreak early in the operation related to the serving of fresh lettuce in U.S. Marine Corps field messing facilities; the lettuce was being provided along with other fresh foods by indigenous contractors outside the network of
Recent effort to enumerate public health workers in the United States,1 tools. The complete list of professions associated with public health tracing of individual contacts, and vaccination became important eases became known in the first half of the twentieth century, reassuring that drinking water was safe, sewage systems installed, and waste products appropriately handled. As the specific causes of diseases became known in the first half of the twentieth century, physicians with public health training became more prominent, and measures of disease prevention such as isolation of infected persons, tracing of individual contacts, and vaccination became important tools. The complete list of professions associated with public health practice includes all of those associated with medical care (dentist, pharmacist, physical and occupational therapist, psychologist), others less frequently seen in patient care settings (occupational health and industrial hygiene, law, veterinary medicine), and many with important analytic and data skills (biostatistics, economics, informatics). The professions in public health are supported by an impressive array of technicians and paraprofessionals as well. Laboratory technicians, dental technicians, computer technicians, community outreach workers, and environmental technicians are all represented. In addition, because much of public health depends on documentation and communication, there is a rich array of administrative and data management support staff. One of the complications in both describing and studying the public health workforce is that any one individual can often be described by several labels: the discipline in which he or she has formal training, the job title assigned by the employing agency, the functional activity in which the majority of time is spent, and the program in which this takes place. For example, an MD might be hired as a public health program specialist and spend the majority of time planning and conducting outbreak investigations in the sexually transmitted disease control program. Or a laboratory technician may be hired as an investigator and spend the majority of time visiting community-based laboratories to support a quality assurance program in lead testing.

What unites all of these groups is the common attention to the health of populations, rather than individuals. The specific functions any one worker may be asked to fulfill are often not specific to the discipline in which he or she was trained, but rather a service to the community to which the world-view of that discipline can contribute. For example, in developing a community-wide health education program on reduction of tobacco use, physicians, health educators, environmental health specialists, nurses, and media specialists might all be employed under the programmatic title, “A Clean Indoor Air Team,” and would pool their various perspectives into a single programmatic effort that might eventually be carried out in a community through the media, volunteers, hospital staff, and public health nurses. Nurses provide one example of the diversity of public health work and workers. For over a hundred years public health nurses have been “promoting and protecting the health of populations using knowledge from nursing, social and public health sciences.” This effort has taken many forms, and led practitioners from crowded urban tenements to isolated farms to suburban workplaces, from healthy children to tubercular workers to the elderly seeking to maintain their

Public Health Workforce
Kristine M. Gebbie

INTRODUCTION
The wide range of activities subsumed under the rubric of public health practice is provided by a workforce no less diverse. In the most recent effort to enumerate public health workers in the United States,1 448,254 were identified in federal, state, and local public health agencies; schools of public health; and in voluntary organizations actively collaborating in meeting public health needs, such as the American Red Cross and the March of Dimes (see Table 79-8). Compared to some sectors of the economy, the public health workforce is overwhelmingly professional (at least 40% can be identified as members of a professional category), enriched by a wide range of technicians (in laboratory, environment, and informatics, to name a few areas) and critical support staff in administrative, data entry, transportation, and other tasks. The discussion is complicated by the fact that in the enumeration process, over 24,000 professional staff (those with bac- calaureate or higher education) could not be specifically identified, and nearly 98,000 workers could not be assigned even to a general category such as professional or technical. Whatever the detail, the actual workforce is larger than reported, as public health activities are spread across multiple agencies at all levels of government, only a few states have made efforts to identify all parts of the public health enterprise within the jurisdiction, data from local agencies are limited, and there is no agreed-upon definition of the full range of nongovernmental participants to include.

The Disciplines of Public Health
The two largest groups of professionals identified in public health practice are public health nurses (50,000) and environmental health professionals (15,000). In addition to these, physicians, health educators, laboratory scientists, and epidemiologists are most likely to be mentioned as important contributors to public health. In the early history of public health, it was those with an environmental focus, including engineers, who made some of the most striking contributions, assuring that drinking water was safe, sewage systems installed, and waste products appropriately handled. As the specific causes of diseases became known in the first half of the twentieth century, physicians with public health training became more prominent, and measures of disease prevention such as isolation of infected persons, tracing of individual contacts, and vaccination became important tools. The complete list of professions associated with public health...
indirectly to say that there is a “typical” public health nurse, there are commonalities across many agencies of different sizes, serving diverse communities. Public health nurses are usually employed to work in those public health programs that require some contact with individuals, especially if that contact involves some aspects of “hands-on” clinical practice. This includes the staffing of immunization clinics, sexually transmitted disease and tuberculosis control programs, child and maternal health services, senior health promotion programs, and workplace health clinics. Nurses are also found in epidemiology programs, and working to assure the quality of day care centers, hospitals, and long-term care facilities through licensing and certification. In large health departments, a nurse might work exclusively in one or two program areas, and even in a limited part of the jurisdiction served. In many middle-sized and small departments, the nurse must be a generalist, moving day to day and hour by hour from program to program. Much of the apparent specialization and narrow targeting of work efforts is driven by the current approach to funding of public health, in which dollars are tied to very defined activities and population groups, rather than being available for more broad-based efforts to work with a population group or community to improve health overall.

While complex models to explain the experience of health in populations (such as the Evans and Stoddard Field Model!) have only been in widespread use in recent years, public health professionals have understood that protecting the public health requires attention to individual and family circumstances, social and economic factors, and the full experience of the local community. The individual experiencing illness and seeking care may be the most visible evidence of the need for public health in a community, though individual medical care in response to symptoms is not central to public health practice. However, where there are large numbers of individuals uninsured or lacking primary care, public health departments have hired large numbers of physicians, physician assistants, nurse practitioners, and public health nurses to provide personal care services. There is no indication that this care has automatically been given in ways that differ in content or focus from that provided in any other ambulatory care practice. Having said that, it is also important to say that many health department-based primary care programs are different in their attention to prevention, to the special community needs of the populations seeking care, and to the potential for building new, better systems of care and prevention.

As health departments have been a major source of primary care and prevention for the uninsured or other vulnerable populations, they have often supported the services by quietly riding on the economic coattails of Medicaid or other special funding sources. A maternal-child health-focused public health nurse or child health physician generating up to two-thirds or three-fourths of salary costs through billable services may well be supported to invest the remaining one-third to one-fourth of time in improved community health systems. Absent the Medicaid resource, the health department may be unable to find the resource to continue these professionals even half time. Making the case for a community funding base for this shift is an important challenge to public health nurses across the country. The challenge is to ask the correct question, which is “how will I assure that care is available to those who lack it?”, not “how can I be sure that I am still here to give the care?” In the rush to downsize government and control spending for health and illness services, many fear that policy makers will inadvertently eliminate important community-based programs, such as health promotion to increase activity and reduce obesity.

Where is Public Health Practiced?

The field of public health can be distinguished from other areas of health-related practice by the combined impact of three foci: prevention, community, and systems. While none of these is unique to public health, the combination is a particularly powerful one. Prevention is, of course, the historic defining feature of public health. As causal links and antecedents of disease have been understood, public health practitioners have taken steps to reshape the setting of public health practice. Schools and work sites, store-front clinics, homes, and shopping malls have also been used to doctors’ offices as the site of intervention. Where is Public Health Practiced?

The table below shows the estimated national public health workforce by level and location of employment:

<table>
<thead>
<tr>
<th>Category</th>
<th>Federal Agencies</th>
<th>Voluntary Agencies</th>
<th>State and Territorial Agencies</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Officials and Administrators</td>
<td>1152</td>
<td></td>
<td>14,768</td>
<td>15,920</td>
</tr>
<tr>
<td>Professionals</td>
<td>58,897</td>
<td>8012</td>
<td>133,116</td>
<td>200,025</td>
</tr>
<tr>
<td>Technicians</td>
<td>11,695</td>
<td></td>
<td>29,815</td>
<td>41,510</td>
</tr>
<tr>
<td>Protective Service</td>
<td>429</td>
<td></td>
<td>841</td>
<td>1270</td>
</tr>
<tr>
<td>Paraprofessionals</td>
<td>1236</td>
<td></td>
<td>18,342</td>
<td>19,578</td>
</tr>
<tr>
<td>Administrative Support</td>
<td>11,841</td>
<td></td>
<td>40,071</td>
<td>51,912</td>
</tr>
<tr>
<td>Skilled Craft</td>
<td>17</td>
<td></td>
<td>1166</td>
<td>1183</td>
</tr>
<tr>
<td>Service/Maintenance</td>
<td>44</td>
<td></td>
<td>4676</td>
<td>4720</td>
</tr>
<tr>
<td>Category Unreported</td>
<td>443</td>
<td>7373</td>
<td>104,320</td>
<td>112,136</td>
</tr>
<tr>
<td>Volunteers</td>
<td></td>
<td>2,864,825</td>
<td>5</td>
<td>2,864,830</td>
</tr>
<tr>
<td>Total w/Volunteers</td>
<td>85,754</td>
<td>2,880,210</td>
<td>347,120</td>
<td>3,313,084</td>
</tr>
<tr>
<td>Total w/o Volunteers</td>
<td>85,754</td>
<td>15,385</td>
<td>347,115</td>
<td>448,254</td>
</tr>
</tbody>
</table>

For the public health worker, all activities are done in the context of community. Community means more than place, and may not occur in a single place. It also means relationship, whether one is considering an official geopolitical community, a neighborhood, or a community of affinity such as an advocacy or professional group. One widely used statement about public health in America captures the importance of relationships in the vision of “healthy people in healthy communities.” Related to the concept of community is that of systems, the notion that any one component of the community is tied in some way to all others, so that changes in any one component will lead sooner or later to some changes elsewhere. A focus on both prevention and community from a systems perspective pushes the practitioner to consider how the system relationships may be developed or strengthened, or how illness-fostering, noncommunity system elements may be reduced. Working with this perspective means that any work with an individual can be the source of data regarding the functioning of systems within the community, and lead to intervention at additional levels to promote healthy change. No one person can simultaneously work at all levels (individual, family, neighborhood, community-wide system), so the system of workers collaborating to assure that needed information flows among those performing different functions is an additional important part of the systems view. Given all of the above, it is impossible to define the public health workforce by the name on the employing agency door, though the largest concentration is reemployed by official public health agencies (local, regional, state, or federal). Some community programs such as the not-for-profit community health centers and migrant health centers work with the community to improve health in ways that are clearly public health practice. The total number of public health workers reported is also deceptive in that the workers are not spread evenly in relation to the population. While the reported national ratio is 158 public health workers for each 100,000 in the population, in 2000 the range was from 37/100,000 (Pennsylvania) to 566/100,000 (South Carolina). While this does represent enormous variation in the assurance to the citizens that their health is being protected, caution should be exercised, as these variations are caused in part by state and local decisions to locate public health activities outside of identifiable public health agencies, by varying degrees of reliance on public health for clinical services, and the lack of a standardized system for routine reporting on the public health workforce.

**Degrees and Credentials**

Because of the myriad skills needed, entry routes to public health practice often do not include formal training in public health. For example, many experts in social dynamics of the populations most vulnerable to HIV infection (gay men, sex workers, injecting drug users) entered public health practice during the early years of the AIDS epidemic. As programs matured and workers considered promotions and career development, many of these have added public health training (formal or informal) and can now be found working in a wide range of programs. For the largest professional group, nurses, the picture can be most confusing. Nurses with the same legal credential to practice may have widely differing educations. Neither the associate degree nor diploma education includes public health as a required curriculum component. Basic education about public health nursing practice is included in the baccalaureate curriculum, and some public health systems have attempted to reserve the job title “public health nurse” for baccalaureate graduates only. Whatever their entry education, nurses employed to work in public health agencies or other entities with a focus on public health and the community must master at least some content about population perspectives on health, epidemiology, health behavior and environmental influences on health.

Advanced education for practice in communities is at least as confusing as entry-level education. Some public health nurses have studied in schools of public health, others in schools of nursing; some have degrees in both fields. Some physicians in public health practice are board certified in preventive medicine, but many others are pediatricians, obstetricians, or infectious disease specialists. As with entry-level education, the degrees and job titles alone do not identify whether the physician or nurse is practicing public health nursing or not. The answer to that question must be sought in questions of focus and goal.

The Institute of Medicine considered the confusing picture of education for public health practice in the report *Who Will Keep the Public Healthy* and provided some guidance for the field of public health education. The report acknowledges that the limited number of schools of public health, and the range of public health practice, mean that schools of public health should concentrate their efforts on those headed toward leadership positions, while expanding continuing education for the workforce generally, and working collaboratively with other schools (e.g., medicine, nursing, law) to improve the public health content included in their regular curricula. The report further suggested that the content of public health education at the graduate level be grounded in an ecological view of health (such as the determinants of the health model discussed above), emphasize practice, and work toward community not only in the five classic areas of public health education (biostatistics, epidemiology, environmental health, social and behavioral science, and management) but in eight areas that have emerged as critical in the twenty-first century: cultural competency, communication, community-based participatory research, ethics, genomics, global health, informatics, and policy and law.

Many public health workers are credentialed by an association or entity representing a single profession, such as public health nursing, preventive medicine, health education, or environmental health. Many others bring skills for which there is no specific national credential, such as epidemiology, public health law, or public health leadership. National public health associations have engaged in extensive dialogue over the last decade about the possibility of developing a single basic public health certification that could be used by any public health professional as an assurance of competency in the field. The American Public Health Association, the Association of State and Territorial Health Officials, the National Association of County and City Health Officials, the National Association of Local Boards of Health, and the U.S. Department of Health and Human Services (namely, the Centers for Disease Control and Prevention and the Health Resources and Services Administration) have all been actively involved, but resolution seems elusive. Questions include those about duplicate credentials for public health workers from existing specialties, the impact of a new credential on civil service employment systems, and the cost of a program of testing and issuing credentials. Further confusing the debate is an overlapping consideration of the accreditation of public health agencies. It is unlikely that this will be fully settled within another decade.

**Current Challenges?**

The two most prominent practice challenges to the public health workforce today are those associated with continued efforts to reduce the size of government and those that result from overwhelming attention to specific issues without concern for fundamental infrastructure. A continuing feature of public life in the United States is concern that government has gotten “too big,” and that a goal for all elected officials is to substantially reduce the presence of government. This is easily translated into a reduction in the size of governmental agencies, the major expense of which is usually the workforce. Public health programs and activities have never been designed as entitlements, that is, services to which people are assured access by virtue of some identifying feature (e.g., Medicare for those over 65, Medicaid for those on

---

*Because of the lack of clear definitions of public health positions, and the minimal attention to public health within the overall health system, there is no good, recent enumeration of the public health workforce. Efforts now underway within the Bureau of Health Professions, Health Resources and Services Administration, U.S. Department of Health and Human Services, should provide this needed data.*
The CDC has declared family planning to be one of the key achievements in public health for the twentieth century. Milestones for this achievement include the arrest of Margaret Sanger for distributing information about birth control in 1914, the creation of the first state public health program to include contraception in 1936, the approval of oral contraceptives by the FDA in 1960, and the Supreme Court decision to declare unconstitutional state laws prohibiting contraceptive use by married couples in 1965 (Table 79-9). Family size declined in the United States from 3.5 children in 1900 to approximately 2 children at the end of the twentieth century. The success of family planning in achieving desired birth spacing and family size in the United States contributed to large decreases in both child mortality and maternal mortality in the twentieth century.

In this chapter we provide the global context for family planning, followed by an overview of family planning in the United States. We then discuss the safety, effectiveness, and use of contraceptive methods, with a focus on widely used methods and methods that are newly available in the United States.

▴ THE GLOBAL CONTEXT FOR FAMILY PLANNING

Of the estimated 6.2 billion people living on the planet, approximately one billion are women aged 15–49 who are married or in union. Data regarding contraceptive use are more available for these women than for single women or for men. More than three-fifths (61% or about 635 million) of women who are married or in union are using contraception. The percent distribution of women using contraceptive methods varies by region, with a higher percentage (69%) of women using them in developed than in less-developed regions (59%). Further, the percentages of women using contraceptives are as high as 71% in Latin America and the Caribbean and as low as 27% in Africa. The great majority (approximately 90%) of women using contraception are relying on modern methods, with the most widely used method being female sterilization (21%), followed by IUDs (14%) and oral contraceptives (7%). While oral contraceptives and condoms are the most widely used methods in developed countries, by contrast, female sterilization and IUDs are the most widely used methods in developing countries.

Contraceptive prevalence has been continually high in developed countries since the 1970s and has been increasing substantially over time in developing countries. The percentage of women who are married or in union and using contraception has increased by at least one percentage point per year since 1990 in over half (56%) of developing countries. However, despite the widespread availability and use of modern contraceptives, substantial unmet need remains. Of the estimated 705 million women aged 15–49 in developing countries, nearly 20% (137 million) who are at risk of unintended pregnancy and are not using any contraceptive methods; and a total of 201 million women in developing countries are estimated to have an unmet need for effective contraceptives. Unmet need remains particularly high in sub-Saharan Africa and South Asia.

Meeting the global unmet need for contraceptive services would result in preventing an estimated 52 million unintended pregnancies annually, which would, in turn, prevent 23 million unplanned births, 22 million induced abortions, 7 million spontaneous abortions, 1.4 million infant deaths, and 142,000 pregnancy-related maternal deaths—53,000 from unsafe abortions and 89,000 from other causes. Provision of the additional contraceptive services necessary to meet this need, at a cost of approximately $3.9 billion per year, would prevent the loss of an estimated 27 million disability-adjusted life years.

Worldwide, as many as 50% of all pregnancies are unplanned and 25% are unwanted. An estimated 50 million abortions are performed...
each year with approximately 19 million considered by the World Health Organization (WHO) to be unsafe. Approximately 55,000 unsafe abortions occur each day, resulting in the deaths of at least 200 women. These deaths, over 95% of which occur in developing countries, account for approximately 13% of all maternal deaths.5

The International Conference on Population and Development, held in Cairo in 1994, has been considered a watershed event with respect to the role of family planning. Whereas previous similar efforts and viewpoints had largely focused on the population problem and demographic targets, the Cairo conference highlighted the important role that family planning plays in the context of social and economic development and created a series of goals regarding sexual and reproductive health and rights, including family planning—with a focus on empowering women.6 In 2005, United Nations Population Fund (UNFPA) affirmed that reproductive health, which includes contraception.8 In 2002, among 38 million women using contraceptive have two or fewer children, and, to achieve this goal, most will wish to become pregnant. Most women in the United States desire to in their childbearing years, 43 million are sexually active and do not covered services for 6.5 million women in 2002.12 Medicaid, which provided 61% of public funding for family planning services in 2001.13 has been required to cover family planning services since 1972. While gaps in funding for family planning services remain for women without sufficient resources to pay for them, an increasing number of states have expanded Medicaid coverage through special initiatives that provide family planning services for women who would otherwise be ineligible for the broader Medicaid program.14

Table 79-9. The First Century of Family Planning in the United States

<table>
<thead>
<tr>
<th>Year</th>
<th>Event</th>
</tr>
</thead>
<tbody>
<tr>
<td>1912</td>
<td>Margaret Sanger starts the birth-control movement in modern era</td>
</tr>
<tr>
<td>1916</td>
<td>The first family planning clinic opens in Brooklyn, New York</td>
</tr>
<tr>
<td>1925</td>
<td>First diaphragm is manufactured in the United States</td>
</tr>
<tr>
<td>1926</td>
<td>Ovulation timing is medically established</td>
</tr>
<tr>
<td>1926–1930</td>
<td>Margaret Sanger continues to open more clinics and to promote contraception; physicians gain the right to prescribe contraceptive methods; public hospitals begin to provide family planning services</td>
</tr>
<tr>
<td>1937</td>
<td>Family planning is supported by the American Medical Association</td>
</tr>
<tr>
<td>1942</td>
<td>Planned Parenthood Federation of America is established</td>
</tr>
<tr>
<td>1955</td>
<td>The first National Fertility Survey is conducted</td>
</tr>
<tr>
<td>1960</td>
<td>The FDA approves the first birth control pill (Enovid)</td>
</tr>
<tr>
<td>1962</td>
<td>The Population Council organizes the first international conference on IUDs</td>
</tr>
<tr>
<td>1965</td>
<td>The law prohibiting contraceptive use for married people is declared unconstitutional</td>
</tr>
<tr>
<td>1970</td>
<td>Title X of the Public Health Service Act, the nation’s family planning program, is legislated</td>
</tr>
<tr>
<td>1972</td>
<td>Medicaid is authorized to fund family planning services</td>
</tr>
<tr>
<td>1973</td>
<td>Abortion is legalized by the Supreme Court ( Roe vs. Wade)</td>
</tr>
<tr>
<td>1976</td>
<td>The FDA approves the first progestosterone-releasing IUD (Progestasert)</td>
</tr>
<tr>
<td>1977</td>
<td>The Supreme Court rules that minors have a constitutional right to access contraception</td>
</tr>
<tr>
<td>1990</td>
<td>The FDA approves the first implantable contraceptive device (Norplant)</td>
</tr>
<tr>
<td>1992</td>
<td>The FDA approves Depo-Provera (progestin-only injectable contraceptive)</td>
</tr>
<tr>
<td>1992</td>
<td>The Supreme Court weakens abortion rights by allowing states to pass certain restrictions</td>
</tr>
<tr>
<td>1993</td>
<td>The FDA approves the female condom (Reality)</td>
</tr>
<tr>
<td>1997</td>
<td>The FDA approves the use of emergency contraception pills</td>
</tr>
<tr>
<td>2000</td>
<td>The FDA approves Lunelle (combined estrogen/progestin injectable contraceptive) and Mirena (levonorgestrel-releasing IUD)</td>
</tr>
<tr>
<td>2001</td>
<td>The FDA approves NuvaRing (combined estrogen/progestin contraceptive vaginal ring)</td>
</tr>
<tr>
<td>2002</td>
<td>The FDA approves Ortho-Evra (transdermal combined estrogen/progestin contraceptive patch) and removes Norplant from the market</td>
</tr>
<tr>
<td>2003</td>
<td>The FDA approves Seasonale (combined estrogen/progestin oral contraceptive for extended use)</td>
</tr>
<tr>
<td>2006</td>
<td>The FDA approves Implanon (ethinyl estradiol releasing single implant system)</td>
</tr>
</tbody>
</table>

FDA—The Food and Drug Administration.


## FAMILY PLANNING IN THE UNITED STATES

Of the approximately 62 million women in the United States who are in their childbearing years, 43 million are sexually active and do not wish to become pregnant. Most women in the United States desire to have two or fewer children, and, to achieve this goal, most will require contraceptive protection for approximately three decades of their lifetimes. Among fertile, sexually active women who do not wish to become pregnant, 89% are estimated to be using a method of contraception.8 In 2002, among 38 million women using contraceptive methods in the United States, most were using oral contraceptives (30.6%), tubal sterilization (27.0%), male condoms (18.0%), or their partner’s vasectomy (9.2%). Less frequently used methods included depot medroxyprogesterone acetate injections (5.3%), withdrawal (4.0%), IUDs (2.0%), periodic abstinence (1.6%), and progestin implants (1.2%). The choice of contraceptive method varied by age, with women under age 30 most likely to be using oral contraceptives, and women over age 35 most likely to be using sterilization. The choice of methods also varied by race, with oral contraceptives being the most popular method among white women and sterilization being the most popular method among black and Hispanic women.9

Although highly effective contraceptive methods are widely available in the United States, and overall contraceptive prevalence is high, a large number of unintended pregnancies occur each year. In 1998, 48% of the pregnancies in the United States were estimated to be unintended.10 In 2000, an estimated 6.4 million pregnancies resulted in 4.1 million live births, 1.3 million induced abortions, and one million spontaneous abortions. The overall pregnancy rate in 2000 (104 pregnancies per 1000 women aged 15–44 years) was 10% lower than that in 1990, while the teenage pregnancy rate (84.5 pregnancies per 1000 women aged 15–19 years) was 27% lower.11 Over half of the unintended pregnancies occur among women who do not use any method of contraception; the percentage of such women increased from 5.4% in 1995 to 7.4% in 2002.9

Contraceptive services in the United States are provided through both the public and private sectors. Public funding from the federal and state governments is primarily provided through Medicaid and the State Children’s Health Insurance Program (SCHIP), which, together, covered services for 6.5 million women in 2002.12 Medicaid, which provided 61% of public funding for family planning services in 2001,13 has been required to cover family planning services since 1972. While gaps in funding for family planning services remain for women without sufficient resources to pay for them, an increasing number of states have expanded Medicaid coverage through special initiatives that provide family planning services for women who would otherwise be ineligible for the broader Medicaid program.14
In 2003, among 61.7 million women of reproductive age, only 65% had private insurance. Although contraceptive coverage has improved recently in such plans, important gaps in coverage remain. Only 21 states have laws requiring insurers to provide comprehensive coverage for contraceptives if they otherwise cover prescription drugs and devices. The Equity in Prescription Insurance and Contraceptive Coverage Act, which was proposed to Congress in 1997 but has not been enacted, would require such coverage nationally for FDA-approved contraceptives. Insurance for federal employees covers all prescription contraceptives, and most employer-based insurance plans (90%) cover prescription contraceptives. Currently, insurers are less likely to cover newer approved methods such as the combined hormonal patch and vaginal ring than they are to cover oral contraceptives.

Overall, where do women obtain family planning services? The answer depends heavily on income. In 1995, 70% of women with family incomes that are one and one-half times or more than the established level of poverty who make a family planning visit see a private provider compared with 42% of lower income women. Teenagers are less likely to visit a private provider (42%) for family planning. By contrast, family planning clients of public and other nonprivate providers are largely poor; 63% have incomes below the established level of poverty.

**CONTRACEPTIVE EFFECTIVENESS AND COST EFFECTIVENESS**

In the United States, about half of all unintended pregnancies occur due to contraceptive failure. The effectiveness of contraceptives is assessed by measuring the number of unplanned pregnancies that occur during a specified period of exposure and use of a contraceptive method. Most methods have a low risk of failure if used perfectly, and this is why the most effective method for a woman is usually the method she or her partner can use correctly and consistently.

There are two methods commonly used for measuring contraceptive effectiveness: the Pearl Index and life-table analysis. The Pearl Index is defined as the number of failures per 100 woman-years of exposure. The denominator represents the number of months or cycles of exposure from the onset of a method until an unintended pregnancy, discontinuation of the method, or completion of the study. The quotient is multiplied by 1200 if the denominator consists of months or by 1300 if cycles. However, the Pearl Index does not allow accurate comparisons at different durations of exposure, as it is usually calculated for a 1-year period. Life-table (or survival) analysis, on the other hand, calculates the failure rate for each month of use. A cumulative failure rate at various durations of exposure, such as 12, 18, 24, or 36 months, can then be calculated to compare across methods.

Varying terms are used today to differentiate between contraceptive effectiveness with correct and incorrect use of the method. The best performance, based on correct and consistent use, is represented by the lowest expected failure rate, as compared to the usual experience, which includes both perfect and imperfect use, or a typical failure rate. Both the lowest expected and typical failure rates are determined in clinical trials, the former often measured among highly motivated subjects.

Contraceptive failure occurs for a number of reasons, such as imperfect method use, frequency of intercourse, and fecundity patterns and is conditioned by such user characteristics as age, parity, marital status, and education. For most contraceptive methods, failure rates decline with duration of use, primarily because the users who are relatively more fecund, have higher intercourse frequency, or are less compliant with method use protocols will fail earlier. Data from the 1995 National Survey of Family Growth were used to estimate the number of contraceptive failures that a typical woman would experience in her life-time if she continuously used contraception from age 15 to 45 (except for the time of pregnancy after a contraceptive failure). If a typical woman continuously used reversible contraceptive methods over her reproductive lifetime, from ages 15 to 45, she would experience 1.8 contraceptive failures, whereas if she continuously used reversible methods and then sterilization, she would experience only 1.3 contraceptive failures.

Contraceptive methods vary in effectiveness and in the determinants of effective use. While the effectiveness of some methods is highly dependent on proper use, the effectiveness of others is largely independent of the contraceptive user. Oral contraceptives, for example, are highly effective when used consistently and correctly, but substantially less effective when used typically. Other methods, such as intrauterine devices and progestin-only implants, are highly effective once they have been inserted properly. Trussell has estimated the effectiveness of contraceptive methods with perfect use and with typical use (which includes the experience of some who use the method consistently and correctly and others who do not). A 2004 cost-utility analysis found that all contraceptive methods resulted in cost savings and health gains (as measure by quality-adjusted life years) compared with nonuse of contraceptives.

**MEDICAL GUIDELINES FOR CONTRACEPTIVE USE**

WHO has published two sets of guidelines that address safe and effective contraceptive use. The Medical Eligibility Criteria for Contraceptive Use, first published in 1996, provides recommendations regarding the medical appropriateness of contraceptive method use for women with medical problems or other selected characteristics. The third edition, published in 2004 (http://www.who.int/reproductive-health/publications/mec/index.htm) provides over 1700 recommendations with each contraceptive method/condition combination classified as either category 1, 2, 3, or 4 (Table 79-10). The Selected Practice Recommendations for Contraceptive Use provides guidance on how to use contraceptive methods once they have been deemed to be medically appropriate. The second edition of these guidelines, published in 2005 (http://www.who.int/reproductive-health/publications/spr/index.htm), provides guidance on clinical management issues that frequently arise in the provision of contraceptive services.

**Combined Oral Contraceptives**

Oral contraceptives containing estrogens and progestins were first approved for use in the United States in 1960. The amount of estrogen and progestin used in combined oral contraceptives (COCs) has decreased substantially since that time, and the great majority of COCs that are prescribed currently contain 35 µg or less of ethinyl estradiol in combination with a progestin. COCs are either monophasic or multiphase preparations with the former providing the same dose of hormones throughout the cycle and the latter providing varying doses. COCs are highly effective when taken properly, but 29% of COC users reported in the 1995 National Survey of Family Growth that they missed at least one pill in the prior 3 months of use.

**Health Benefits.** The short- and long-term effects of COCs have been studied more thoroughly than those of any other drugs currently prescribed. On balance, most studies show that they are safe for the great majority of users. In fact, studies attempting to identify potentially harmful effects of oral contraceptives have documented important noncontraceptive health benefits. COCs have been found to reduce menstrual blood flow and dysmenorrhea and to lower the prevalence of iron deficiency anemia. Oral contraceptive users have a reduced risk of endometrial and ovarian cancers (Table 79-11). This protection is conferred after a minimum of 12 months of use and persists for long after discontinuation of use. Women with acne, hirsutism, and endometriosis may experience improvements. Monophasic COC users also have a reduced risk of functional ovarian cysts but this benefit does not appear to pertain to low-dose multiphasic preparations. Several studies have suggested that COCs may protect women against colorectal cancer; but this potential benefit requires further study. In a meta-analysis of published data, the pooled relative risk of colorectal cancer for COC ever-use was 0.82.
TABLE 79-10. WHO MEDICAL ELIGIBILITY CRITERIA FOR CONTRACEPTIVE USE

<table>
<thead>
<tr>
<th>WHO Category</th>
<th>Interpretation When Clinical Judgment is Available</th>
<th>Interpretation When Clinical Judgment is Limited</th>
<th>Example (Women with Headaches Who Want to Initiate Use of COC)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Category 1</td>
<td>There is no restriction for the use of the contraceptive method.</td>
<td>Use the method in any circumstance</td>
<td>Nonmigrainous headaches</td>
</tr>
<tr>
<td>Category 2</td>
<td>The advantages of using the method generally outweigh the theoretical or proven risks.</td>
<td>Generally use the method</td>
<td>Migraine headaches without aura</td>
</tr>
<tr>
<td>Category 3</td>
<td>The theoretical or proven risks usually outweigh the advantages of using the method.</td>
<td>Use of the method not usually recommended unless other more appropriate methods are not available or acceptable</td>
<td>Migraine headaches without aura</td>
</tr>
<tr>
<td>Category 4</td>
<td>The condition represents an unacceptable health risk if the contraceptive method is used.</td>
<td>Method should not be used</td>
<td>Migraine headaches with aura</td>
</tr>
</tbody>
</table>

Source: WHO. Medical Eligibility Criteria for Contraceptive Use. 3rd ed. Geneva; 2004

(95% confidence interval (CI) = 0.74, 0.92). The protection was stronger for those who had used COCs within the previous 10 years.22

Health Risks. Despite its protective effects, use of the pill is not without risk.

Oral Contraceptives and Venous Thromboembolism. Low-dose COCs are associated with an increased risk of venous thromboembolism (VTE).23 Most studies report that past users have no increased risk and the increased risk appears attributable to current oral contraceptive use.

The use of COCs with second-generation progestins (levonorgestrel or norethisterone) is associated with a three to four-fold higher risk for VTE compared with nonusers, which is, nevertheless, substantially lower than the risk of VTE during pregnancy. When COCs with third-generation progestins (desogestrel or gestodene) are used, the risk of VTE appears to be about 1.5–1.8 times greater than that for users of formulations containing levonorgestrel,24 although the extent to which this is the case remains controversial. The presence of V Leiden factor mutations or protein S or C abnormalities significantly increases the risk of VTE in COC users—from 6 to 40 times higher than in nonusers without thrombophilia.24 Routine screening for thrombogenic mutations in all COC users, however, is not considered necessary because of the rarity of these conditions.

Oral Contraceptives and Myocardial Infarction. Although studies of older, higher dose COCs found an increased risk of myocardial infarction and ischemic stroke, more recent studies of currently available low-dose COCs have been inconsistent, with some reporting no increase and others reporting up to a two- to fivefold increase in risk.24 A higher prevalence of women with risk factors for cardiovascular disease in the latter studies may explain the discrepancy.24 Women who smoke and use COCs have an increased risk of death from cardiovascular disease.23 For women under 35 years of age, the attributable risk of myocardial infarction for smokers who use COCs (35 per million woman-years) is tenfold greater than that for non-smokers who use them (3 per million woman-years). For women over 35 years of age, the comparable attributable risks of myocardial infarction for women who smoke and who do not smoke are 396 per million woman-years and 31 per million woman-years, respectively (as seen in Table 79-12).21

Oral Contraceptives and Liver Cancer. There is controversy regarding the relationship between COC use and development of liver cancer (hepatocellular carcinoma).26,27 The large Multicentre International Liver Tumor Study (MILTS) found no overall increase in risk or effect of duration of use; the only increase seen was in a small subgroup of women with negative serology for hepatitis B or C viruses and no history of cirrhosis. Any increase in the risk of COC use among this group of women at inherently very low risk of liver cancer would

TABLE 79-11. REDUCED INCIDENCE OF ENDOMETRIAL AND OVARIAN CANCER AFTER ORAL CONTRACEPTIVE USE

<table>
<thead>
<tr>
<th>Cancer Type</th>
<th>Reduced Incidence after COCs Use For</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>4 years</td>
</tr>
<tr>
<td>Endometrial cancer</td>
<td>56%</td>
</tr>
<tr>
<td>Ovarian cancer</td>
<td>41%</td>
</tr>
</tbody>
</table>


TABLE 79-12. ESTIMATED MYOCARDIAL INFARCTION INCIDENCE RATES AND ATTRIBUTABLE RISKS PER 10^6 WOMAN-YEARS ASSOCIATED WITH CURRENT COMBINED ORAL CONTRACEPTIVE USE BY AGE AND SMOKING STATUS AMONG EUROPEAN WOMEN.

<table>
<thead>
<tr>
<th>Age (Years)</th>
<th>Nonusers of COCs</th>
<th>Users of COCs</th>
<th>Attributable Risk</th>
</tr>
</thead>
<tbody>
<tr>
<td>Women &lt; 35 years</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nonsmokers</td>
<td>0.83</td>
<td>3.56</td>
<td>2.73</td>
</tr>
<tr>
<td>Smokers</td>
<td>7.78</td>
<td>42.7</td>
<td>34.9</td>
</tr>
<tr>
<td>Women &gt; 35 years</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nonsmokers</td>
<td>9.45</td>
<td>40.4</td>
<td>31.0</td>
</tr>
<tr>
<td>Smokers</td>
<td>88.4</td>
<td>484.6</td>
<td>396.2</td>
</tr>
</tbody>
</table>

result in a very small absolute increase in risk (an estimated one extra case per 1.5 million women-years of use in Germany).23

**Oral Contraception and Breast Cancer.** Despite more than 60 studies on the subject, the relationship between use of oral contraceptives and the risk of breast cancer remains controversial. A 1996 pooled analysis24 of 54 studies conducted in 25 countries that included 53,297 women with breast cancer and 100,239 women without breast cancer had four main findings. First, current or recent (within 10 years of stopping use) pill users had a small increase in risk of having breast cancer diagnosed (for current versus nonusers, RR was 1.24; 95% CI = 1.15–1.33). The increase for current users was seen for women with little pill use (less than 1 year) and did not increase with increasing durations of use.25 Second, past users (10 or more years after stopping use) had no increased risk. Third, the additional cancers identified were less advanced clinically than those in never users. Fourth, no subgroups of women were at increased risk for pill use. In particular, women with a family history of breast cancer were not at additional risk from pill use relative to women without such a history. These four findings suggest that either oral contraceptive users are more likely than nonusers to have existing breast cancers detected; that existing tumors are identified at an earlier stage in pill users; or that pill use accelerates tumor growth.

By contrast, a 2002 U.S. study, which involved 4575 women with breast cancer and 4682 controls, concluded that among women 35–64 years of age, current and previous COC use was not associated with significantly increased risk of breast cancer; the relative risk did not increase consistently over longer periods of use or with higher doses of estrogen.26 Other recent studies have shown that the presence of inherited susceptibility to breast cancer or who are carriers of BRCA1 or BRCA2 gene mutations have an increased risk of developing breast cancer during their life span.27 Moreover, women who are BRCA1 gene mutation carriers and users of high-dose COCs for more than 1.1 (CI 95% = 0.73, 1.5), with recent users (within 10 years) having increased the risk of breast cancer in women who had used progestogen-only pills to be 1.1 (CI 95% = 0.73, 1.5), with recent users (within 10 years) having a higher risk and past users having no increase in risk.28

The relationship between pill use and cervical cancer continues to be controversial. Observational studies of this relationship are difficult to interpret because of biases related to sexual behavior and the failure to control for the presence of the human papilloma virus (HPV) to women. Recently, a study carried out by the WHO’s International Agency for Research on Cancer (IARC) found that prolonged use of COCs increased the risk of cervical cancer up to three times in women with HPV infection who had taken oral contraceptives for 5–9 years and up to 4 times in women with HPV infection who had taken oral contraceptives for more than 10 years.29

**WHO Recommendations.** The WHO has recommended that women with the following conditions not use COCs: (a) breastfeeding in the first 6 weeks postpartum; (b) smoking more than 15 cigarettes per day and being age 35 or over; (c) multiple risk factors for cardiovascular disease; (d) hypertension—more than 160/100 mmHg; (e) vascular disease; (f) a history or current deep venous thrombosis or pulmonary embolism; (g) following major surgery with prolonged immobilization; (h) known thrombogenic mutations (factor V Leiden, prothrombin mutation, protein C and S, and antithrombin deficiencies); (i) stroke; (j) complicated valvular heart disease; (k) migraine headaches with aura at any age or without aura in women over age 35; (l) current or personal history of breast cancer; (m) diabetes with severe vascular complications of more than 20 years duration; (n) active viral hepatitis; (o) decompensated cirrhosis; or (p) benign or malignant liver tumors.30

In 2003, the Food and Drug Administration approved Seasonale, a combined estrogen/progestin oral contraceptive for extended use. It involves a 21-day treatment cycle resulting in four menstrual periods per year if taken continuously. Menstruation occurs when the seven inert pills are taken within each cycle. Increased bleeding or spotting between periods may be expected, as compared to the standard 21- or 28-day birth control pill cycle, but tends to decrease with prolonged use.

**Combined Injectable Contraceptives**

Injectable contraceptives containing both an estrogen and progestin provide an alternative for women who are candidates for combined oral contraception but do not want to take a pill daily. None are currently marketed in the United States. The method is highly effective (Fig. 79-1), but the user must return for injection every 30 days. The advantages of the monthly injection over the three-month, progestin-only formulation are a more rapid return to fertility upon discontinuation and more acceptable bleeding patterns while using the method.31

**Health Effects.** The method often causes changes in menstrual bleeding patterns during the initial three cycles of use, but after 6 months of use, most women report regular, acceptable bleeding patterns.32 Only 1% of users in the U.S. trial reported anemia after the first month and 4% at 60 weeks of continuous use, results that are in contrast with the high frequency of amenorrhea associated with the use of depot medroxyprogesterone acetate (DMPA) (50% after 1 year of use).33,34 Weight gain is the leading cause of method discontinuation in U.S. trials. Long-term health effects have not been studied but are assumed to be similar to those of COCs.

**Transdermal Patch**

A combined hormonal transdermal patch was approved by the FDA in 2002. It is a 20-cm² system that releases 150 µg of norelgestromin and 20 µg of ethinyl estradiol daily. It is worn for 7 days, replaced with another patch for each of two consecutive additional 7-day periods, and then followed by a fourth patch-free week, during which time the user has withdrawal menstrual bleeding. Data suggest that the use of this preparation may improve compliance relative to the daily pill taking required for proper use of COCs.35 Clinical trials suggest that women who weigh more than 90 kg may have a higher likelihood of contraceptive failure than women weighing 90 kg or less.36

**Health Effects.** The side-effect profile is similar to that for COCs; although nausea and mild breast discomfort were found to be more likely to occur in women using the patch than among those using the

---

**Figure 79-1.** Unintended pregnancy rate during the first year of use by contraceptive method used: United States. Rate is pregnancies per 100 women. (Source: Adapted from Trussell J. Contraceptive failure in the United States. Contraception. 2004;70:89–96.)
pill; a statistically significant difference was shown only in cycles 1 and 2. Most skin reactions after patch application are mild. In early clinical trials reported to the FDA, about 2% of women withdrew from the trials because of patch irritation and about 5% had at least one patch that did not stay attached. Long-term health effects have not been assessed and are presumed to be similar to those for COCs; recent reports have raised questions regarding whether the patch carries a greater risk of VTE than COCs, but this aspect is unresolved.

**Vaginal Ring**

A combined hormonal vaginal ring was approved by the FDA in 2001. It is a light-weight, 2-inch diameter, flexible ring made of ethylene vinyl acetate copolymer. The ring releases 120 µg of etonogestrel and 15 µg of ethinyl estradiol daily and is worn for 21 days, followed by 7 ring-free days during which menstruation occurs. A new ring is inserted at the end of each 28-day cycle. The method is highly effective17 (Figure 79-1). In a one-year multicenter study of over 2000 ring users, more than 90% indicated that the device was easy to insert and to remove.44

**Health Effects.** Problems such as vaginal discomfort, vaginal discharge, or vaginitis have been reported in 2–5% of European women using the vaginal ring.45 The expulsion rate is about 2%.46 In a one-year, randomized trial that compared approximately 500 ring users to approximately 500 COC users, 71% in each group completed the trial. The groups had similar rates of reported side effects but the ring group reported more cases of vaginitis and leukorrhea. A total of 5% of ring users reported ring-related problems, including expulsion and interference with intercourse.47 Long-term health effects have not been assessed and are presumed to be similar to those for COCs.

**Progestin-Only Contraceptives**

Progestin-only pills (POPs) are less popular than COCs, but they are suited for women who have contraindications for COCs (e.g., history of thrombosis, hypertension, or migraine headaches). They may be used by breastfeeding women who want an oral contraceptive, and their action is rapidly reversed soon after discontinuation. Ovulation is less reliably prevented with POPs as compared with COCs, and these so-called “mini-pills” may be less effective than COCs, particularly if pills are missed.

**Health Effects.** The mini-pills have no estrogen-related risks, and overall, fewer and less serious complications when compared to COCs. The most common side effects are changes in menstrual bleeding, especially irregular bleeding, intermenstrual bleeding and spotting, and amenorrhea. As for all progestin-only contraceptives, menstrual abnormalities are a major reason for discontinuation of use. The noncontraceptive benefits of POPs have not been as well studied as those for COCs, and the extent to which the benefits documented for COC use pertain is unclear.

**Implantable Contraception**

The FDA has approved two levonorgestrel implants; one, a set of six silicone elastomer capsules, was approved in 1990 and marketed for approximately 10 years in the United States as Norplant. The other implant, approved in 1996, is a set of two silicone elastomer rods (Jadelle). Neither implant is currently available in the United States. Both implants are highly effective. The former implant (Norplant), although approved for 5 years of use, may be effective for up to 7 years of use. The effectiveness of this implant after 5 years is dependent on body weight; women weighing 70 kg or more at insertion or follow-up should be counseled regarding decreased effectiveness after 5 years (women weighing 80 kg or more should seriously consider having the implants removed after 4 years of use). The latter implant (Jadelle) is approved for only 5 years of use and is effective for a maximum of 5 completed years depending on body weight; women weighing 80 kg or more should also consider having the implants removed after 4 completed years of use.48 A single implant system (Implanon) has been developed that consists of a nonbiodegradable rod that releases the progestin, etonogestrel. It has been approved for 3 years of use in the European Union and was approved for 3 years of use by the FDA in 2006. At insertion, the implant releases approximately 60–70 µg of etonogestrel daily, with approximately 25–30 µg per day being released by the end of the third year. This implant is highly effective in suppressing ovulation.

**Health Effects.** The main side effect of all available progestin-only implants is menstrual abnormalities. The great majority of women using a levonorgestrel implant will experience prolonged menstrual bleeding and intermenstrual spotting initially; by 5 years, most have regular bleeding, but a substantial minority will continue having irregular bleeding. By contrast, in the first 3 months of use of the etonogestrel implant, about 30% will have prolonged bleeding and 30–40% will become amenorrheic.48 The rate of prolonged bleeding decreases thereafter, but the rate of amenorrhea persists. A review of 55 observational studies49 provides evidence for the safety of these implants. While data regarding cardiovascular disease and cancer risks are limited, the available data find that, overall, implant users have no higher rates of major adverse outcomes than nonusers.50

**Injectable Contraception**

In 1992, the FDA approved the use of injectable DMPA, marketed in the United States as Depo-Provera. When injected every 3 months, 150 mg of DMPA provides a high degree of protection from pregnancy—similar to that of the progestin-only implants and tubal sterilization.

**Health Effects.** The main side effects of DMPA use are menstrual abnormalities, with most users becoming amenorrheic over time (55% of women by the end of the first year of use).51,52 In contrast to progestin-only implants, there is a delayed return to fertility with discontinuation of DMPA use, estimated at about 4 months longer than for women using combined oral contraceptives. Delays in return to fertility of up to 18 months have been reported.53 Another progestin-only injectable contraceptive that is not currently available in the United States contains norethisterone enantate (NET-EN) and is administered every 2 months.

Findings among beagle dogs led to initial concerns regarding the possibility that use of DMPA may increase breast cancer risk. However, findings from a pooled analysis of data from the WHO and from New Zealand54 are reassuring. Overall, women who ever used DMPA had similar breast cancer risks as women who never used DMPA. However, the pattern of use made a difference; recent users of DMPA (use within 5 years) had an increased risk of breast cancer diagnosis, while past users (use more than 5 years previously) had no increased use. DMPA use creates a hypo-estrogenic state that results in a decrease in bone mineral density in some women. This effect appears at least largely reversible, as bone mineral density increases again when DMPA is discontinued. The effect on fracture risk for most women is expected to be small. However, it remains unclear whether use of DMPA among adolescents prevents potential attainment of peak bone mass and whether older women who reach menopause while using DMPA experience a recovery in bone mineral density before the marked bone loss associated with menopause occurs. Other contraceptive options should be considered for women at risk for osteoporosis.54

**Intrauterine Devices**

Intrauterine devices (IUDs) are used by nearly 160 million women worldwide—making them the most popular nonpermanent method of contraception. In China, Egypt, and Uzbekistan, the IUD is the most popular form of contraception, accounting for upwards of two-fifths of all use.5 By contrast, only 2% of women using contraception in the United States were using IUDs in 2002.55
IUDs declined markedly in popularity during the 1980s in the United States after reports of pelvic infections associated with the Dalkon Shield—a device marketed in the 1970s which was later withdrawn from the market. Subsequently, studies in the late 1980s and 1990s showed that women at low risk of sexually transmitted diseases were at low risk for pelvic infections with use of IUDs. By that time, however, manufacturers had voluntarily stopped selling most types of IUDs in the United States, largely because of low profits and high costs of litigation. In 1989, a new copper IUD, the Copper T380A (ParaGard), was introduced to U.S. markets, and in 2000, the levonorgestrel-releasing intrauterine system (Mirena), which releases approximately 20 μg of levonorgestrel per day, was approved by the FDA.

Both intrauterine contraceptives available in the United States are highly effective (Fig. 79-1). The copper IUD is approved for 10 years of use, but data suggest that the device remains effective for at least 12 years—with a cumulative 10-year failure rate of 2.1–2.8%.54 The levonorgestrel-releasing intrauterine system is approved for 5 years and has a cumulative 5-year failure rate of 0.7%.56

Health Effects. Although pregnancy rates are very low for IUD users, women who do become pregnant have a greater risk of ectopic pregnancy (5–8% of failures), with the copper IUD being the riskiest, preterm labor, or spontaneous, septic abortion of an intrauterine pregnancy.56,57 The absolute risk of ectopic pregnancy is very low, however, approximately 1 per 1000 woman-years. The previous use of an IUD does not increase the risk of an ectopic pregnancy, and one WHO multicenter study has shown that women using IUDs are 50% less likely to have an ectopic pregnancy when compared to women using no contraception.51

The main side effects of both types of IUDs are menstrual abnormalities. The copper IUD is more likely to cause heavy and prolonged bleeding as well as intermenstrual spotting and dysmenorrhea, while the levonorgestrel intrauterine system is more likely to result in a reduction in menstrual blood loss over time. By 12 months of use, 20–60% of women using the levonorgestrel-releasing intrauterine system will become amenorrheic.51

Modern IUDs carry low risks of PID and infertility among women at low risk of sexually transmitted infections (STIs). WHO has summarized data from 12 randomized studies and one nonrandomized study and concluded that IUD users selected for low risk of STIs have little, if any, excess risk of PID. The overall rate of PID following 22,309 IUD insertions was 1.6 cases per 1000 woman-years of use. The risk of PID was highest (by greater than sixfold) during the first 20 days after insertion; after that time, the risk of PID was consistently low for up to 8 years of use.58 The use of prophylactic antibiotics prior to IUD insertion appears not to reduce this low infection-associated risk among women at low risk for STIs.51 At least three observational studies have found no association between copper IUDs and the risk of infertility among nulligravid women at low risk for STIs.59,60

Although uterine perforation can occur with IUD insertion, this risk is low when proper techniques are used—at rates of approximately 1–2 perforations per 1000 insertions.60

WHO Recommendations. The WHO has recommended that women with the following conditions not have IUDs inserted: pregnant women, those developing postpartum or postabortal sepsis, those with an active pelvic infection, including purulent cervicitis, those with known or suspected gonorrheal or chlamydial infection, and those with uterine or cervical malignancy.61

Mechanical Barrier Methods and Spermicides

The male latex condom is proven to be highly effective for preventing both unintended pregnancy (Fig. 79-1) and HIV infection when it is used consistently and correctly;62 inconsistent use, by contrast, is not a reliable prevention strategy for either purpose. Breakage rates of male latex condoms in the United States are low (about 2 condoms per 100 used).63 Studies of the polyurethane female condom (approved by the FDA in 1993) and polyurethane male condom are less complete, but they are expected to provide substantial protection against both pregnancy and HIV infection as well, when used consistently and correctly. Vaginal diaphragms—cervical caps—and spermicidal creams, foams, gels, films, and suppositories are also available as barrier contraceptive methods. All barrier contraceptives require substantial user motivation, and success in their use will be determined not only by motivation but also by user experience and skill. For example, perfect use of male condoms is associated with a pregnancy rate of about 2% in the first 12 months of use, which is lower than that for typical use of oral contraceptives (8%)—but typical condom use has a substantially higher failure rate (15%) than typical oral contraceptive use. Spermicides, when used alone, are the least effective barrier method and have a relatively high failure rate (15% in the first 12 months of use), even with perfect use.64

Health Effects. The risks associated with the use of barrier methods of contraception include primarily the risk of unintended pregnancy and minor side effects associated with the method. These complaints include vaginal or penile irritation by spermicides and discomfort from a diaphragm that is too large. True, allergic reactions to latex male condoms or cervical caps are uncommon, but they can occur.65 Diaphragm and spermicide users have an increased risk of urinary tract infections compared with women who do not use contraceptives, and diaphragm and cervical cap users have a relative increased risk of toxic shock syndrome,66 which can be reduced by leaving a diaphragm in for no longer than 24 hours and a cap in for no longer than 48 hours. The absolute risk of toxic shock syndrome associated with use of the cervical cap or diaphragm is small.

While it was once hoped that use of spermicidal preparations containing nonoxynol 9 would reduce the risk of HIV infection, it is now clear that no such protection is offered. In fact, studies suggest that frequent use of spermicides may enhance the risk of infection, especially in men. Although the risk is small, a possible link between spermicide use and the risk of congenital defects, several larger and better-designed studies demonstrated no association.61

Fertility Awareness-Based Methods

The risk of an unintended pregnancy per each coital act is 17–30% in midcycle and less than 1% during menses.61 Natural family planning methods, known as fertility-awareness-based methods, are based on the observation of signs and symptoms of the woman during her fertile phase. These methods include both calendar-based methods and symptoms-based methods. The calendar-based methods include the Calendar Rhythm Method and the Standard Days Method; the symptoms-based methods include the Cervical Mucus Method, the Symptothermal Method, and the Two Days Method. These methods use information to estimate the period of fertility (the fertile window) during which time intercourse should be avoided. Clearly, the effectiveness of fertility awareness-based methods depends heavily on the willingness and ability of couples to use the methods consistently and correctly. Even with perfect use, these methods are complicated by difficulty in reliably estimating the fertile window.

Lactational Amenorrhea Method

On a worldwide scale, more births are prevented by breastfeeding than by any other method of contraception. Further, breastfeeding has important health benefits for the infant and the mother. The lactational amenorrhea method (LAM) is highly effective for women who are (a) amenorrheic; (b) fully or nearly fully breastfeeding; or (c) less than 6 months postpartum. While there is no known negative impact on a woman’s health to using LAM, certain conditions may impact the appropriateness of using this method, including maternal HIV infection, medications used during breastfeeding, and certain conditions in the newborn.68 Breastfeeding is not recommended for women using certain drugs that may harm infant health, and some infants may have disorders that make breastfeeding difficult.
Emergency Contraception

Emergency contraception involves the use of POPs, combined estrogen and progestin pills, or copper IUDs to prevent pregnancy shortly after unprotected intercourse. The most common POP regimen is the use of 1.5 mg of levonorgestrel, which is administered as a single dose or as two 0.75 mg pills given separately—one taken as soon as possible after unprotected intercourse and the other taken 12 hours after the first pill. The combined regimen is highly effective, reducing the risk of pregnancy by at least 74%. The levonorgestrel-only regimen appears to be even more effective and results in fewer side effects. Use of emergency contraceptive pills will not disrupt a pregnancy after implantation has occurred. The effectiveness of emergency contraceptive pills decreases substantially over time after unprotected intercourse. Thus, when used, they should be taken as soon as possible after unprotected intercourse, ideally within 72 hours. The regimen appears to continue to provide at least some benefit when the first dose is taken up to 120 hours after intercourse.

For women who are otherwise appropriate candidates for IUD use, and particularly for those desiring ongoing use of an IUD, the copper IUD is highly effective in reducing the risk of pregnancy when inserted within 5 days of unprotected intercourse. If an IUD is inserted more than 5 days after ovulation, it may disrupt an established pregnancy. Approved regimens for emergency use of oral contraceptives are listed in Table 79-13.

Health Effects. The most common side effects of emergency contraceptive pills include nausea and vomiting and irregular vaginal bleeding. Nausea and vomiting occur less frequently with the levonorgestrel-only regimen than with the combined regimen. Less frequent side effects include breast tenderness, headache, and abdominal pain.

Sterilization

Surgical sterilization is estimated to be the most prevalent form of contraception in the world. Globally, approximately 180 million women and 43 million men have undergone tubal sterilization and vasectomy, respectively. In 2002, 27% of U.S. women aged 15–44 reported having had a tubal sterilization, while 9% of them reported that they relied on their partner’s vasectomy for contraception.

TABLE 79-13. APPROVED REGIMENS FOR ORAL CONTRACEPTIVE USE AS EMERGENCY CONTRACEPTION

<table>
<thead>
<tr>
<th>Trade Name</th>
<th>Formulation per Dose</th>
<th>Pills per Dose</th>
</tr>
</thead>
<tbody>
<tr>
<td>Plan—B</td>
<td>0.75 mg of levonorgestrel</td>
<td>1</td>
</tr>
<tr>
<td>Ovrette</td>
<td>0.75 mg of levonorgestrel</td>
<td>20</td>
</tr>
<tr>
<td>Preven1</td>
<td>100 µg of ethinyl estradiol</td>
<td>2</td>
</tr>
<tr>
<td>Ovral:Ogestrel1</td>
<td>0.50 mg of levonorgestrel</td>
<td>5</td>
</tr>
<tr>
<td>Alesse, Levile, Aviane, Lessina</td>
<td>100 µg of ethinyl estradiol</td>
<td>5</td>
</tr>
<tr>
<td>Nordette, Levlen, Levora</td>
<td>120 µg of ethinyl estradiol</td>
<td>4</td>
</tr>
<tr>
<td>Portia, Seasonale, Lo/Ovral-Low-Ogestrel, Crysell</td>
<td>0.60 mg of levonorgestrel</td>
<td>4</td>
</tr>
<tr>
<td>Triphasal, Tri-Levlen</td>
<td>120 µg of ethinyl estradiol</td>
<td>4</td>
</tr>
<tr>
<td>Trivora, Enpresse</td>
<td>0.50 mg of levonorgestrel</td>
<td>5</td>
</tr>
</tbody>
</table>

1The progestin is norgestrel, which contains two isomers, only one of which is bioactive (levonorgestrel); the amount of norgestrel in each tablet is twice the amount of levonorgestrel.

1Since 2004, Preven is no longer manufactured.


Female Sterilization

Approximately half of tubal sterilizations in the United States are performed in the immediate postpartum period by partial salpingectomy with most of the remainder being performed at a time unrelated to pregnancy via laparoscopy by application of coagulating current or mechanical clips or bands. Although most laparoscopic sterilizations in the United States are performed using general anesthesia, local anesthesia can also be used and carries lower anesthetic risks. A new tubal occlusion device that is placed hysteroscopically was approved by the FDA in 2002. Findings from the U.S. Collaborative Review of Sterilization—a large U.S. multicenter cohort study confirm that tubal sterilization is highly effective. Nevertheless, pregnancies occur more often than previously thought and can occur many years after the procedure.

The 10-year cumulative probability of pregnancy was highest among women having sterilization by spring clip application (36.5 per 1000 procedures). Women sterilized at a young age (age 18–27) were 2.7 times as likely to become pregnant as women sterilized at older ages (age 34–44). This may be due to older women having more fecund and remaining fecund for a longer period than older women.

Among women sterilized at a young age, the 10-year cumulative probability of pregnancy was nearly 5.0% with two methods (54.3 per 1000 for bipolar coagulation and 52.1 per 1000 for spring clip application).

In the unlikely event of pregnancy after tubal sterilization, there is a substantial increased risk of ectopic gestation. In the U.S. Collaborative Review of Sterilization, the proportion of pregnancies that were ectopic ranged from 65% (bipolar coagulation) to 15% (clip application), with the overall proportion increasing with time since sterilization (61% in years 4–10 after sterilization compared with 20% in years 1–3). The absolute risk of ectopic pregnancy after sterilization was low (7.3 per 1000 procedures), however, with a range from 1.5 to 17.1 per 1000 procedures, depending on the method of occlusion. Since ectopic pregnancies occurred in the study as late as the tenth year after sterilization, women of childbearing age who have signs or symptoms of ectopic pregnancy should be evaluated even if they had a tubal sterilization in the distant past.

Health Effects. The risk of dying from tubal sterilization in the United States is estimated to be one to two deaths per 100,000 procedures. Complications from general anesthesia are the leading cause of death. Major complications from tubal sterilization are uncommon but may occur in as many as 1–2% of procedures. In the U.S. Collaborative Review of Sterilization, unintended major surgery after laparoscopic sterilization occurred in 0.9% of procedures and rehospitalization occurred in 0.6%. Risk factors for these complications included diabetes, general anesthesia, previous abdominal or pelvic surgery, and obesity.

While the existence of a so-called post-tubal syndrome of menstrual abnormalities has been debated since the early 1950s, most recent findings argue strongly against any such syndrome. In the U.S. Collaborative Review of Sterilization, women at 5 years after sterilization were no more likely to have a syndrome of menstrual abnormalities than women whose husbands underwent vasectomy.

Sterilization is intended to be permanent, and most women remain satisfied with their decision to have the procedure. However, regret at having undergone tubal sterilization is not rare, with women sterilized at a young age more likely to express later regret, regardless of the number of children they had at the time of sterilization. In the U.S. Collaborative Review of Sterilization, the 14-year cumulative probability of requesting information about reversal was 40% among women aged 18–24 at sterilization.

Male Sterilization

Most vasectomies are performed with either the no-scalpel technique (a small puncture) or through an incision under local anesthesia, using any of a series of available vas occlusion techniques. Most studies of...
the effectiveness of vasectomy are case series done by individual physicians or institutions; they do not allow for a comparison of the methods of vas occlusion. Such studies report failure rates of approximately 0.15% (Fig. 79-1),17 but the long-term effectiveness of vasectomy is less well studied than that for tubal sterilization. The risk of vasectomy failure is likely to vary by vasectomy technique. The risk of pregnancy after vasectomy can be reduced by avoiding unprotected intercourse until semen analysis, performed at 3 months or more after the procedure, has demonstrated vasectomy effectiveness.

**Health Effects.** The risk of death attributable to vasectomy is extremely low and clearly lower than that for tubal sterilization. Major morbidity is also uncommon. Although as many as 50% of men may experience minor complications, such as swelling of the scrotal tissue, bruising, and pain, these generally subside without treatment within 1–2 weeks after vasectomy.19 Hematoma formation and infection occur much less frequently (each in less than 5% of procedures) and generally are not serious.

The long-term health effects of vasectomy are now well characterized. After studies in monkeys suggested a possible increase in risk of cardiovascular disease, numerous epidemiological investigations in one found that vasectomy does not increase the risk of atherosclerosis, myocardial infarction, coronary heart disease, or all-cause mortality.51,53

Although several studies in the early 1990s found an association between vasectomy and risk of prostate cancer, more recent studies provide strong evidence against any causal association.77,78 Questions remain regarding a possible post-vasectomy pain syndrome. Small surveys with low response rates and no comparison groups have reported rates of chronic epididymal, scrotal, or testicular pain in 2–15% of men after vasectomy.49 By contrast, The Health Status of American Men Study found a very low rate of epididymitis-orchitis at 12 months after vasectomy (24.7 per 10,000 person-years), which was approximately twice that for men who did not have a vasectomy (13.6 per 10,000 person-years).79
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Injury and Violence
Injury Control: The Public Health Approach

Corinne Peek-Asa • Erin O. Heiden

INTRODUCTION

Injuries are a focus of public health practice because they pose a serious health threat, occur frequently, and are in most situations preventable. Preventing traumatic injuries and controlling their severity offer a cost-effective approach to improve the health status of populations. Injuries are a very broad group of afflictions, arising from many different activities and risk factors, and can affect all organ systems of the body. Since injuries are so diverse in mechanisms of occurrence, formulating an organized and structured approach to studying their incidence and prevention is helpful.

Injuries affect people of all ages and range from minor cuts and bruises to major catastrophes that take thousands of lives. Some injuries may result in prolonged pain or lifelong disabilities that restrict an individual from performing personal, recreational, or work-related activities. Serious injuries affect more than the individual: they can destroy families and devastate communities as seen in recent earthquakes, hurricanes, and tsunamis. These events can leave individuals and societies with enormous medical costs, extensive rehabilitation needs, major lifestyle adjustments, and depression—losses that cannot easily, if ever, be recouped.

However, the majority of injuries do not occur as a result of a catastrophic disaster; they are usually related to the activities of everyday life. For example, the annual number of deaths from motor vehicle crashes in the United States far exceeds that from airline crashes and natural disasters combined. Injuries disproportionately affect the young, the frail, and underserved populations. Because injuries disproportionately affect children and adolescents, they account for a high proportion of premature productive life lost and a large proportion of school and workdays missed, and have become a large component of the medical care dollar expenditure per capita.

The public is largely unaware of the preventable nature of many injuries. The most common reference to injurious events, “accidents,” evokes a feeling of chance, misfortune, and helplessness. Hence, the word “accident” should be avoided in discussing injury control, and instead, the focus should be on exposures to hazards and resulting injuries, as well as their preventability.

In recent years, great strides have been made in injury prevention. In the last 75 years, the motor vehicle fatality rate per mile driven has decreased 90%, and this has occurred as the number of miles of driving has risen by more than 100%. Despite this decrease, motor vehicles remain the most common cause of injury death. Causes for the decreases seen include modifications in roadway environments and vehicle design, changes of hazardous behaviors, such as drunk driving, and policies that have regulated driving conditions. Preventive measures have been successful in reducing the incidence of drowning, poisoning, falls, and fires. Despite successes in many areas of injury prevention, the potential of preventing traumatic injuries has not been realized. There remains much to be done. This chapter presents a short public health history of injuries, examines the magnitude and distribution of injuries in the United States, and outlines approaches to injury prevention and control.

PUBLIC HEALTH HISTORY OF INJURIES

Injury prevention measures, such as the use of protective clothing in warfare, existed long before injuries were systematically studied. In the early 1940s, Cairnes and colleagues conducted one of the first epidemiologic studies to recognize the importance of using defined populations with comparison groups to compare head injury incidence between helmeted and unhelmeted motorcycle riders in the military. These studies demonstrated a decrease in head injuries among those riders wearing helmets.

In 1949, John Gordon noted that injuries were patterned by age, gender, and other demographic factors, as well as by time and place. He recognized that “accidents” could be studied utilizing epidemiologic methods similar to those used in infectious or chronic disease prevention. In 1961, James Gibson defined the agent of injury as energy in its many forms. William Haddon Jr. placed this theory into a framework, which identified vehicles and vectors of injury occurrence, analogous to the models used for the study of infectious diseases. He recognized that injuries occur when energy delivered to a living host from a vehicle or vector exceeds human tolerance. He further categorized the energy-host interaction into (a) the energy delivered in excess of human tolerance, such as mechanical energy in motor vehicle crashes or falls and (b) interference with energy use in normal metabolic functions, such as occurs in drowning or poisoning. Using these basic ideas as a framework, Haddon created a comprehensive matrix of host-energy interactions that is discussed later in this chapter.

After surviving a crash in his trainer aircraft, Hugh DeHaven found a connection between his abdominal injuries and the shape and riveting location of his safety belt. DeHaven then studied ways in which engineering could reduce the severity of injuries during small aircraft and motor vehicle crashes. His work bred new studies on human tolerance to energy forces during many types of impacts. His approach using biomechanical principles coupled with epidemiologic evaluation is now prominent in motor vehicle crash research.

Since these initial studies, the field of injury prevention has become more organized while maintaining an interdisciplinary focus. In 1985, the National Research Council released the landmark report...
Injury in America, which identified priority areas for injury control activities and found that funding levels were not commensurate with the burden of the injury problem. Since that report, several other national efforts to prioritize injury-control activities have been conducted.

The Institute of Medicine has released several important reports addressing injuries and trauma care, including the 1999 report Reducing the Burden of Injury. This report identified national priorities for surveillance, training and research, firearm prevention, trauma care systems, state infrastructure, and federal response. Recommendations from this report include expanding emergency department surveillance, the establishment of a national fatal intentional injury surveillance system, expansion of training activities for both research and practice, and increased coordination and support for agencies leading the field of injury control.

Most recently, the Centers for Disease Control and Prevention supported research for the book Incidence and Economic Burden of Injuries in the United States, which identifies the financial burden of injuries in the United States. These landmark reports have helped bring attention to the injury problem and have been critical to the ongoing improvement and implementation of injury prevention and control programs. They have also argued strongly that a systematic approach to injury prevention, such as that defined by the public health model, provides a sustainable framework in which to address the problem.

**INJURY CONTROL AND THE PUBLIC HEALTH MODEL**

Injuries and the Public Health Approach

Injury prevention is well suited to the public health model, which advocates a cycle of surveillance, risk factor identification, and intervention implementation and evaluation.

Injury surveillance provides an understanding of the incidence, trends, and magnitude of injuries. Surveillance also identifies specific populations that have a higher incidence of injuries. When developing an injury intervention strategy, surveillance can help identify injuries on which to focus prevention efforts. Priority can be given to the most prevalent injury causes, those that show an increasing incidence, or those that affect a population of special interest, such as children. It is important to examine surveillance data from the specific population that will be the focus of the intervention. However, local data, especially on nonfatal injuries, is often difficult to obtain. Thus, injury prevention programs are often prioritized on national data.

The process of risk factor assessment helps identify individual or community factors that increase the risk for injury. Risk factors can be intrinsic, such as age or gender; behavioral, such as drinking and driving; or environmental, such as a poorly maintained roadway. Injury events are usually influenced by many risk factors, and these can be classified according to the causal model of injuries described later.

Ideally, an intervention strategy is defined following careful surveillance and risk factor assessment. However, many interventions are implemented in the absence of such information, often because the information is not available or feasible to collect. Thus, many intervention programs are based on national trends. Intervention programs may focus on one population and risk factor, such as an educational campaign to increase the number of children adequately restrained in car seats. They might also target a broad population, such as environmental changes to the roadway. While broad programs might be more effective, they are also usually more expensive.

An evaluation of the intervention strategy should accompany its implementation. A comprehensive evaluation should identify whether the program was implemented completely (process evaluation), determine if the intervention led to the desired change (impact evaluation), and finally, determine if the injury outcome of interest was achieved (outcome evaluation). Although evaluation is a crucial component of the public health approach, most intervention programs are not fully evaluated. Lack of funding, time, or expertise are some of the reasons that evaluations are not conducted.

Evaluation findings are important to understand the consequences of an intervention, and sometimes there are unintended detrimental consequences. The air bag is one example. The airbag is effective in reducing injuries among adults, especially in head-on collisions. However, surveillance of crash data indicated an increasing number of airbag-related injuries to children. Evaluation research indicated that children under 10 years of age who were riding in the right-front passenger seat have a 21% increased risk of fatality when an airbag was present. Since then, national campaigns to promote the placement of children in the back seat and efforts to design an airbag that is safe for children have helped reduce these events.

**A Causal Model for Injuries**

There are two main categories for injuries: unintentional and intentional. Unintentional injuries have no intentional motivation behind them and include the majority of injuries from traffic-related events, falls, fires, and drowning. Intentional injuries, on the other hand, have discernable human motivation and may be self-directed, such as suicide, or outwardly directed, such as homicide and assault. Although the number of intentional injuries is increasing more rapidly than unintentional injuries, unintentional injuries, currently and historically, have comprised a greater share of deaths and nonfatal injuries. Although there are many differences in the most effective approaches for the prevention and intervention of unintentional and intentional injuries, they share a common causal pathway.

Traumatic injuries result from the transfer of energy to a human host. The traditional epidemiologic causal model for infectious diseases is easily adopted for traumatic injuries. In the traditional epidemiologic model for infectious diseases, microbes are the “agent” of infection and disease. In the epidemiologic model for traumatic injury, the “agent” of the injury is energy (Fig. 80-1). Energy can take many forms including mechanical, electrical, chemical, and thermal. An example of an agent-host interaction in the injury model is a motor vehicle crash, in which the energy exerted on the individual is mechanical.

The environment refers to places where energy can be transmitted to a host. The potential for energy transfer exists everywhere, but its ability to cause injury is limited. For instance, the potential energy in a bullet causes injury only when the bullet is in motion and hits a human.

The transfer of energy to a host is the necessary and sufficient cause of injury, but this transfer is affected by many other factors. Energy can be transferred to a host through vehicles or vectors. Vehicles are inanimate objects, such as a motor vehicle. Vectors are animate, such as another human being or an animal. For many injury events, both vehicles and vectors are involved in energy transfer. For example, when an automobile crash occurs, the vehicles are the automobiles and the vectors are the drivers.

The causal model is important because it depicts the many potential avenues for intervention. The environment is influenced by many physical, social, economic, demographic, and cultural factors. Modifying the environment can reduce the potential for energy transfer. Characteristics of vehicles and vectors can be modified to reduce the likelihood of causing an injury or to reduce the amount of energy transmitted. Even the host is an important focus for intervention. Only energy transmitted beyond the host’s tolerance causes an injury, and, therefore, not all

[Figure 80-1. Causal model for traumatic injuries.]
exposures to energy result in noticeable injury. Humans have natural resistance to energy transfer, but the level of resilience varies over the population and depends on many factors. Intrinsic factors such as age and preexisting medical conditions can reduce resilience to energy transfer, as can extrinsic factors such as fatigue and alcohol use. Resilience can be increased through the use of protective devices or education to avoid potential injury-causing situations.

**SOURCES FOR INJURY DATA**

Injury data is an important component in the cycle of surveillance, risk factor assessment, prevention, and evaluation. Data sources describing injuries are available on many levels, from broad national surveillance systems to local data. In general, the detail of information provided in a database decreases with the size of the surveillance system. A review by the Institute of Medicine identified 31 federally funded surveillance systems which address the incidence of injuries. The emergence of the Internet and improved computing power has made these databases easier to use and more accessible. Some specific data sources are described below.

**Mortality**

Incidence data of fatal injuries in the United States are available from 1900 through the present in the Vital Statistics Records collected by the National Center for Health Statistics (NCHS). These data are collected from death certificates, and injuries are classified by the External Cause of Injury codes found in the International Classification of Diseases versions 9 and 10. The U.S. Vital Statistics Records are a good source for counts of fatal injuries by broadly defined causes as well as by age, race, and gender, but detailed information about the event and the types of injuries sustained is not available. Injury mortality rates from 1981 through 2003 can be obtained through WISQARS (Web-based Injury Statistics Query and Reporting System), maintained by the National Center for Injury Prevention and Control of the CDC (http://www.cdc.gov/ncipc/wisqars).

In addition to overall injury mortality, several databases addressing specific causes of injury are maintained. The Fatal Accident Reporting System (FARS), developed in 1975 by the National Highway Traffic Safety Administration of the U.S. Department of Transportation, provides information on all motor vehicle crash-related fatalities in the United States. These standardized data on fatalities are collected from state and local police agency crash reports. Beginning in 1988, the National Automotive Sampling System (NASS) was designed to provide additional information on nonfatal crashes. The NASS includes two databases. The General Estimates System (GES) uses a nationally representative probability sample of approximately 55,000 police-reported crashes to estimate annual nonfatal injury rates in the United States. The Crashworthiness Data System (CDS) provides detailed crash reconstruction data from a sample of approximately 5000 crashes.

Since 1992, the Bureau of Labor Statistics has maintained the Census of Fatal Occupational Injuries (CFOI). The CFOI collects information from each state on work-related fatal injuries, comprised from death certificates, autopsy reports, media reports, and other sources. The National Safety Council also collects information on work-related fatalities.

National estimates of homicide deaths in the United States beginning in 1976 are maintained by the Federal Bureau of Investigations Supplemental Homicide File. Information on the victim, incident, and offender involved in the homicide are included. Data through 1996 are available to download from the Bureau of Justice Statistics’ web page (http://www.ojp.usdoj.gov/bjs). Queries of databases describing perpetrators of crime are available on the same website through the Federal Justice Statistics Resource Center.

The National Violent Death Reporting System (NVDRS) is a new initiative of the Centers for Disease Control and Prevention, National Center for Injury Prevention and Control, to provide more detailed information about intentional traumatic injury deaths. After pilot testing in a few states, the system was established in 13 states and then expanded to 17 states. Each state links information from death certificates, medical examiner files, law enforcement records, and crime laboratories. Deaths occurring in the same incident are linked so event-level information is available.

**Morbidity**

Information on hospital discharges, required for all accredited hospitals, is a source of national and community estimates of injury incidence. The National Hospital Discharge Survey conducted by the NCHS collects discharge data from each state to estimate national counts of injuries which require hospital admission. Discharge data is also usually available at the state and community levels. These data represent only the most severe injuries. National estimates of emergency department visits and physician’s office visits for injuries are available through surveys conducted by the NCHS, but there is no comprehensive national reporting system for these injuries. Queries of injury hospitalizations and emergency department visits are available from 2000 through 2004 on the WISQARS website (http://www.cdc.gov/ncipc/wisqars). The nonfatal injury data is a probability sample from approximately 60 U.S. emergency departments.

National estimates of injury morbidity, as well as information about risk-taking behaviors and injury events, are available through national surveys. Two examples are the National Health Interview Survey, which measures many aspects of health status including a few variables addressing injuries, and the Behavioral Risk Factor Surveillance System (BRFSS), which collects information about risk-taking behaviors that are related to health outcomes. The BRFSS collects information on seat belt use, helmet use, drinking and driving, and other injury-related risk behaviors. These surveys are conducted at the state level using national probability sampling, so that pooled data has national representation. The National Crime Victimization Survey is conducted annually to determine incidence and outcomes from crime victimization. The National Nursing Home Survey provides information about injuries sustained by older persons residing in nursing homes.

Many surveillance systems provide detailed information about specific types of injuries, exposures, and outcomes. The National Electronic Injury Surveillance System (NEISS) conducted by the U.S. Consumer Product Safety Commission gathers information about product-related injuries requiring hospital admission or emergency department treatment from a national sample of hospitals. Although the NEISS collects information only on product-related injuries, a subset of approximately 60 NEISS hospitals report on all traumatic injuries. This sample of hospitals is used to estimate overall nonfatal injury rates for the United States. Although the quality of injury data and access to it has improved dramatically over the last 20 years, there remain important gaps in injury surveillance. For example, few states have statewide databases for nonfatal occupational injuries or for Emergency Medical Services responses. Many types of injuries, such as those from natural disasters, and information about intentional injuries or occupational injuries, are difficult to identify in current national databases in which injuries can be identified. With an increasing focus on injury prevention within public health and preventive medicine, data is likely to improve in quality with easier access.

**INJURY INCIDENCE AND TRENDS**

**Mortality**

In 2003, unintentional injuries were the fifth leading cause of death in the United States. Unintentional injuries, however, were the leading cause of death for all those aged 1–44, and the third leading cause among those aged 45 through 54. Homicide is one of 10 leading causes of death for those aged 1 through 44, and the second leading cause of death for those aged 15 through 24. Suicide is one of the 10 leading causes of death for ages 10 through 64, and the second leading cause for those aged 25 through 34.
Overall, the injury mortality rate has decreased since the 1980s. Figure 80-2 shows the trends in injury mortality rates by intent from 1981 to 2003. Caution should be used in comparing rates from 1998 and prior with rates from 1999 to 2003 because beginning in 1999, mortality data used the International Classification of Disease—10th Revision (ICD-10) while mortality data from 1998 and prior used ICD-9. For all years, unintentional injuries make up the majority of injury deaths. From 1981 through 2003, the largest decreases in injury rates were for unintentional injuries, followed by homicide, while suicide rates remained largely unchanged.

Injury mortality rates show characteristic patterns by age and gender (Fig. 80-3). For all age groups, the rate of injury mortality is higher for males than for females. Increased injury death rates in males have been attributed to increased risk-taking behavior, exposure to motor vehicles, more hazardous occupations, and substance use. From age 15–64, the injury mortality rate for females is about one-third the injury mortality rate of males; after age 65, the injury mortality for females is approximately half the rate of males. The death rate from unintentional injuries among White males is almost twice that of White females, and the rate for Black males is almost three times that of Black females.

The injury mortality rate is lower for those aged 5–14 years compared with the ages 1–4, and then increases sharply for both males and females to a rate of 93.5 and 27.4 per 100,000, respectively, from ages 15–24 (Fig. 80-3). The overall injury mortality rate for both sexes is 61.4 per 100,000 from ages 15–24 (not shown). Most of the increase during early adolescence can be attributed to motor vehicle crash-related injuries. Unintentional injuries account for the largest proportion of injuries across all years representing almost two-thirds of all injuries. The
unintentional injury mortality rate remains between 50 and 65 deaths per 100,000 population until the increase at about age 65. Because injuries disproportionately affect the young, mortality rates, which are not age-adjusted, may not accurately reflect the role of injuries in killing the young.

The leading causes of unintentional injury death from birth through age 5 are poisoning and drowning; the leading cause in the elderly is falls. Motor vehicle-related death rates are the highest of all injuries between the ages of 5 and 34, and peak between the ages of 15–24, the age group when young drivers are first licensed. Alcohol use is an important risk factor in motor vehicle crashes during these ages.

Injury deaths from motor vehicles account for 28% of all injury deaths, followed by deaths due to firearms, poisonings, falls, and suffocation (Fig. 80-4). While over 90% of deaths due to motor vehicles and falls are unintentional, over 50% of deaths from firearms are due to suicide, and 40% are due to homicide (the intent of homicide includes a small proportion of deaths from legal intervention). Approximately 50% of deaths from suffocation are suicides. Mortality rates due to falls are higher in the 65-plus age groups. The rate of firearm death is highest in the 15 through 34 age groups.

**Hospital Admissions**

Injury mortality represents only a small proportion of total injury incidence. The relationship of injury deaths to nonfatal injuries of different severity levels is referred to as the “injury pyramid.” In 2003, there were 164,000 injury deaths, and over 1.9 million injury hospitalizations for a ratio of 1 death for every 12 hospitalizations. Nearly 27 million people were treated and released from emergency departments (EDs) during 2003, for a ratio of one death for every 152 ED visits that were treated and released.

Hospitalization rates include injured persons who were admitted to a hospital for their injuries. In 2004, less than 10% of ED visits resulted in hospital admissions for age groups up to 65 (Fig. 80-5).
After 65, the rate of hospital admissions following ED visits for injury increased from 11% between ages 65 and 74 to almost 30% for age 85 and above. Among hospitalization rates for injuries in 2004, males had higher hospitalized injury rates up to age 65.

Falls accounted for the largest proportion of hospitalizations with almost 40% attributed to falls (Fig. 80-6). Transportation and poisonings represented the next highest proportion of hospitalized injuries at 19% and 16%, respectively. As with injury mortality, unintentional injuries account for the largest proportion of hospitalized injuries overall and across most causes. Nearly all of the falls and the transportation injuries are unintentional. However, nearly 50% of hospitalized poisonings are due to self-harm, and 43% of injuries characterized as struck by/against are intentional assaults.

**Emergency Department Visits**

ED visits for injuries show less variation by age than mortality (Fig. 80-7). The high mortality rates among the elderly are more likely due to decreased injury resilience than increased injury rates, while younger people are more likely to sustain a nonfatal injury.
Among ED visits for injuries in 2004, males had higher injury rates up to age 65. The greatest disparity between males and females was among those 15–24, in which 16.8 of every 100 males and 11.8 of every 100 females had an injury-related ED visit. This age group had the highest rates for both males and females. The lowest rates for both males and females were for children less than 1 year and adults between ages 45–74.

In 2004, unintentional injuries accounted for 67% of all injury-related deaths and 93% of classifiable injury-related ED visits in the United States (Fig. 80-8). Motor vehicle crashes accounted for 28% of injury fatalities but only 15% of ED visits. Falls represented 11% of fatal injuries and 27% of ED visits. The number of falls leading to injury fatalities but only 15% of ED visits. Falls represented 11% of fatal injuries and 27% of ED visits. The number of falls leading to fatality among the elderly, however, may be underestimated because deaths may be attributed to comorbid conditions.

Costs of Injuries
The high costs associated with injuries have been recognized for many years. The economic costs of injuries can be measured in direct costs, such as those resulting from medical care expenditure, and indirect costs, such as those resulting from years of life lost, lost productivity, or property damage. In 1985, 57 million injuries resulted in an estimated total cost of $157.6 billion: $44.8 billion in direct costs, $64.9 billion in lost productivity, and $47.9 billion due to premature death. 21 The Centers for Disease Control and Prevention estimates that the 50 million incident injuries that occurred in 2000 resulted in an estimated total cost of $406 billion: $80.2 billion in direct costs and $326 billion in productivity losses. 22 Increased estimates from 1985 are due in part to better estimates of lost work time and societal costs for injuries. The costs for injuries, despite the fact that injury incidence has decreased, are growing, and this should provide a strong incentive for prevention.

Injuries disproportionately occur among younger people, and the costs are also concentrated among the young. In 2000, individuals between 25 and 44 years of age represented 30% of the U.S. population, but 40% of the total lifetime costs for injuries. 23 The cost of medical care increases with increasing injury severity. For motor vehicle-related injuries in 1990, the cost of medical care averaged $18,585 for a moderate injury, $57,030 for a serious injury, and $249,753 for a critical injury. 22 Indirect costs also increase with injury severity because extended treatment needs are greater, there is more loss of productivity, and disabilities are more common. Although fatalities often do not result in high medical costs, indirect costs due to premature loss of life can be extensive. For example, deaths due to drowning and poisoning have high societal costs because of the large number of affected children.

THEORETICAL APPROACHES TO INJURY CONTROL

The main objectives of injury research are to prevent the occurrence of injuries and to reduce their level of severity. Limiting injury prevention strategies to any single aspect of the many causes of injuries is an ineffective and narrow approach; successful strategies will incorporate many countermeasures and involve many different professionals. 23, 24 Rather than “accident prevention,” the goal of injury prevention is better conceptualized by focusing on a general downsizing of severity over the entire spectrum of injuries. The phrase adapted by injury professionals to describe the desired effects of injury research is “injury control,” which embodies the goal of decreasing injuries through increased knowledge about risk factors, predicting injury occurrence, and active control of these factors.

Unlike many chronic diseases, the agent of injury is usually known, and the mechanism of energy transfer from reservoir to host can be described with great detail. With the exception of some poisonings and burns, injuries usually occur immediately after exposure and have very short “latent” periods. This is different than infectious diseases and chronic conditions, in which symptoms may begin years after exposure. Within the framework of the public health model (Fig. 80-1), the primary focus of injury control is to identify sources of energy forces which cause injury, to define mechanisms of human exposure, and to identify precisely where interventions (countermeasures) may be introduced in the “natural history” of injury.
Public health has defined three levels of prevention. *Primary prevention* aims to prevent the event which causes injury by eliminating the mechanisms of energy transfer or exposure. Traffic safety laws which prevent automobile crashes, fences around swimming pools which prevent submersion and drowning, locking devices on guns, and safety caps on poisonous substances are all examples of primary prevention which reduce or eliminate the chance of exposure.

The effectiveness of environmental modification has been demonstrated through reduction in motor vehicle crashes following changes in the driving environment. Examples include skid-free road surfaces, cross slopes on curved roadways in areas with heavy rainfall, and separation barriers on freeways and two-way roads. Environmental modifications as simple as removing trees and adding guardrails can reduce traffic crashes in some areas by as much as 75%. Another example of successful environmental modification includes the introduction of pool-fencing barriers.

*Secondary prevention* is to eliminate injuries or reduce injury severity once a potential injury-producing event has occurred. Motorcycle and bicycle helmets, seat belts, life vests, and bulletproof vests are examples of secondary prevention. It is important to note that some of the most effective secondary prevention strategies do not eliminate all injuries. For example, the motorcycle helmet is very effective in reducing head trauma in motorcycle crashes, but is not effective in preventing trauma to other body regions.27 Seat belts do not prevent all injuries in vehicle crashes; cuts, contusions, and extremity fractures are common among belted vehicle occupants because belts do not restrain the limbs.28,29 The crucial role of seat belts is to reduce severe injury to critical anatomic regions such as the head or chest, and for this purpose they are enormously effective.

*Tertiary prevention* acknowledges that an injury has occurred, and aims to reduce the consequences of the injury. These efforts can include emergency response, trauma care, social work, and physical, occupational, and speech therapy. Some of the most important advances in injury prevention have occurred with the development of organized trauma care systems in the last decades.30 However, less attention has been focused on the emotional and psychological consequences, and subsequent recovery, from a severe injury.

Specific injury prevention strategies can be divided into two very broad groups based on need for host actions. *Active* intervention requires no input or action by the host and is usually accomplished by modifying the agent, vehicle, vector, or environment. Modifications in car design to improve brakes or increase energy absorption by the vehicle frame are two examples. *Passive* intervention requires that the host take some type of action for the intervention to work. Seat belts and helmets are examples of active intervention. Just as effective injury control strategies must address multiple facets of injury occurrence, they should also incorporate active and passive intervention strategies to be fully effective. Passive intervention strategies are usually considered more effective, especially when compared to active interventions which require frequent or time-consuming action.31 Air bags, which require no driver action, will work in frontal crashes, whereas a seat belt can only be effective if the rider remembers to fasten it. The most effective prevention, however, is the combination of both approaches. The circumstances of specific types of injury must be considered when identifying injury control approaches.

One framework for conceptualizing the many approaches to injury prevention is termed the “4 Es,” which consist of education, environmental modification, enforcement, and engineering. Education refers to efforts using educational messages to increase safe behavior. The success of these programs is largely unknown, however, because few scientific evaluations have been undertaken. The effectiveness of environmental modification has been demonstrated through reduction in motor vehicle crashes following changes in the driving environment. Examples include skid-free road surfaces, cross slopes on curved roadways in areas with heavy rainfall, and separation barriers on freeways and two-way roads. Environmental modifications as simple as removing trees and adding guardrails can reduce traffic crashes in some areas by as much as 75%. Another example of successful environmental modification includes the introduction of pool-fencing barriers.

Enforcement refers to legislative regulations and the enforcement of these activities. While legislatively mandated prevention activities have been highly successful, they can be controversial. The introduction of a mandatory helmet use law in California in 1992 led to a decrease in motorcycle fatalities of over 35% and a decrease in severe head injuries among injured motorcycle riders of over 50%.32 Efforts to repeal this law based on freedom of choice have continued since its inception. Another example of successful legislation has been the implementation of blood alcohol limits for drivers. The success of much legislation may be due in part to public recognition of the laws, and it is often this public recognition that leads to the legislation.

Engineering advancements have been highly successful in reducing injuries. The most notable examples are the seat belt and airbag, which have been attributed with decreasing injuries in frontal collisions by over 50%.34 Many effective prevention measures have been introduced to motor vehicles without the consumer’s knowledge, including improvements in brakes, collapsible steering columns, and stronger head rests. As consumers of automobiles have started to demand safety in vehicle design, these improvements will likely continue. Although engineering measures tend to be very effective, they must be followed to determine if the engineering strategy introduces new injury risks. An example of this phenomenon involves the airbag, which has caused several fatalities among infants in car seats placed in the front passenger seat.

One of the most successful theoretical approaches to injury prevention is the Haddon Matrix, developed by Dr William Haddon in the 1970s. The Haddon Matrix identifies three phases in an injury event and links approaches to prevent or reduce injury in each phase. This matrix was developed for application to countermeasures for highway safety but continues to be a useful theoretical framework for many types of injuries.35

The Haddon Matrix divides the timing of the injury event into three phases: preinjury, injury, and postinjury (Table 80-1). In the preinjury phase, the goal is primary prevention to eliminate any energy transfer to the host. Additional examples include fences around swimming pools which prevent submersion, trigger locks on guns, and safety caps on poisonous substances. These are all examples of countermeasures that reduce the chance of exposure to energy. In the injury phase, which represents secondary prevention, the goal is to eliminate or reduce the amount of energy absorbed by the host once an energy transfer has occurred. Postinjury interventions, also called tertiary prevention, reduce the consequences of the injury once an injury-producing energy transfer has occurred.

The Haddon Matrix categorizes interventions in each injury phase into those that affect the host, the vehicles or vectors in the causal pathway, and the environment. The environment is often separated into physical and socioeconomic components. While the Haddon Matrix is an important tool to recognize the many opportunities for prevention, it is not a useful tool in deciding which intervention approach to implement. In 1998, Dr Carol Runyan introduced a third dimension to the Haddon Matrix to assist in decision-making.36 The third dimension introduces value criteria to consider when choosing an intervention strategy, and includes such elements as anticipated effectiveness, cost, freedom, equity, stigmatization, preferences, and feasibility. These value criteria can be applied to interventions in each cell of the original Haddon Matrix to determine which approach is best suited for the specific problem.
TABLE 80-1. THE HADDON MATRIX WITH ILLUSTRATIONS

<table>
<thead>
<tr>
<th>Phases</th>
<th>Human</th>
<th>Vector (Vehicle)</th>
<th>Physical</th>
<th>Socioeconomic</th>
</tr>
</thead>
<tbody>
<tr>
<td>Preinjury</td>
<td>Alcohol intoxication</td>
<td>Instability in utility vehicles</td>
<td>Poor visibility of road hazards</td>
<td>Lack of knowledge regarding injury risks</td>
</tr>
<tr>
<td>Injury</td>
<td>Low resistance to energy</td>
<td>Sharp or pointed edges and surfaces</td>
<td>Flammable building materials</td>
<td>Lack of enforcement of safety belt legislation</td>
</tr>
<tr>
<td>Postinjury</td>
<td>Conditions which affect energy tolerance</td>
<td>Rapidity of energy reduction</td>
<td>Emergency medical response</td>
<td>Lack of funding for emergency medical services and rehabilitation services</td>
</tr>
</tbody>
</table>

**REFERENCES**

Although the family can and often is a source of strength and support for many people, it can also be a source of victimization. Violence in family settings in the United States is believed to affect a large proportion of the population, although not all of this is severe violence. The Centers for Disease Control and Prevention (CDC) estimates that about 1.5 million women and more than 800,000 men are raped or physically assaulted by an intimate partner each year (http://www.cdc.gov/ncipc/factsheets/ipvfacts.htm). Such violence can be fatal. More than 10% of homicide victims are killed by an intimate partner. Other CDC data indicate that nearly 1 million children were confirmed by child protective agencies as victims of child abuse in 2002. This included neglect, physical abuse, sexual abuse, and emotional and psychological abuse.

In this article, several different types of family violence are discussed, including couple violence, child abuse, sibling violence, and elder abuse. As will be seen, the more extreme forms of these forms of family violence are often found together in the same family. In the following sections, we first present data on what is known about family violence and then discuss strategies for how we might intervene or prevent forms of abuse.

COUPLE VIOLENCE

Violence in couples is called intimate partner violence (IPV) by researchers today. Such violence can exist at various levels from extreme violence with serious injury, to relatively low-level forms of violence. In accord with the CDC definition, IPV can entail physical violence, sexual violence, threats of physical/sexual violence, and psychological or emotional abuse. The major public health concern is the most extreme and serious form of couple violence, now labeled as “intimate terrorism” by researchers. This is the type of situation that most people would associate with the battered woman. In the most typical pattern of such violence, a husband or male partner has become extremely violent toward his wife or female partner, using physical violence as well as psychological abuse or belittling of his partner. Such violence has become routine, and the woman lives in constant fear that something she might do will initiate another round of such violence. The female victim develops low self-esteem, after hearing so often that she deserves the violence she receives. She may fight back, but typically her resistance is ineffective in stopping the violence, and she often receives a more severe beating when she does try to respond with her own violence. She may seek help from the police or escape from a particularly violent incident and go to a shelter for battered women, but this typically does not stop the violence. Such violence and the high levels of stress generated in the battered woman result in a weakened immune system for her. Her injuries mean that she has a heightened risk of hospital visits because of injury or illness. She likely experiences acute and chronic mental and physical health problems. She may also abuse alcohol or drugs. Attempted suicide may occur. The CDC estimates that physical assaults associated with IPV cost U.S. society over $6 billion in 2003 in direct costs associated with medical and mental health care, as well as additional indirect costs of lost productivity for the female victim of couple violence (http://www.cdc.gov/ncipc/factsheets/ipvfacts.htm).

Along with problems for the battered woman, there are often other health concerns within this type of violent family. Often, the batterer is violent to the children as well, meaning that physical child abuse is also present. It is not unusual for the batterer to abuse alcohol or drugs. This creates an additional public health concern, addressed elsewhere in this book.

Battered women remain in these abusive relationships for a variety of reasons. They may love their abuser, in spite of his violence. She may feel that he needs her and that she needs to remain with him because of this need. Another set of reasons involves feeling unable to live on her own (feelings that grow out of low self-esteem caused by psychological abuse), lack of financial resources to leave and live on her own or as a single parent (batterers typically control money within the couple and give her little access to funds), or lack of any social support network that might assist her in leaving. The lack of social support is again typical because batterers so often systematically cut off outside social contact for the battered women, and monitor their behavior to make sure she does not have outside friends or close family relationships.

If the battered woman does actually try to break up the relationship, it is not uncommon for the batterer to try to find where she has gone and to threaten her if she is not willing to come back. Many women in this situation file for legal protection, but this is not always effective. Relationship violence tends to become even more severe during this breakup time, which also may be a risk factor for other forms of violence such as stalking.

In some cases, the battered woman is able to successfully leave the relationship and develop a new life, but it is difficult. These women may feel that they are now stronger people because of being able to do this, which helps build their self-esteem. For those who don’t leave, there are a number of programs that have been developed to try to encourage the batterer to stop using violence. For example, Stosny developed a treatment program aimed at ending abusive behavior by enhancing the batterer’s compassion toward self and loved ones. Another approach seeks to eliminate abusive behaviors by increasing motivation toward nonviolence and
improving anger management and communication skills. Although these programs are shown to have some success in reducing violence, they have been criticized by those who view these types of programs as generally ineffective.

**CHILD ABUSE**

Child abuse can take several forms. It can consist of high levels of physical violence, or of a caretaker failing to provide basic care of a child. The latter is known as neglect. Sexual abuse of a child is another form of child abuse. Sometimes, emotional abuse, such as belittling of a child, or lack of positive expressions of love or warmth is also defined as a form of child abuse. In this section we focus on physical violence and sexual abuse.

Like wife battering, all forms of child abuse are often hidden, and we have no true estimates of any of the forms of child abuse identified above. All we can reliably know are the counts of cases that have been reported to authorities, and judged by social agencies to meet the standard of abuse or neglect. It is likely that this would be more likely to occur for poorer families who are already using other social services. Sexual and physical abuse prevalence is difficult to estimate because these forms of abuse often occur beyond public view. Perpetrators of sexual or physical abuse often isolate their victims and coerce them into silence. Therefore, estimations of sexual and physical abuse based on incidents reported to social agencies are likely to underestimate the true prevalence rates of these forms of abuse.

The United States Department of Health and Human Services estimates that over 900,000 children a year are judged to be maltreated. The most common form of maltreatment was neglect (61%). Other forms of abuse identified included physical abuse (19%), sexual abuse (10%), and emotional abuse (5%). In addition, the CDC suggests that shaken-baby syndrome (SBS), affecting up to 1600 children a year, would be considered a form of child abuse. This involves violent shaking of an infant or small child and can result in serious injury or even death.

**Physical Child Abuse**

Physical abuse of children is associated with injuries to children that require medical attention or that result in death. This type of definition excludes most types of spanking or other forms of mild physical violence that do not involve serious injury. Many people in the United States feel that it is perfectly acceptable, if not beneficial, to spank or use other physical punishment on children who disobey their parents. This means that one has to set a certain level of violence as meeting the criteria for child abuse. People may disagree on what an appropriate level might be. Similar difficulties exist with defining neglect. There are wide differences of opinion about how much supervision or help children of different ages need. What one person might label as neglect, another person might see as teaching a child to be independent.

Parents who physically abuse their children are most likely to do this when under stress. Such stress can come from situations in the life of the parent, or from having a child with special needs who is difficult to care for. Other risk factors for physical child abuse include parental stress and lack of social support for the parents. Mothers who are depressed or anxious are more likely to be abusive. Parents with substance abuse problems are also more likely to physically abuse their children as well.

Abuse is also associated with poor parenting skills. The physical child abuser often feels that his or her behavior is in response to a difficult child whose behavior cannot be controlled in any way except through parental violence. Programs that train parents to better understand their (false) assumptions about their children appear to have promise in helping these parents be less aggressive toward their children. Abusive parents may have learned that such violence is appropriate parental behavior. Mothers or fathers who have grown up in families where they were abused may learn this pattern of interaction between parents and children and use these same behaviors toward their own children when they become parents themselves.

As mentioned earlier, battering men may be physically violent to children as well as to their partner. Battered women may also take out their own stress on their children through the use of physical violence. These women are often experiencing high levels of stress in their lives as they monitor their behavior to minimize being beaten by their partner. The evidence of both abusive men and their battered partners both being at high risk for child abuse means that severe couple violence is often associated with physical abuse of the children in the home, by the father or stepfather and/or the battered mother, or by both parents.

Growing up in a violent household leads to a continuation of violent interactions in the home. The abused child learns that violence is a way of solving problems and interacting with loved ones. Abusive parental behavior is seen as the model for parent-child interaction, and physical violence in adults is seen as normal. Children growing up in violent homes are more likely to engage in partner violence themselves as adults. This intergenerational transmission of violence might be the outcome of children learning to engage in violence from observing this behavior in their parents.

Being the recipient of physical abuse, especially from someone as important as a parent, is traumatic for the child. Abused children may not have their basic physical and emotional needs met, and they may come to fear or distrust others. They are at high risk for display of aggression toward other children and for other conduct disorders, anxiety, depression, and suicide.

There can also be long-term health consequences. Many studies include any child identified as being maltreated, which would include those experiencing physical abuse as well as neglect or sexual abuse. Such children have been found to experience a range of health consequences and to engage in unhealthy behaviors as adults. This includes eating disorders, smoking, alcoholism and drug abuse, depression, and suicide.

**Incest and Sexual Abuse of Children**

The general category of child sex abuse is quite broad and includes many different types of behavior. Technically, incest refers to sexual contact between biologically related family members such as parents and children or even siblings, but stepparents are often included as well in this category. In this section, we focus on incest and sexual abuse within the family. We further limit the discussion to examples of forced sexual contact, typically between a parent or much older sibling and a daughter or sister.

The most common example of this situation is associated with the violent relationships mentioned earlier. The man who is highly physically abusive toward his wife or female partner is the most typical type of incest perpetrator. Growing up in this type of family, the child may not feel loved or close to either parent. As the daughter reaches puberty and her body develops, her father may find her very attractive. She reminds him of his wife when she was younger and more attractive. The father, feeling that his wife is not fulfilling him sexually, turns to his now adolescent daughter, and begins to be very loving toward her, essentially courting her. The daughter responds to this attention, feeling loved for the first time. Over time, he becomes more and more aggressive in his sexual requests, eventually seeking sexual intercourse with her. If the wife finds out, she may feel powerless to do anything, because of fears for her own safety. The daughter may not seek help, enjoying the attention and thinking her mother is just being jealous.

Over time, as this situation evolves, the father begins to treat the daughter as a second wife. He becomes very jealous of her and may begin to be violent towards her. She may realize that this situation is not “normal” and may feel guilty for her loving feelings toward her father. As she tries to date boys her own age, she begins to fear her father’s anger. She may become pregnant or acquire a sexually transmitted disease.

Finally, the situation becomes too difficult for her to cope with. She may run away from home, perhaps marrying a boy she has been
see.

Another possibility is disassociation or even the development of a split personality. None of these alternatives are good ones for her. She may seek outside help, but generally only if she fears her father will begin to sexually assault a younger sister.7

When the child is forced to participate in unwanted sexual activity, there can be long-term emotional and health consequences. Child sexual abuse is associated with adulthood depression and anxiety, substance abuse, suicidality, and interpersonal problems.3 Sexually abused individuals are also more likely to report physical health complaints as adults than those who were not abused.16 They are also more likely to engage in risky sexual behaviors as adults and to become infected with sexually transmitted diseases.24 These negative consequences are further compounded by sexual revictimization, which can reignite the negative sequelae associated with sexual abuse.32

Prevention of Child Abuse

Primary and secondary prevention programs appear to have some promise for preventing various types of child abuse. Early support programs that target parents experiencing psychological distress and who have little or no social support have been shown to decrease rates of child abuse and neglect by these targeted parents.4 These programs typically include efforts to help improve parenting skills, increase social support, and decrease parents’ psychological distress. In addition, there is evidence that school-based prevention programs increase children’s knowledge and skills related to preventing sexual abuse, by being more aware of the fact that certain behaviors by adults may not be appropriate. A meta-analysis by Davis and Gidycz5 found school-based programs that afforded children the opportunity for physical involvement (e.g., role play) and that were targeted to preschool or early elementary students were most effective. Taken together, these findings suggest that abuse prevention efforts aimed at younger children or families are especially promising.

ELDER ABUSE AND SIBLING VIOLENCE

Like other forms of family violence, abuse of the elderly in the family is often hidden from others and is rarely reported to authorities. The National Center on Elder Abuse6 has been collecting data since 1986, based on surveys of adult protective service agencies, and reports an increasing number of reported cases, with nearly 300,000 reported cases in 1996, the last year in which data were available. The most common form of reported abuse was neglect, or inadequate physical care. Less than 20% of the cases involve physical violence. Taking money from the elderly is another form of abuse. The typical abuser is a family member who has the responsibility to care for the elderly who is unable to care for herself or himself. This may be a spouse or a child, or another family member. Since this is so rarely reported, there is little formal data available, but there is belief that such abuse may be more likely in violent or abusive families.21 In one project administered in New York City by the Police Department and Victim Services, educational programs and home visits to teach people about the problem of elder abuse resulted in more reports of this problem, but had no clear effects of reducing the problem.37

Physical aggression among brothers and sisters is quite common. This can range from simple shoving or slapping to extreme violence using weapons.58 Like other forms of family violence, this behavior can result in extreme injuries, but the large majority of this does not have serious health consequences. Sibling aggression is considered abusive when there are large age or size differences between the siblings involved, with the older and bigger child being the aggressor, when the physical aggression is frequent and occurs over long periods of time, when the behavior is hidden from others, and when the victim is fearful or has other evidence of emotional or physical reactions to the aggression.31

OTHER TYPES OF VIOLENCE IN THE FAMILY

This discussion has focused on extremely violent family interactions. There is a good deal of evidence that family members also engage in low-level, mild violence with each other. Researchers have begun to examine these less extreme forms of physical aggression recently in married couples and same-sex and heterosexual couples living together.39 A meta-analysis published by Archer40 of marital and dating violence studies found that women actually engage in more acts of physical aggression than men. Such data was difficult to relate to the work on battered women. But, further examination of these studies indicated that much of the “violence” consists of hitting, slapping, shoving, or other relatively minor acts of physical aggression. As Archer noted, the majority of those who do suffer injury from violent behavior of a romantic partner are women. But, at the same time, it is clear that there are women who can and do engage in highly violent acts toward their partners.

As researchers begin to reexamine the findings on couple violence, one of the questions being raised is whether low-level violence has health consequences. In one study attempting to answer this question, Williams and Frieze41 used data from the National Comorbidity Survey to look at the psychological consequences of mild and severe violence. It was found that even mild violence had some association with psychological distress and marital dissatisfaction, although women reacted more than men. At the same time, there was a small subsample that did not appear to have adverse reactions to couple violence.

Further research is needed to better understand different types or patterns of couple violence. Fergusson and colleagues42 suggest that some important dimensions of violence are the level of overall violence, the frequency of the violence, and the level of injury. More nuanced analysis will also need to be applied to other forms of violence in the family.

Finally, research that incorporates the full scope of couple violence is needed. Perhaps because physical violence is the most visible and the most obviously physically harmful, a large focus of assessment and research is physical violence. Yet, other forms of violence or abuse exist and can manifest as health symptoms as well. Studies find that emotional and sexual abuse can be just as deleterious as physical.43,44 Emotional abuse, coercive control, stalking, and sexual violence are understudied, particularly by public health researchers. Future nationally representative studies must assess these multiple dimensions of violence and the specific contexts in which they occur. Because population-based studies are better suited to answer questions about correlates of violence than are other types of study designs,45 more thorough assessment of violence will result in the most accurate information on prevalence and burden of disease linked to couple violence. Such studies also can contribute to efforts of ongoing surveillance.46

RISK FACTORS FOR FAMILY VIOLENCE

Risk factors are similar for all types of family violence. In terms of severe violence, males are more often perpetrators.46 Those of lower socioeconomic status (SES) tend to experience more frequent and severe violence than their higher SES counterparts.47–50 Further different health consequences of violence may exist for those of differing levels of SES due to variations in psychosocial resources, such as social support, which tend to be socially distributed. History of violence in families appears to be a risk factor for future violence. Exposure to violence as a child (whether personally or vicariously) is related to being in an abusive adult relationship.51 Studies are also increasingly showing that substance abuse is a strong risk factor for family violence occurrence.31 It is less clear what risk factors are for elder abuse; future research is needed. Moreover, although research finds risk factors for some aspects of family violence, causal factors still remain heavily debated, thus making intervention and prevention
efforts difficult.49 Research must continue to uncover risk factors. White and Kowalski50 developed a useful framework for identifying potential factors that may increase risk for victimization. By identifying factors at sociocultural, social network, dyadic, situational, and interpersonal levels, we may be in a better position to address violence intervention and prevention.

RESPONDING TO VIOLENCE IN FAMILIES

No epidemic has ever been successfully eliminated or controlled by treating those already infected or affected.56 Thus, primary prevention is crucial to address family violence. In traditional public health terms, primary prevention entails reducing the number of new cases by changing behavior or environmental factors. Although treatment for victims of violence is important, public health aims to prevent people from becoming injured in the first place and to prevent the perpetrators from ever resorting to violence. For example, it is important to have an adequate number of shelters for battered women, but if battering could be prevented in the first place, these shelters would not be needed. This focus on prevention does not in any way diminish the importance of providing care for victims or the importance of arresting and prosecuting perpetrators. Rather the approach complements the contributions of other fields such as criminal justice and medical care. Such prevention is more cost-effective than other types of interventions because the individual never develops the problem and therefore high cost of medical care is avoided.57

Prevention of violence follows the same public health approach that guides efforts to prevent infectious diseases, chronic diseases, and environmental and occupational health problems. Therefore, it is not difficult for public health workers to understand and work on violence prevention. In fact, public health practitioners can play an effective role in coordinating prevention programs.

The prevention focus has several implications:

1. Interventions should be developed earlier on the pathway toward violence. In the area of couple violence, for example, interventions could target women who are in relationships with a high risk for physical violence, but in which physical violence has not yet occurred. This could involve intervening with couples who are newly married, engaged but not yet married, or with young men and women just beginning to date. Or it could mean pushing the intervention even further back in time to school-age children and starting to educate them about the risks of violence and how to avoid it.

2. Children should be involved in preventive programs. Young children and youth may be more receptive to preventive interventions, and behaviors learned early tend to endure.

3. New methods of delivering programs need to be developed. Traditionally, the criminal justice and police sectors have conceptualized violent situations as having a perpetrator and a victim. They often targeted some programs at perpetrators and others at victims. That approach makes sense after a violent incident has occurred. However, this way of identifying victims and perpetrators is not useful in the context of prevention programs designed to intervene before violence occurs.

4. Programs need to target increasingly broader and larger groups at multiple levels. After specific acts of violence have occurred, individual perpetrators and victims can be identified. If we wish to intervene preventively, then we can say that a certain group is at risk for violence, and we need to focus our interventions at members of this high-risk group, some of whom might otherwise become perpetrators or victims, but many of whom would not. Other interventions might be even more broadly targeted to a general population in an effort to achieve universal coverage. A large focus should be on expanding public awareness of couple violence, child abuse, and elder abuse, and emphasize the potential for violence in all of us, rather than attributing the problem to deviant and minority individuals.

5. Parents should get involved in prevention programs. Programs can provide parents with access to information about child development and about nonviolent methods of socializing their children.

6. Elder abuse should be an increasing focus given the changing demographics of the population. Given the lack of firm research findings in many areas, it is perhaps more appropriate to make proposals for future research than for practice and policy. The most critical need is information about the causes of elder abuse and effective methods of intervention. Suggestions for research include examining the content of abusive acts, the circumstances in which abuse occurs, and the patterns that might predict abusive acts against the elderly. Research on this form of family violence seems particularly salient due to the changing demographic and the increased number of elderly in the coming years.

7. Prevention efforts should consider that different forms of family violence co-occur within the same families. Strategies developed to intervene in and prevent family violence should not treat child abuse as separate from couple violence as separate from elder abuse. Those attending to the needs of a couple, for instance, might be wise to assess for child or elder abuse. Education and awareness campaigns should make clear the relationship between different forms of violence. Finally, future research should seek to uncover dynamics of violent families, not merely individuals.
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tools, 1259
Public health surveillance and, 1259
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preexposure, 422–423
rabies immune globulin, 422
for travel, 88–89
veterinary, 423
prevention, 421–423
transmission, 420–421
Race/ethnicity
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Tenofvir, 195
Teratogenesis, 517
Teriparatide, 1127
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Occurrence, 115–116
Pathogenesis, 115
Treatment, 117
Tetrachloroethane, 634
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Polio. See Poliovirus, prevention and control
Q fever, 369
Rabies, 88–89
Rotavirus, 273
Rubella, 109–110
For sexually transmitted infections, 165–166
Smallpox, 30
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Venezuelan equine encephalitis, 345t, 350
Venezuelan hemorrhagic fever, 353t, 354–355
Venous thromboembolism, 1119, 1119f, 1306
Ventilation, for workplace hazard control, 786
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leptospirosis. See Leptospirosis
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